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6.1 Introduction

The promises of quantum technologies seem limitless: from ultra-secure commu-
nication to more accurate weather prediction [1], from the design of target-specific
drug [2, 3] to new and revolutionary materials [4]. The ambitions for quantum
technologies encompass innovations spread broadly across quantum information
science, materials, and sensing technologies.

There is little doubt that the development of a successful framework for quantum
technologies should build on the very substantial body of work that has been pro-
duced, over the course of the past 30 years, on basic science. The best approach is
always to put science first. Areas of particular significance in this context include
quantum information theory, the foundations of quantum mechanics, material sci-
ence, computer engineering, and the framework of system identification and process
characterization. However, it also includes research that goes beyond the field of
pure quantum technologies, such as the study of quantum effects in thermodynamic
or biological processes. While the community has identified four main strands for
research and development that will enable the construction of a comprehensive
work infrastructure for quantum technologies, the gain of new knowledge under-
pinning the activities of such pillar, and thus contributing to technological advances
and new applications in the long term, has to stem from basic science.

Solving basic science problems in quantum science across all its complexities will
enable transformative scientific and industrial progress that, in time, will transition
into major drivers for scientific advancement, economy, and even national security.

The provision of a comprehensive overview of the various directions along which
a study of fundamental physics could lead to technological advancement goes well
beyond the scopes of this work. Instead, we shall aim at arguing in favor of two
specific areas of investigation, thermodynamics of quantum processes, and machine
learning for quantum problems, which have recently gained considerable attention
from the community interested in the control of quantum systems and dynamics,
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and comment on how they are significantly contributing to the process of virtuous
two-way influence between fundamental science and technological developments.

The thermodynamic interpretation of fundamental energy-exchange process
occurring among the elements of a quantum device allows for the establishment of
fundamental constraint to the efficiency of certain information-processing tasks,
most remarkably quantum computation. This will contribute to the technological
step change entailed by the Second Quantum Revolution by addressing the ener-
getic and entropic footprints of quantum devices. It thus addresses a blind spot in
the work program that followed the publication of the “Quantum Manifesto” upon
which the EU-funded Quantum Flagship initiative has been built that must be
addressed to achieve the paradigm shift promised by quantum technologies, and
thus bypass the energy-consumption issues in information technologies such as
those based on CMOS technology. In doing so, the development of a thermodynamic
approach to the energetics of quantum information processing will allow:

(1) The assessment of the energy cost of creating and consuming quantum coher-
ence in the experimental platforms that embody the building blocks of upcom-
ing quantum processors. Their thermodynamic assessment will allow for the
quantification of the energetic cost of processing quantum information, includ-
ing computational tasks;

(2) The establishment of a framework for the exploration and understanding of the
interplay between logical and thermodynamic irreversibility, which is the fun-
damental source of heat dissipation in computing systems.

From a different, yet related perspective, the interplay between data-intensive
research and quantum is leading to the development of new hybrid methods for
control and performance optimization of quantum processes, while opening up the
possibility to design less expensive methods for system identification, performance
validation, and quantum-property reconstruction. The use of artificial intelligence
in the management of quantum devices widens the already significant pool of
hardware problems benefiting of machine learning, providing a boost to the
development of near-term quantum devices enhanced by artificial intelligence
accelerators. In time, it will also allow for the use of quantum computing devices
as neural networks for the systematic adaptation of the controls of quantum
processors, the classification of datasets resulting from quantum processes, and the
inexpensive reconstruction of states or properties of quantum devices.

6.2 Thermodynamics for an Energetically Efficient
Quantum Information Processing

The application of quantum mechanics to the mesoscopic and macroscopic scales
faces the limitations imposed by the surrounding environment, which can have a
strong influence on the quantum system that one wants to study or employ in quan-
tum technology applications. The comprehension of the interaction of such an open

 10.1002/9783527837427.ch6, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/9783527837427.ch6 by U

niversita D
i T

rieste, W
iley O

nline L
ibrary on [29/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



6.2 Thermodynamics for an Energetically Efficient Quantum Information Processing 107

quantum system with its environment becomes pivotal for the development and
enhancement of quantum technologies as quantum sensing and communication.

To be eventually able to suppress the action of the environment in open quantum
systems, one needs to identify all – or at least the main – contributions. Clearly,
depending on the quantum system under scrutiny, some environmental mech-
anisms will contribute more than other to the total influence. These effects can
be studied with the mathematical tools provided by the open quantum system
theory. In such a framework, the system S is considered in interaction with a
surrounding environment E with a total evolution defined by a unitary dynamics
Ût with respect to the total Hamiltonian of the system + environment. Namely, the
total statistical operator evolves as 𝜌̂SE(t) = Ût𝜌̂SE(0)Û

†
t . Then, one averages over

the degrees of freedom of the environment to get the effective (reduced) dynamics
of the system alone. This is usually described by the dynamical equation known
as master equation d𝜌̂S(t)

dt
= 𝕃t[𝜌̂S], whose form is defined by the generator 𝕃t. The

latter can encode decoherence (loss of quantum coherence, and decay of quantum
superpositions of the system, namely suppresses the quantum features of the
system) and dissipation (energy exchange between system and environment) due
to the environment. Typically, the decoherence is described through the master
equation (in position representation) [5]

d
⟨

x|𝜌̂S(t)|x′
⟩

dt
= − i

ℏ

⟨
x|[Ĥ, 𝜌̂S(t)]|x′

⟩
− Γ(x − x′)

⟨
x|𝜌̂S(t)|x′

⟩
, (6.1)

where the rate Γ(x − x′) quantifies the deviations from the unitary dynamics defined
by the system’s Hamiltonian Ĥ.

Such a rate Γ scales quadratically with Δx = |x − x′| for small spatial separations
with respect to the characteristic length scale of the specific decoherence process
(namely, the long-wavelength limit), while it saturates to a constant value for large
separations (short-wavelength limit). A way to connect these two limits is to approx-
imate the decoherence rate to Γ(Δx) ∼ 𝛾[1 − exp(−ΛΔ2

x∕𝛾)], which introduces the
rate of events 𝛾 and the diffusion constant Λ [cf. Figure 6.1]. The typical example
of such a separation of length scales is provided by the collisional decoherence [6].
This is the case of a mesoscopic particle, having the role of the system of interest,

Figure 6.1 The decoherence
function Γ as a function of
the superposition distance Δx
in the two relevant limits. In
the long-wavelength limit
Γ(Δx) ∼ ΛΔ2

x (red line), while
in the short- wavelength limit
Γ(Δx) ∼ 𝛾 (blue line). The
dashed gray line represent a
possible parametrization of
Γ(Δx) that connects the two
limiting cases. Source:
Adapted from Gasbarri
et al. [14].

Γ(Δx) ~ γ[1 – exp(–ΛΔx/γ)]
2

ΛΔx
2

γ

Δx
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Before After

Before After

Case 2

Case 1 ∣ϕE〉

∣ϕE〉

∣u〉

∣u〉

∣d〉

∣d〉

∣ϕE〉
d

∣ϕE〉
u

Figure 6.2 Scheme of the collisional decoherence. Case 1: the system is initially prepared
in the state |u⟩, then it will collide with the gas particle which is in the state ||𝜙E

⟩
,

eventually ending in the state ||𝜙u
E

⟩
. Case 2: conversely, if the system is initially prepared in

|d⟩, it will leave the state ||𝜙E
⟩
= ||𝜙d

E

⟩
untouched.

under the action of the collisions of the particles constituting the residual gas in the
chamber where the experiment is performed. Let us assume that the initial state of
the system |𝜓⟩ is in a superposition of the particle going up |u⟩ and going down |d⟩:
|𝜓⟩ ∝ |u⟩ + |d⟩, and that the single collision with the gas particle takes place only
if the systems is in the state |u⟩ (see Figure 6.2). In particular, one can describe the
collision as |u⟩⊗ ||𝜙E⟩ → |u⟩⊗ |||𝜙

u
E
⟩

.
Now, the collision on the full superposition reads (|u⟩ + |d⟩)⊗ ||𝜙E⟩ →

|u⟩⊗ |||𝜙
u
E
⟩
+ |d⟩⊗ |||𝜙

d
E
⟩

, where |||𝜙
d
E
⟩
= ||𝜙E⟩. Correspondingly, the reduced density

matrix (obtained after averaging over the environmental degrees of freedom) in the
{|u⟩ , |d⟩} basis will have off-diagonal terms being proportional to

⟨
𝜙

u
E|𝜙d

E
⟩

. Now,
it is clear that more the states |||𝜙

u
E
⟩

and |||𝜙
d
E
⟩

differ each other stronger becomes
the decoherence effect, which is eventually maximized when the two environmen-
tal states are orthogonal. The difference between such states is imposed by the
momentum transfer between the system and the gas particle during the collision,
and here comes into play the ratio between the characteristic length scale of the
gas particle 2𝜋ℏ∕

√
2𝜋mpkBT (where ℏ is the reduced Planck constant, mp is the

mass of the gas particle, kB is the Boltzmann constant, and T is the temperature of
the environment). Correspondingly, the decoherence effects scale with mp𝑣PR2Δ2

x
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6.2 Thermodynamics for an Energetically Efficient Quantum Information Processing 109

Table 6.1 Decoherence rates Γ(Δx) in the long (Γ(Δx) ∼ ΛΔ2
x ) and short (Γ(Δx) ∼ 𝛾)

wavelength limits with respect to the superposition distance Δx [8].

𝚲 (long-wavelength limit) 𝜸 (short-wavelength limit)

Collisions
8
√

2𝜋mp𝑣PR2

3
√

3ℏ2

16𝜋
√

2𝜋PR2

√
3𝑣mp

Scattering 8!8𝜁(9)
9𝜋

R6c ℜ
(
𝜖 − 1
𝜖 + 2

)2
(kBT
ℏc

)9

8!8𝜁(9)𝜋1∕3

9
R6c ℜ

(
𝜖 − 1
𝜖 + 2

)2
(kBT
ℏc

)7

Abs.&Emis. 16𝜋5

189
R3c ℑ

(
𝜖 − 1
𝜖 + 2

)(
kBT(i,e)

ℏc

)6
16𝜋6

𝜋
1∕3

189
R3c ℑ

(
𝜖 − 1
𝜖 + 2

)(
kBT(i,e)

ℏc

)4

The collisions with the residual gas are characterized by the length scale 2𝜋ℏ∕
√

2𝜋mpkBT, while

scattering, absorption, and emission of blackbody radiation by 𝜋2∕3
ℏc∕kBT. Here, we distinguish

the internal temperature Ti (relevant for the emission process) from the external temperature Te
(relevant for the absorption process).

in the long-wavelength limit (depending on the pressure P in the experiment, the
mean velocity 𝑣 of the gas, and the linear dimension 2R of the system). Conversely,
in the short-wavelength limit go as PR2∕𝑣mp. The effects of collisional decoherence
are particularly important in matter-wave interferometry experiments [7], which
have been key to establish the emergence of quantum effects at the mesoscopic
scale by dealing with system of increasing size and complexity (Table 6.1).

Another example of decoherence is provided by three processes involving
blackbody radiation, which are scattering, absorption, and emission, and are
characterized by the length scale 𝜋2∕3

ℏc∕kBT. The first among these three processes
is the equivalent of the collisions with the residual gas particle: the blackbody
radiation elastically scatters on the system, and there is a momentum exchange
between the two. Conversely, during the absorption, the scattering is completely
inelastic, the photon is absorbed, and the system gains completely the photon’s
momentum. Finally, the emission process can be understood as the exactly the
time-inverted process of the absorption, where a photon is emitted and the particle
losses momentum. Depending on the process, they are characterized by a different
scaling in the long-wavelength limit: R6T9ℜ(𝜖 − 1∕𝜖 + 2)2 for the scattering and
R3T6ℑ(𝜖 − 1∕𝜖 + 2) for emission and absorption where 𝜖 is the dielectric constant
of the system. Similarly, in the short-wavelength limit, one has R6T7ℜ(𝜖 − 1∕𝜖 + 2)
for the scattering and R3T4ℑ(𝜖 − 1∕𝜖 + 2) for emission and absorption.

When dealing with much smaller systems, where the abovementioned decoher-
ence mechanisms can be negligible, other mechanisms kick in. For example, in
Bose–Einstein condensates (BEC), the main concern in loosing quantum properties
is the reduction of the number of particles in the condensate rather than decoher-
ence understood as suppression of quantum coherences. Here, two processes are
relevant. The first concerns the collisions of the atoms in the condensates with those
of the background thermal could, which is made of the atoms of the cloud that

 10.1002/9783527837427.ch6, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/9783527837427.ch6 by U

niversita D
i T

rieste, W
iley O

nline L
ibrary on [29/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



110 6 From Basic Science to Technological Development: The Case for Two Avenues

do not appertain to the condensate. The second process is that of the three-body
recombination, which accounts for the inelastic collisions between atoms in the BEC
that lead to the molecule formation. These two processes can be described together
through [9]

dNt

dt
= −K1Nt − K̃N3

t , (6.2)

where K1 is the one-body decay rate due to the interaction with the thermal cloud,
and K̃ = K3∕((2𝜋)333∕2

𝜎
6
t ) depends on the position variance 𝜎t of the BEC and the

three-body loss coefficient K3. For large BECs, the stronger reduction effect comes
from the three-body recombination process, thus indicating that to generate and
maintain a large BEC for long times becomes pivotal to reduce K̃ as much as possible.
To be quantitative, for keeping the reduction below the 10% over 10 s when assuming
K1 ∼ 10−3 s−1, one requires K̃ ∼ 10−12 s−1 for an initial value of atoms of N0 ∼ 105,
while K̃ needs to drop below 4 × 10−14 s−1 when considering N0 ∼ 5 × 105. This cor-
responds to almost two orders of magnitude reductions of K̃ when one considers
only an increase of a factor 5 in the number of atoms in the condensate.

The progress of open quantum system’s theory has provided the grounds to quan-
tify the limiting effects imposed by the environment surrounding a system and thus,
carefully characterize the way the former might affect quantum technologies. Typ-
ically, the process of interaction between a quantum system and its environment
implies the exchange of energy among the parties. The washing out of the degrees of
freedom of the environment results in such process to be interpreted as an exchange
of heat, which might eventually lead it to equilibration and, in the case of an envi-
ronment already at thermal equilibrium, thermalization of the system.

Such an interaction moves the state of a system away from those delicate con-
ditions necessary for the emergence of fragile genuine quantum effects. Usually,
one tries to depart from such a hindering situation and keep the system as isolated
as possible. This implies lowering the temperature of the system, thus avoiding
high-temperature thermal states, reducing the pressure of the surrounding residual
gas – thus minimizing their collisions with the system – and isolates the system from
all possible noises that could perturb it. Other than the noises from the surrounding
environment meant as residual gas and blackbody radiation, one needs to account
for the total noise budget also those imposed by the specific experimental setup that
is used. Among the different sources, we can mention the vibrational noises that
can have various sources as the Earth seismic activity that is particularly relevant
at low frequencies, the urban traffic, and the refrigerator that can be predominant
at the corresponding characteristic frequencies. Some experiments are so sensitive
that can feel variations of the local gravitational field when, for example, a train
passes through the nearby train station. To mitigate the vibrational noise, one
typically detaches as much as possible the system from ground by employing a
system of springs that attenuate such noises at the relevant frequencies. Figure 6.3
shows a possible implementation of these spring systems when applied to the
mirrors of the gravitational wave detector LIGO [10]. Alternatively, one can perform
experiments in free-fall where several components of vibrational noises are avoided
completely. One option is constituted by experiments performed in drop towers
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6.2 Thermodynamics for an Energetically Efficient Quantum Information Processing 111

(a)

(b)

Figure 6.3 Suspensions of the Advanced LIGO’s mirrors. Top figure: the Hydraulic External
Pre-Isolator (HEPI) in blue provides the first stage of isolation outside the vacuum chamber
where the LIGO’s mirror are placed. Bottom figure: the Seismic Attenuation System (SAS)
within the vacuum chamber constitutes the second seismic isolation. Figures from [10].

as that of ZARM in Bremen [11] or the Einstein Elevator [12], which can provide
up to around 9 s and 4 s of free fall, respectively. However, this option undergoes
strong limitations in the time for the run of the experiment, which is determined
by the height of the drop tower, and it would be still subject to vibrations due to
the friction between the residual gas in the drop tower and the capsule containing
the actual experiment. Another option is to perform experiments in space [13–17],
which would provide much longer free-evolution times, and it would avoid the
problem of the friction. To be quantitative, LISA Pathfinder – which is the prototype
for the planned space-based gravitational wave detector LISA – has demonstrated
an acceleration noise floor of 10−15m s−2∕

√
Hz that constitutes an improvement

of around 10 orders of magnitude with respect to the value of 10−5m s−2∕
√

Hz
provided by the ZARM drop tower [18].
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112 6 From Basic Science to Technological Development: The Case for Two Avenues

Being able to control the environment is pivotal to possible quantum technolog-
ical applications such as quantum sensing or quantum communication, but it is
also the basis to perform test of basic science as the detection of gravitational waves
or the generation of quantum superposition with massive objects. Science-driven
experiments demand and, with time, generate a significant progress, at both
the fundamental and technological level, in the design and the achievement of
the conditions able to meet the requirements for a very low-noise, controlled
operational regime [14, 15]. Examples are provided by the 30-year endeavor of
gravitational wave detector such as LIGO (Laser Interferometer Gravitational-wave
Observatory) or – more recently – by its space counterpart Laser Interferometer
Space Antenna (LISA) [19] that is planned to be launched in 2037. Here, the
noise’s reduction is fundamental to being able to detect the fainted signals of the
passage of gravitational waves. Other science-driven experiments are focused on
the detection of non-standard effects appearing as noises conversely to a signal as
in the case of gravitational waves. In such a case, the challenge is to distinguish one
(non-standard) noise within a background of other noises. Examples of such effects
run from deviations of quantum mechanics [20, 21], gravitational decoherence [22],
quantum gravity effects [23], dark matter/energy [24], and others.

Clearly, in some situations, changing the environmental parameters, such as
temperature and pressure, is not sufficient to achieve the desired conditions. The
paradigmatic example is the achievement of the ground state in optomechanical
systems [25], which is something hardly possible by simply reducing the temper-
ature of the environment, and one needs to find alternative routes toward this
aim. Indeed, satisfying the condition of ℏ𝜔m ≫ kBT, where 𝜔m is the mechanical
frequency of the system harmonically trapped, is challenging also for dilution
refrigerators providing a 20 mK environment as one would require 𝜔m to be larger
than 10 GHz. Active cooling techniques were thus developed, such as, among
others, resolved sideband or feedback cooling in optomechanical system.

In the case of sideband cooling (top panel of Figure 6.4), the mechanical resonator,
which plays the role of the main system to be cooled and characterized by the fre-
quency𝜔m, is placed in mutual interaction with an optical field of frequencyΩ. Both
the systems are coupled to the same thermal bath at temperature T. However, since
the frequency of the optical field Ω is assumed to be much larger than that of the
resonator 𝜔m and such that ℏΩ≫ kBT, from the perspective of the optical field, the
bath is in the vacuum state, i.e. in the ground state. This means that the optical field
can only lose energy, at rate 𝜅 toward the bath without gaining any. Then, by employ-
ing an external laser at frequency 𝜔L, one can stimulate the transition between the
|m, 0⟩ state, which indicates m excitations in the mechanical resonator and 0 in the
optical field, and the |m − 1, 1⟩; then, in the limit of 𝜅 ≫ 𝜔m, the optical field will
decay from |1⟩ to |0⟩, emitting the photon in the thermal bath, before the excita-
tion goes back to the mechanical resonator. To summarize, the process leads to the
following transition

|m, 0⟩ → |m − 1, 1⟩ → |m − 1, 0⟩, (6.3)
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∣m – 1, 1〉

ωL + Ω

ωL – Ω
ωL

ћωm

ћΩ

∣m – 1, 0〉

∣m + 1, 1〉

∣m + 1, 0〉

∣m, 1〉

∣m, 0〉

(a)

(b)

1 2

34

5

Figure 6.4 Conceptual scheme of the working process behind the resolved sideband
cooling (a) and the parametric feedback cooling (b).

meaning that effectively the mechanical resonator has lost an excitation. If the rate of
this transition process, being g2∕(𝜅∕2) where g is the coupling between the mechan-
ical resonator and the optical field, is larger than the effective heating 𝛾n(𝜔m)∕2 of
the mechanical resonator, where n is the thermal occupation number, one can cool
the system’s occupation number to the value of

n = n(𝜔m)
𝜅𝛾

4g2 +
(

𝜅

4𝜔m

)2

, (6.4)

which can go below the unity, indicating that the ground state cooling regime has
been reached.

The concept behind the feedback cooling is instead completely different. In such a
case, one measures one among the observables of the system – for example a quadra-
ture or the energy – and it acts on it depending on the measurement outcome. In
particular, the feedback process can be implemented directly through the use of the
measurement apparatus, since it already acts on the system inducing back-action
effects. Such effects can be however modified to cool the system toward the ground
state. An example is given by the case of an harmonic oscillator whose momentum
is continuously monitored [26]. The outcome of such a position ⟨x̂⟩ is then used in
the feedback loop to generate the feedback force, which will act on the harmonic
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114 6 From Basic Science to Technological Development: The Case for Two Avenues

oscillator, and it is implemented by modifying the stiffness of the harmonic trap. In
particular, such a force is proportional to the measurement outcome

Fbf = −kfb(t)⟨x̂⟩, (6.5)

where kbf(t) is the change of the stiffness due to the feedback. To reduce the ampli-
tude of motion of the particle, that we assume can be parametrized harmonically as
x(t) = ⟨x̂(t)⟩ = x0 sin(𝜔mt), the trap stiffness is increased as the particle climbs the
potential well so that its kinetic energy is reduced. When instead the particle goes
toward the center, the trap stiffness is reduced. In particular, one needs to modify
the stiffness at twice the frequency of the harmonic oscillator to achieve the energy
reduction, which leads to an effective extra damping 𝛿Γ with respect to that of the
case without feedback Γ. Eventually, one can reach the center-of-mass temperature

Tc.m. =
Γ

Γ + 𝛿Γ
T, (6.6)

which is lower than the environmental temperature T.
Cooling techniques were developed also for other quantum systems as for

Bose–Einstein condensates (BEC) as, for example the evaporative cooling, the
Doppler laser cooling, or the delta-kick cooling (see Figure 6.5). In the case of the
evaporative cooling [27], the atomic cloud is initially trapped and let thermalize.
Then, the potential that traps the cloud is ramped down so that the more energetic

(a)

(c) Free evolution Delta-kick Release

Electronic transition?

(b)

Photon scattering

Changes in atoms

dynamics?
NO NO YES:

ћω0

ω0 ωR

ћωR

ћωB

ћωB

Figure 6.5 Conceptual scheme of the working process behind the evaporative cooling (a),
Doppler cooling (b), and delta-kick cooling (c).
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6.2 Thermodynamics for an Energetically Efficient Quantum Information Processing 115

atoms can escape the trap boundaries. Those atoms that remain in the trap are
those with less kinetic energy, meaning that the corresponding energy distribution
can be associated to a lower temperature.

The second cooling technique for atomic systems is the Doppler laser cooling,
which is based on the Doppler effect [28, 29]. Here, one shines the atoms with a
laser having a frequency slightly below the electron transition, namely it is a red
detuned laser. This means that the electrons of a laser will not absorb the correspond-
ing photon, as its energy is not sufficient to lead to an energetic transition. Then,
one here exploits the Doppler effect: the atom moving away from the laser source
will see the photons being even more red detuned (i.e. at lower frequency), while
if it moves toward the source, it will see it blue detuned (i.e. at higher frequency).
Then, when moving away, the atom’s electron will not get excited; on the contrary,
when moving toward the laser source, the gap between the transition energy and
the initially red detuned laser is filled, and they can absorb the photon. Due to the
conservation of momentum, the atom will then slower and, eventually, its electron
will spontaneously emit the absorbed photon. Since the direction of the emission
will be random, there will be no net increase of energy when taking the average over
the ensemble of atoms.

The third cooling technique we mention is the delta-kick cooling [30]. Here, one
neatly traps the ensemble of atoms and lets them thermalize. Then, one leaves the
atoms to evolve freely for some limited time before switching on a more broad har-
monic trap. During the free evolution, the atoms having more kinetic energy will
move further away from the center of the trap. This is then exploited by the har-
monic trap, as it will imprint a force on each atom that is proportional to the distance
just covered F ∝ −x. Therefore, more energetic atoms will get a stronger “kick” back
toward the center of the trap, thus strongly cooling the entire atom cloud.

Despite the efforts along the lines illustrated above, and the enormous progress
achieved in the construction of devices that are only mildly affected by environmen-
tal effects, any piece of quantum technology will have to be considered as intrinsi-
cally and inherently noisy. As such, it is only meaningful to address the challenge
posed by the coupling between a quantum system and its environment from a ther-
modynamic perspective that treats the energetics of quantum processes from a fun-
damental perspective but aims directly to tangible technological development [31].

Thermodynamics was developed in the nineteenth century to improve the effi-
ciency of steam engines. Its impact has been enormous and affected fundamental sci-
ence, technology, and everyday life alike. In the third millennium, the challenge is to
address quantum thermodynamics to design efficient quantum machines. Quantum
thermodynamics (QT) describes stochastic processes of a quantum system out of its
state of equilibrium. The intrinsic stochastic nature of the process can be described in
terms of probability density functions, which are characterized by quantum fluctu-
ation relations. These regulate the amount of work and heat that can be respectively
performed or exchanged by the system in an arbitrary non-equilibrium process. Such
an amount is bounded by the thermodynamic irreversibility of the process (equiva-
lently to the second principle of thermodynamics) and can be characterized in terms
of the entropy production (EP) and the entropy production rate (EPR) [32]. Under
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116 6 From Basic Science to Technological Development: The Case for Two Avenues

this perspective, QT provides the means to identify among different protocols for
state preparation, which is the most efficient. Indeed, it has been shown that, in a
heat engine, the efficiency of a cycle is given by the Carnot efficiency reduced by a
term proportional to the EPR [32]. Thus, at minimum EPR corresponds maximum
efficiency, and this can be exploited to determine the most efficient protocol. The
irreversibility characterization provided by quantum thermodynamics can be used
to quantify the performance cost of quantum protocols and thus, find the optimal
one with respect to suitable figures of merit, as for example the energy required to
perform a specific protocol.

The community working in quantum technology is progressively developing
awareness of this challenge [33], although a workplan designed to establish the
necessary knowledge baseline for advancing an energetics-based approach to the
design and realization of quantum devices is still lacking [34]. Such workplan
should be built through the following concrete steps:

Step 1 Design and demonstrate processes that enable the manipulation of energy
(work extraction and heat flux steering) by means of quantum systems – both
elementary and complex ones – against (classical and quantum) noise;

Step 2 Identify the best schemes for the enhancement of the performance of
such processes through genuine quantum resources (including quantum
measurements) and sophisticated quantum control schemes;

Step 3 Benchmark the points above in noisy intermediate-scale quantum systems
embodying important test beds for a future generation of larger-scale energy
effective devices;

Step 4 Demonstrate new functionalities for the efficient control of quantal
energy-exchange processes, including novel cooling techniques, and
strategies to harness heat fluxes resulting from such processes;

Step 5 The identification of thermodynamics-inspired strategies for the minimiza-
tion of the energetic cost of quantum information processing.

In what follows, we will address some of these intended steps in some quantitative
details.

6.2.1 On Step 2

The fundamental connections between information and thermodynamics date back
to the seminal contributions by Maxwell, Szilard, and Landauer. The process of
acquiring information can impact the entropic balance of a given physical process.
Such information must thus be accounted for and considered on equal footing
to other thermodynamic quantities, such as heat and work. This is particularly
relevant for processes involving microscopic systems, which are fundamentally
dominated by fluctuations: the acquisition of information through measurements
introduces additional stochasticity and makes the overall process strongly depen-
dent on the monitoring methodology. When assessing a monitored system, one
must distinguish between conditioned and unconditional dynamics, the former
being affected by the measurement records [35].
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6.2 Thermodynamics for an Energetically Efficient Quantum Information Processing 117

To this end, let us consider the dynamics of a continuously measured open quan-
tum system subjected to a Markovian evolution can be described by a stochastic
master equation (SME) describes the evolution of the quantum state of the system
conditioned on the outcomes of the continuous measurement [36–38]. Upon aver-
aging over all stochastic trajectories, weighted by the outcomes probabilities, the
stochastic part vanishes leaving a deterministic Lindblad master equation for the
open system dynamics, whose dynamics will be called unconditional throughout
the paper.

Solving SMEs is in general a complex goal, made simpler when dealing with
Gaussian systems, for which the problem is translated into solving a simpler
system of stochastic equations. In order to fix the ideas, let us consider a simple
system consisting of a single harmonic oscillator described by a pair of quadrature
operators (q̂, p̂) with [q̂, p̂] = iℏ, and define the vector of operators x̂ = (q̂, p̂). The
generalization to an n-oscillator system has been reported in Ref. [39]. In the
Gaussian framework, the Hamiltonian is bilinear in the quadratures and can be
written as Ĥ = 1

2
x̂THsx̂ + bTΩx̂, where Hs is a 2 × 2 matrix, b is a two-dimensional

vector accounting for a (possibly time-dependent) linear driving, and Ω = i𝜎y,j
is the symplectic matrix (𝜎y,j is the y-Pauli matrix of subsystem j). By modeling
the monitoring process through Gaussian measurements, the SME preserves the
Gaussianity of any initial state. In this case, the vector of average momenta x = ⟨x̂⟩
and the Covariance Matrix (CM) 𝜎ij = ⟨{x̂i, x̂j}⟩∕2 − ⟨x̂i⟩⟨x̂j⟩ of the system describe
completely the dynamics,through the equations

𝜎̇ = A𝜎 + 𝜎AT + D − 𝜒(𝜎),

dx = (Ax + b)dt + (𝜎CT + ΓT)dw, (6.7)

where dw is a vector of Wiener increments, A (D) is the drift (diffusion) matrix char-
acterizing the unconditional open dynamics of the system, and𝜒(𝜎) is a𝜎-dependent
term that accounts fully for the measurement process. Notwithstanding the stochas-
ticity of the overall dynamics, the equation for the covariance matrix is deterministic.

This is translated in the following expression for the Wigner entropy
S = − ∫ W ln W d2nx of the state of the system, which we adopt as our entropic
measure [40]

S = − ln() + k = 1
2

ln(det 𝜎) + k, (6.8)

with k an inessential constant and  the purity of the state of the system,
which for a Gaussian state reads  = (det 𝜎)−1∕2. Therefore, S coincides (modulo
the constant kn) with the Rényi-2 entropy, tends to the von-Neumann entropy
in the classical limit [41], and is a fully deterministic quantity despite the
continuous-monitoring process.

As the Wigner entropy only depends on the CM of the system, its evolution is
deterministic even for continuously measured system. The same then holds true for
the entropy rate

dS
dt

= 1
2

d
dt
(Tr[log 𝜎]) = 1

2
Tr[2A + 𝜎−1(D − 𝜒(𝜎))], (6.9)
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118 6 From Basic Science to Technological Development: The Case for Two Avenues

Experimental setup

Measurement device

Manipulating device

Manipulating device

Πc = Πuc + I

Figure 6.6 Schematic representation describing the difference between the process of
unconditional (uc) and conditional (c) dynamics, which, respectively, provide the
unconditional Πuc and conditional Πc entropy production rate (EPR). Their connection is
given by Eq. (6.11).

which, from the study of unconditional non-equilibrium thermodynamics [32] of
quantum processes, can be split in two contributions as Ṡuc = Φuc + Πuc with Φuc
(Πuc) the unconditional entropy flux (production) rate. In the conditional case,
while a similar splitting is indeed possible [39] both the entropy flux and production
rate are inherently stochastic, as they depend on the first moments of the quadrature
operators. Upon taking the average over the outcomes of the measurement, the
expression for Ṡ can be recast into the very elegant form

Ṡ = Ṡuc + I, (6.10)

where the term I = 1
2

Tr[𝜎−1D̃ − 𝜎−1
uc D] accounts for the excess entropy production

resulting from the measurement process, and it is thus information theoretical in
nature. In turn, this enables a similar splitting for the EPR as

Πc = Πuc + I. (6.11)

This result – which holds regardless of the Gaussian nature of the system at
hand [42] – connects the entropy production rate of the unmonitored open
system to the akin quantity for the monitored one via the informational term I
(see Figure 6.6). The second law for the un-monitored system, which reads
Πuc ≥ 0 [32], is now refined as Π ≥ I, which shows the connection between
non-equilibrium thermodynamics and information theory. The I term depends
explicitly on the measurement strategy implemented to acquire information, which
in turn affects the dynamics of the measured system, driving it to different final
states. We thus have two different yet related mechanisms that we can exploit here:
on the one hand, we have the dynamics itself, which drives the evolution of a system
with the aim, potentially, to optimize thermodynamic performance. On the other
hand, we have the well-known possibility to condition the dynamics of a quantum
system through the back-action induced by a measurement process. This clearly
offers an exploitable mechanism to effectively drive the open dynamics of a system
toward a thermodynamics-based criterion for the choice of the specific protocol to
be implemented. Indeed, EPR embodies a cost function whose value one aims to
control when optimizing the conditional dynamics of the system at hand.
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6.2 Thermodynamics for an Energetically Efficient Quantum Information Processing 119

6.2.2 On Step 4

We have previously addressed a scheme for feedback cooling of a mechanical sys-
tem that relied on a closed-loop approach. This is not the only possibility at hand,
and one can exploit a different method that, building on the capabilities offered by
conditional dynamics ensuing quantum measurements, achieves efficient cooling
performances.

Let us consider a harmonic oscillator of frequency 𝜔, characterized by annihila-
tion and creation operators a and a†, respectively, such that [a, a†] = 1. Such bosonic
mode or harmonic oscillator comprises a stiffening Duffing-like deformation with
strength 𝜖 > 0, such that 𝜖 ≪ 𝜔, as found in different experimental platforms.
In addition, the bosonic mode is coupled to a (spin-like) two-level system via a
Jaynes–Cummings interaction. The Hamiltonian of the system reads

Hs = ℏ

𝜔A

2
𝜎z + 𝜔a†a + λ(a𝜎+ + a†

𝜎
−) (6.12)

where 𝜔A and λ denote the Bohr frequency and coupling strength of the two-level
system, respectively. We have introduced the spin Pauli matrices, 𝜎x,y,z such
that [𝜎i, 𝜎j] = 2i𝛿ijk𝜎k and 𝜎z = |e⟩ ⟨e| − ⟨g| ⟨g| with |e⟩ (|g⟩) the excited (ground)
state of the two-level system. Finally, 𝜎+ = (𝜎−)† = |e⟩ ⟨g| is the spin raising
operator. At the resonant condition 𝜔A = 𝜔, the dynamics governed by the
Jaynes–Cummings interaction takes a state |g,n + 1⟩ and transforms it into |e,n⟩ in
a time Tn = 𝜋∕(2λ

√
n + 1) with n ≥ 0.

The goal is to cool an initial thermal state 𝜌
th
r =

∑
k=0pk |k⟩ ⟨k| (with pk =

nk
th∕(1 + nth)k+1 and nth = Tr[a†a𝜌th

r ]) of the oscillator down to its ground state by
performing measurements on the spin degree of freedom. That is,

𝜌
th
r → |𝜓gs⟩⟨𝜓gs| ≈ |0⟩ ⟨0| . (6.13)

The model in Eq. (6.12) can be realized in a number of different platforms.
Among them, levitated nanoparticles [43, 44], trapped ions [45], circuit quantum
electrodynamics [46], and optomechanical systems. In the latter context, a spin
defect of frequency 𝜔A ∈ [0.5, 1.5]𝜔 coupled to a mechanical resonator, 𝜔 ≈ 200
MHz, and Q ≈ 106, can achieve coupling strengths as large as λ ≈ 0.05𝜔 at negligible
spin damping rates [47].

The cooling schemes put forward in Refs. [48, 49] consider the concatenation of
free evolution following Eq. (6.12) and projective measurements on the spin degrees
of freedom. While Ref. [48] uses random detection times, the approach of Ref. [49]
implies measuring the spin at regular intervals. When Nrep cycles are implemented,
starting from the initial state

𝜌s(0) = |g⟩ ⟨g|⊗ 𝜌
th
r , (6.14)

and when the free evolution in each cycle takes place for a time Tn = 𝜋∕(2λ
√

n + 1),
we bring in populations from |g,n + 1⟩ to |e,n⟩ states with n ≥ 0 by sweeping each
of the subspaces at a time. This is achieved by evolving 𝜌s(0) during a time, i.e.
𝜌s(Tn) = U(Tn)𝜌s(0)U†(Tn) with U(t) = e−itHs the evolution operator. In this manner,
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120 6 From Basic Science to Technological Development: The Case for Two Avenues

we remove excitations and entropy and thus, cool down the oscillator. After a total
time

Tf =
𝜋

2λ

Nrep−1∑
n=0

1√
n + 1

, (6.15)

where a negligible detection time was assumed. The probability of a successful
detection of the spin in its ground state |g⟩ upon the evolution U(Tn) is given by
pg;n = Tr[|g⟩ ⟨g| 𝜌(Tn)], which is lower-bounded by the probability p0 = (1 + nth)−1

to find the oscillator in its ground state. Upon Nrep repetitions, success is achieved
for ΠNrep−1

n=0 pg;n ≈ p0, which turns out to be achievable for Nrep ≫ 1. Hence, one can
already notice that this method can be favorable to cool down states of a resonator
containing few excitations. In particular, if nth ≲ 10, we have p0 ≳ 1∕10 with
pk ≲ 10−3 for k ≳ 50, so that Nrep ≲ 50 would be sufficient to achieve a significant
reduction on the occupation number. However, it is thermodynamically impossible
to achieve the ground state of a quantum system in a finite time in light of the third
law of thermodynamics and the unattainability principle [50], while being still
possible to get very close to the actual ground state.

Remarkably, this approach is effective in cooling also oscillators that showcase a
small degree of nonlinearity [49]. For instance, for a quartic potential of the Duffing
type 𝜖(a + a†)4, despite the coupling between states in the Jaynes–Cummings spec-
trum that do not have the same energy [something impossible to achieve through
Eq. (6.12) only], similar cooling performances can be achieved, although oscillators
with large values of 𝜖 require longer concatenation cycles.

6.3 Data Intensive Tools for Quantum Computing
Science

Quantum computing and artificial intelligence are both transformational tech-
nologies in need of each other to achieve significant progress. Although artificial
intelligence produces functional applications with classical computers, it is limited
by the computational capabilities of the latter. Quantum computing can provide
a computation boost to artificial intelligence, enabling it to tackle more complex
problems. The visionary goal from the computer science perspective is the achieve-
ment of artificial general intelligence, namely the engineering of a system capable
of human-level thinking, continuously improving its performances and reaching
far beyond current (classical) computational capabilities. For quantum computing,
instead, the interplay with artificial intelligence, specifically through machine
learning methods, holds the promises to exploit the computational advantages of
quantum processors so as to achieve results that are not possible with classical ones.
This embodies a new and exciting way to combine a special form of fundamental
science, this time deeply rooted into the mathematical and statistics-based efforts
aimed at the development of sophisticated algorithmic methods for the processing
of large dataset, and quantum technologies for computation and information
processing at large [51].
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6.3 Data Intensive Tools for Quantum Computing Science 121

Preparation

Processing and sampling
NN-based evaluation of

classical model

Feedback and
update/gradient

Output

Figure 6.7 General architecture for a machine learning-assisted quantum computational
process: the outputs of the quantum processing stage is harvested through a sampling and
fed into an NN-based architecture for the evaluation of a classical cost function, whose
value informs a feedback loop that changes the parameters characterizing the quantum
circuit, aiming at optimization.

In a typical implementation of a machine-learning-assisted quantum compu-
tational problem, quantum data obtained from a suitable preparation stage are
processed and manipulated by a quantum circuit, implementing the quantum
computational stage of the process. Classical information is harvested through
a sampling stage where the output state of the circuit is probed by an array of
quantum measurements. Such classical information is then fed into a classical
processing architecture aimed at evaluating a classical model – for instance through
a neural network (NN)-like implementation – that results in the evaluation of a cost
function whose value informs a feedback/updating stage of the quantum circuit,
aimed at optimizing the quantum processing steps till convergence is reached [cf.
Figure 6.7]. The typical complexity of quantum data (stemming from quantum
features such as superposition or entanglement) and their fragility to classical and
quantum noise make it useful to deploy machine-learning-based methods for their
interpretation and manipulation.

Crudely, the following embodies a short list of applications of machine learning to
quantum information processing problems that are currently being pursued to drive
the design of more process-efficient quantum technology [52]

● Development of quantum algorithms for quantum generalization of classical
learning models. The scope is the achievement of quantum-induced speed-ups in
the deep learning training process, for instance through the fast identification of
the optimal values of the weights and links in a NN architecture.

● Quantum algorithms for optimal classical decision problems. The formulation
of optimal decision trees is in general complex and cannot be efficiently address
by dichotomic approaches leading to classical random walks. Quantum walks,
through the coherence-induced fast exploration of configuration space, could
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122 6 From Basic Science to Technological Development: The Case for Two Avenues

allow for the identification of decision by a number of optimal paths through
decision trees faster than any classical walk-based schemes. Such approaches
have recently inspired promising techniques for quantum state engineering [53].
Quantum efficient searching approaches of this type hold the promise for
near-term applications such as efficient data encryption.

● Quantum game theory: The systematic extension of classical game theory, which
is widely used in artificial intelligence applications, to the quantum domain will be
useful to overcome critical problems in quantum communication and the imple-
mentation of a framework for quantum artificial intelligence.

● Quantum Machine Learning to Solve Linear Algebraic Problems: Many Data
Analysis and machine learning problems are solved by performing matrix
operation on vectors in a high-dimensional vector space. Quantum computers
can solve common linear algebraic problems such as the Fourier Transformation,
finding eigenvectors and eigenvalues, and solving linear sets of equations over
vector spaces in time that is polynomial in the dimension of the space (and
exponentially faster than classical computers due to the quantum speedup). One
of the examples is the Harrow, Hassidim, and Lloyd (HHL) algorithm [54].

● Quantum Principal Component Analysis: Principal Component Analysis is a
dimensionality reduction technique that is used when managing large datasets.
Dimensionality reduction comes at the cost of accuracy, as one needs to decide
which variables to eliminate without losing important information. Classically,
dealing with such request efficiently is hard: over large input datasets with many
features and attributes, classical methods of principal component analysis will
fail because it will be hard for us to visualize the importance of each variable.
Another issue with classical computers is the calculation of eigenvectors and
eigenvalues, whose number grows with the dimensionality of the input. Quantum
computers can solve this problem very efficiently and at a very high speed by
using Quantum Random Access Memory (QRAM) [55] to choose a data vector
at random. It maps that vector into a quantum state. The summarized vector
that we get after Quantum Principal Component Analysis has logarithmic size
in the number of qubits involved. By repeatedly sampling the data and using a
trick called density matrix exponentiation, combined with the quantum phase
estimation algorithm (which calculates the eigenvectors and eigenvalues of the
matrices), we can take the quantum version of any data vector and decompose
it into its principal components. Both the computational complexity and time
complexity are thus reduced exponentially.

● Quantum Support Vector Machines: Support Vector Machine is a classical
machine learning algorithm used both for classification and regression. For clas-
sification tasks it is used to classify linearly separable datasets into their respective
classes. Suppose, if the data are not linearly separable, then its dimensions are
increased till it is linearly separable. Quantum computers can perform Support
Vector Algorithm at an exponentially faster rate owing to superposition and
entanglement.

● Quantum Optimization: Optimization is used in a machine learning model to
improve the learning process so that it can provide the most adequate and accurate
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estimations. The main aim of optimization is to minimize a loss function. A more
considerable loss function means there will be more unreliable and less accurate
outputs, which can be costly and lead to wrong estimations. Most methods in
machine learning require iterative optimization of their performance. Quantum
optimization algorithms suggest improvement in solving optimization problems
in machine learning through the use of multi-party superpositions.

● Deep Quantum Learning: Quantum computing can be combined with deep
learning to reduce the time required to train a neural network. By this method,
we can introduce a new framework for deep learning and performing underlying
optimization. We can mimic classical deep learning algorithms on an actual,
real-world quantum computer. When multilayer perceptron architectures are
implemented, the computational complexity increases as the number of neurons
increases. Dedicated GPU clusters can be used to improve the performance,
significantly reducing training time. However, even this will increase when
compared with quantum computers. Quantum computers are designed in such a
way that the hardware can mimic the neural network instead of the software used
in classical computers. Here, a qubit acts as a neuron that constitutes the basic
unit of an NN. Thus, a quantum network can act as an NN and can be used for
deep learning applications at a rate that surpasses any classical machine learning
algorithm.

On the other hand, a number of applications of classical machine learning are
driving the development of significantly disruptive methods aimed at demonstrating
prototype quantum sensors able to optimally extract information about its environ-
ment, achieve fully automatic calibration and operation of multi-qubit circuits, and
improve the performance of quantum algorithms for quantum chemistry.

6.4 Conclusions

The transfer of research results from the field of basic research to the development
of quantum devices may be the only challenge facing the community working in
quantum technologies, which will be considered as we enter a period of domain and
territorial integration. Its successful implementation requires a multidisciplinary
approach. While this has only been partially addressed so far, such transfer is critical
to the success of our endeavors in building a quantum technological framework and
infrastructure. This contribution has focused on two such aspects, namely energetics
at the fundamental quantum level and the interplay between artificial intelligence
and quantum, as two tantalizing pathways to explore while pursuing a such tanta-
lizing ultimate goal.
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