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Abstract

We propose a novel approach to the problem of inverse kinematics for possibly redundant planar manipulators. We show that, by considering the joints as point masses in a fictitious gravity field, and by adding proper constraints to take into account the length of the links, the kinematic inversion may be cast as a convex programming problem. Convex constraints in the decision variables (in particular, linear constraints in the workspace) are easily managed with the proposed approach. We also show how to exploit the idea for avoiding obstacles while tracking a reference end-effector trajectory and discuss how to extend the results to some kinds of non-planar manipulators. Simulation results are reported, showing the effectiveness of the approach.

1. Introduction and motivation

For robotic manipulators, the inverse kinematics problem consists in finding a joint configuration that corresponds to a given position and/or orientation of the end-effector. The problem arises because, usually, the task to be performed by the robot is expressed in the operational space (Cartesian space), while the robot is controlled in the configuration space (joint space). Solving the inverse kinematics problem allows the application to manipulators of planning and navigation techniques available for the configuration space (see for instance [18,22,5,4]). Closed-form solutions exist only for manipulators having a simple kinematic structure (see [24]). In the other cases, for example when the manipulator is redundant [8], it is necessary to resort to numerical methods. Numerical approaches to kinematic inversion may be roughly divided into two categories. A first one is based on differential kinematics and comprises Jacobian-based methods (the Jacobian matrix represents a linear, configuration dependent, map between the joint velocity space and the operational velocity space). Various methods based on differential kinematics have been proposed: Jacobian pseudoinverse [27], Jacobian transpose [2,28], damped least-squares [25,7] and other variations (see also [6] and the references therein). Iterations are necessary due to the linearized nature of the approach: in all the mentioned methods, the solution results from a process that starts from an assigned configuration and iteratively computes a sequence of kinematically feasible configurations that eventually converges to the desired one. A second category is that of global methods, which explore the whole configuration space and try to find a minimizer for the position and/or orientation error with respect to the prescribed one (see for instance [26,30] and the more recent [29,17]). The task is difficult because of the highly nonlinear relationship between joint space variables and operational space variables. These approaches lead to a non-convex nonlinear programming problem, need to resort to heuristics in order not to get stuck in local minima and are, in general, computationally expensive.

In the present paper, we propose a novel optimization-based method for kinematic inversion. The main features of the proposed approach can be summarized as follows:

- The method is global, in the sense that it takes into account all the admissible poses.
- The joints are considered as point masses subject to fictitious gravity forces. Suitable constraints take into account the length of the links.
- The inverse kinematics problem is formulated as a minimization problem whose objective function is the total potential energy of the system of masses.
The objective function provides a criterion to fruitfully exploit redundancy by selecting the unique minimizing configuration.

The approach leads to a convex programming problem, which can be efficiently solved by means of well-known tools (this is a significant advantage over the existing global methods).

In some circumstances, the feasible solution of the optimization problem may result non-admissible from a kinematic point of view. In these cases, we show how to properly modify the fictitious gravity field so as to achieve physical admissibility.

Additional convex constraints in the operational space are easily taken into account to avoid collisions.

The main limitation of the method is that it is valid, in general, for planar manipulators only. However, it can be employed for some particular, but practically important, non-planar manipulators that we characterize in terms of their kinematic structure.

Rather than providing continuity theorems, which would be valid case by case, we support our idea by the following physical intuition: the movements of the robot correspond to those of a rope subject to gravity, of which we are moving one of the extrema. This creates smooth transitions, as it can be certified by experiments.

It is worth mentioning that a virtual gravity approach has already been proposed for legged robots by [1], where the fictitious gravity field is employed to enforce a motion direction that is parallel to the ground, without an explicit design of the gait. Our use of fictitious gravity is different, since it is instrumental to characterize the desired configuration as a minimizer of the potential energy. Our approach can be seen as a fast method for finding a robot configuration that satisfies a prescribed end-effector pose and, possibly, convex constraints. For this reason it is not necessarily alternative to classical navigation approaches, but can be successfully combined with other methods, e.g., those proposed by [16,9], based on potential functions. Many developments of the basic idea are possible: some of them have already been described in [3].

The paper is organized as follows: in Section 2 we state and solve the problem for planar manipulators and provide some extensions to non-planar cases. Section 3 shows how to include the obstacles in the problem formulation. Various simulation results are presented in Section 4, for both planar and non-planar cases. Finally, a concluding discussion is reported in Section 5.

2. The inverse kinematics problem: the planar case and some extensions

Consider a redundant planar manipulator as represented in Fig. 1, composed of several links connected by revolute joints (also called nodes in the following). Let the position of the end-effector \((x_e, y_e) = (x_4, y_4)\) be assigned, as well as the link lengths \(r_i\). The inverse kinematics problem consists in determining suitable angles \(q_i\) that provide the desired position; in the case of motion planning, smooth end-effector and joint trajectories need to be obtained. The problem is well known to be difficult for the following reasons:

- the involved equations include trigonometric terms;
- in the presence of obstacles or boundaries, the “forbidden” region in the configuration space may be hard to describe;
- it is not always clear how to cope with redundancy.

The main idea of this paper is to adopt an inversion method based on convex optimization, which can provide a solution that efficiently deals with the above issues. In order to formulate the inverse kinematics as a convex optimization problem, it is convenient to describe the configuration of the robot by the \(n\)-tuple \((x_i, y_i), i = 1, \ldots, n\), instead of the more common \(q_i, i = 1, \ldots, n\).

In the following we call

- admissible: a configuration \((x_i, y_i), i = 1, \ldots, n\), that is compatible with the robot kinematics;
- feasible: a configuration that is compatible with the constraints of the optimization problem.

The typical solution to the inverse problem, for instance in the case of manipulators as in Fig. 1, considers directly the following equations:

\[ x_n = \sum_{i=1}^{n} r_i \cos(q_i), \quad y_n = \sum_{i=1}^{n} r_i \sin(q_i), \]

which have to be solved in the free variables \(q_i\). Now let us imagine the same problem solved for a catenary in which a “unit gravity force” \(F_g = (\cos(\theta), \sin(\theta))\) is assigned, as in Fig. 2, and affects unitary fictitious masses placed at the joints. Such a force can be arbitrarily (i.e., not necessarily vertically) directed.

Denoting by \((x_i, y_i)\) the joint positions, and taking into account the gravity, the following optimization problem arises:

\[
\min_{x_i, y_i} \sum_{i=1}^{n} \left[ \cos(\theta)x_i + \sin(\theta)y_i \right]
\]

\[
\text{s.t. } (x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 = r_i^2, \quad i = 1, 2, \ldots, n
\]

\[
(x_0, y_0) = (0, 0)
\]

\[(x_n, y_n) \text{ assigned} \] (1)

where \(\theta\) is a fixed parameter, representing the gravity direction, and we aim at minimizing potential energy. The above problem is not convex, but it can be convexified by replacing the equality constraints with inequality constraints:

\[
\min_{x_i, y_i} \sum_{i=1}^{n} \left[ \cos(\theta)x_i + \sin(\theta)y_i \right]
\]

\[
\text{s.t. } (x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 \leq r_i^2, \quad i = 1, 2, \ldots, n
\]

\[
(x_0, y_0) = (0, 0)
\]

\[(x_n, y_n) \text{ assigned} \] (2)

\[(x_n, y_n) \text{ assigned} \] (3)

\[(x_n, y_n) \text{ assigned} \] (4)
This relaxation physically corresponds to the case of unitary masses subject to gravity and connected not by rigid arms, but by strings which can be not completely stretched. While the problem with equality constraints is strictly equivalent to the inverse kinematics problem, the “relaxed” problem is not. We remind that a constraint is:

- active: if it is satisfied as an equality;
- inactive: if it is satisfied as a strict inequality.

As we will see, a solution of \((1)–(4)\) corresponds to an admissible configuration if and only if the inequality constraints are active at the optimum.

The optimization problem \((1)–(4)\) has a simple formulation, convex obstacles and boundaries can be easily considered without affecting convexity and, despite redundancy, the solution is unique. The degrees of freedom can be fruitfully exploited in the actuation by choosing the fictitious gravity force \(F_c\), which can be arbitrarily oriented in order to shape the robot chain and cope with environmental constraints: different orientations of \(F_c\) produce different configurations with the same end-effector position (as in Fig. 3).

Although the optimization problem involved can be solved very efficiently, it is not ensured that for a given end-effector position, the optimization problem provides an admissible solution. On the one hand, an admissible configuration may not exist at all, e.g., due to the distance of the end-effector from the reference origin \((x_0, y_0) = (0, 0)\). Obviously this distance has to be smaller or equal to the sum of the link lengths:

\[
\sqrt{x_i^2 + y_i^2} \leq \sum_{i=1}^{n} r_i = \rho_{\text{max}}.
\]

Otherwise, no admissible configuration exists which guarantees the desired end-effector position. On the other hand, except for particular cases, there exists also a minimum distance under which admissible configurations exist, but are not produced by any selection of a common gravity force. This is the case of Fig. 4 (left), where the admissible configuration (solid line) is different from the one achieved by the optimization problem (dashed line). The solutions provided by the optimization problem, in fact, physically correspond to solutions that would be achievable if the nodes were connected by strings rather than rigid arms. The situation can be fixed if we solve the same problem by adopting different gravitational fields for each node. This boils down to solving the optimization problem with the same constraints, but assigning different angles \(\theta_i\) in the objective function, namely replacing \((1)\) with the (linear) objective:

\[
\min_{\theta_x, \theta_y} \sum_{i=1}^{n} [\cos(\theta_i)x_i + \sin(\theta_i)y_i].
\]

**Remark 1.** The functional with a node-specific gravity can be exploited in order to “shape” the robot, e.g., to surround obstacles with the (linear) objective:

\[
\text{min} \quad c^T x + d^T y
\]

subject to:

\[
\begin{align*}
(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 & \leq r_i^2, & i = 1, 2, \ldots, n \\
(x_0, y_0) & = (0, 0) \\
(x_i, y_i) & \text{ assigned}
\end{align*}
\]

\[
Mx + Ny \leq q
\]

\[
Qx + Ry = s
\]

In the planar case, the problem may be formulated in the following general form:

\[
\min \quad c^T x + d^T y
\]

subject to:

\[
\begin{align*}
(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 & \leq r_i^2, & i = 1, 2, \ldots, n \\
(x_0, y_0) & = (0, 0) \\
(x_i, y_i) & \text{ assigned}
\end{align*}
\]

\[
Mx + Ny \leq q
\]

\[
Qx + Ry = s
\]

where \(x\) and \(y\) are the vectors of the node coordinates, \(M, N, Q\) and \(R\) are assigned constraint matrices, while \(q\) and \(s\) are assigned constraint vectors. The weight vectors \(c\) and \(d\) define the linear cost and can be seen as a possibly node-specific gravitational field. A possible choice of \(c\) and \(d\) is associated with the gravity potential encountered before: \(c^T = \cos(\theta) [1 \ 1 \ \ldots \ 1]\) and \(d^T = \sin(\theta) [1 \ 1 \ \ldots \ 1]\). Equality constraints \((10)\) are introduced, e.g., if a cart which carries the robot is constrained on a track. Fixing the attitude of the end-effector also corresponds to a linear equality constraint. Inequality constraints \((9)\) for the points \((x, y)\) are due to the environment (ceiling, floor, walls) and may take into account global (i.e., acting on all nodes) or local (i.e., acting on a subset of nodes) constraints.

In the configuration space \(q\), the constraints would be non-convex and hard to describe. On the contrary, \((5)–(10)\) is convex. The only problem is that a feasible solution does not necessarily correspond to a physically admissible configuration. A feasible solution is physically admissible only if the inequality constraints are active at the optimal solution.

**Observation 1.** A feasible solution of problem \((5)–(10)\) corresponds to a physically admissible configuration if and only if the inequality constraints \((6)\) are active at the optimum.

Since our aim is to use convex optimization to solve the inverse kinematics problem, we need to handle the case in which a feasible solution is found with some non-equality (strict inequality) constraints. The first preliminary result states that any physically realizable (admissible) configuration is the solution of the convex optimization provided that the functionals \(c\) and \(d\) are properly chosen.
Intuitively, since the constraints (6) are active, a trajectory, rather than a single configuration, is afforded to the subsequent are avoided, in view of the rope analogy. In practical implementations it is often necessary to determine a trajectory, rather than a single configuration, which ensure the desired smoothness of the trajectory. For each of the considered positions, the convex optimization problem is solved; all the obtained configurations are eventually interpolated using regular spline functions in the angle space, which ensure the desired smoothness of the trajectory. Note that the convex optimization problems are independent of one another and each provides a unique solution. In the presence of redundancy, however, abrupt changes of configuration from one solution to the subsequent are avoided, in view of the rope analogy.

2.2. Guaranteed admissibility via hierarchical optimization

We have seen that in some cases, when the end-effector is too close to the reference origin, no admissible configuration can be found by solving the optimization problem with a common gravity force applied to all nodes. For instance, Fig. 5, right panel, shows that the third link constraint is inactive (i.e., satisfied as a strict inequality), leading to a configuration which is not physically admissible, because the actual link length is as in the left panel (admissible configuration).

To achieve admissibility, we can consider a functional $f_\alpha + \beta f_\beta$, with coefficients $\alpha > 0$ and $\beta \geq 0$. The common gravity functional $f_\alpha$ is chosen as in (1), with a suitable choice of $\alpha$ that provides the desired robot orientation, and is applied as a first option. The node-specific auxiliary functional $f_\beta$ is introduced, if necessary, to guarantee that an admissible configuration can be achieved, i.e., that all the length constraints are satisfied as equalities. More in general, the coefficients $\alpha$ and $\beta$ can be tuned to privilege $f_\alpha$ or $f_\beta$, depending on the situation. A pseudocode procedure will be suggested later.

In this section we provide a guaranteed method to ensure that possibly after the introduction of a proper node-specific gravitational functional, the solution of the optimization problem always corresponds to an admissible robot configuration. We first show that if we apply a common gravity field to all nodes, corresponding to a choice of the angle $\theta$ in (1), then, in the case of feasible but non-admissible solution, the problem concerns at most one link. To this end, a preliminary lemma is in order.

Lemma 1. The optimal solution of the problem

$$\min_{x,y} \sum_{i=1}^{n} \left[ \cos(\theta x_i + \sin(\theta y_i)) \right]$$

s.t. $(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 \leq r_i^2, \ i = 1, 2, \ldots, n$

$(x_0, y_0) = (0, 0)$

$(x_n, y_n)$ free,

where the nth node position is free, is such that the inequality constraints are all active, and each link is aligned with the gravity vector.

Proof. Since the constraints (6) are active, $\hat{x}$ and $\hat{y}$ are on the boundary of the feasibility domain (6)–(10), which is a compact and convex set. Then for each boundary point a linear functional exists, corresponding to a choice of $c$ and $d$ in (5), for which such a point is the optimal solution of (5)–(10).

Consider the contribution $\cos(\theta x_i + \sin(\theta y_i)$ to the objective function. Clearly, such a quantity is minimized, under the constraint $(x_i - x_0)^2 + (y_i - y_0)^2 \leq r_i^2$, when the vector $(x_i, y_i)$ is directed as the antigravitational direction $(-\cos(\theta), -\sin(\theta))$ and takes its maximum allowed length, which is $r_i$. For such a choice, call it $(x_1^*, y_1^*)$, the first link is aligned with the gravity vector and the first inequality constraint is active. Now consider the contribution $\cos(\theta x_2 + \sin(\theta y_2)$ to the objective function. Such a contribution is minimized when the vector $(x_2, y_2)$ is directed as the antigravitational direction $(-\cos(\theta), -\sin(\theta))$ and takes its maximum allowed length. Given the constraints (12), for $i = 1, 2$, the maximum allowed length is $r_1 + r_2$ that is indeed achieved when $(x_i, y_i) = (x_1^*, y_1^*)$ and $(x_2 - x_1, y_2 - y_1)$ is directed as $(-\cos(\theta), -\sin(\theta))$, leading to the second link being aligned with the gravity vector and the second inequality constraint being active. By repeating the reasoning for the subsequent links, the lemma is proved.

Proposition 2. Consider a planar robot with $n$ sequential links and the associated optimization problem (1)–(4). Then at most one constraint in (2) may result inactive at the optimum.

Proof. Assume that the optimal solution has the $i$th constraint in (2) inactive (i.e., satisfied as a strict inequality). Since we are dealing with a convex optimization problem, the solution is not changed if the $i$th constraint is removed from (2). Being the functional linear, removing such a constraint splits the optimization problem into two independent convex problems in the variables $(x_0, y_0)$ … $(x_{i-1}, y_{i-1})$ and $(x_i, y_i) \ldots (x_n, y_n)$. This is equivalent to considering two separate arms in which the first node $(x_0, y_0)$ and the last one $(x_n, y_n)$ respectively have assigned position. In view of Lemma 1, the optimal solutions correspond to these two branches both directed as the gravity vector, with all remaining constraints satisfied as equalities.

Another property can be immediately seen with the support of Fig. 5 and formally stated in the following proposition.

Proposition 3. Consider a reference frame having the origin in the point $(x_0, y_0) = (0, 0)$ and the x-axis orthogonal to the direction of the gravity, which is common to all nodes; namely, the functional (1) is adopted with $\theta = \pi/2$. Let $d = |x_1|$ be the distance from the origin of the projection of the extremal point $(x_n, y_n)$ onto the x-axis. If $d$ is greater than the largest link, then there are no inactive constraints (i.e., constraints satisfied as strict inequalities).

Proof. Assume by contradiction that, at the optimum, the $i$th constraint is satisfied as a strict inequality: $(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 < r_i^2$. As in the proof of Proposition 2, since the optimization...
Problem is convex, then the solution is unchanged if we remove this constraint from (6). Again the solution corresponds to the case of two separate chains whose extrema \((x_0, y_0)\) and \((x_n, y_n)\), respectively, have assigned position (see Fig. 5, right). In view of Lemma 1 the optimal solutions correspond to the two chains both directed as the gravity vector. With obvious considerations, we would have \((x_1 - x_{i-1})^2 + (y_1 - y_{i-1})^2 \geq d_r^2 > r_i^2\), and the \(i\)th length constraint would be violated. □

If there exists an inactive constraint (unique, in view of Proposition 2), an admissible solution can be achieved by introducing an auxiliary functional, so that the gravity vectors are different for each node. How can these node-specific vectors be chosen?

Consider a reference frame having the origin in the point \((x_0, y_0)\) (denoted by A in Fig. 6), one axis (\(z\) in the figure) parallel to the segment joining the origin and the end effector, and the other axis orthogonal (\(w\) in the figure). Auxiliary forces \(p\) and \(-p\) parallel to \(z\) are applied to the second and the last but one node (\(B\) and \(E\)), respectively, in opposite directions. A force \(h\) in direction \(w\) is applied to all remaining nodes. The following proposition guarantees that admissibility is always achieved by taking \(p\) large enough, provided that there is no high disproportion among the link lengths.

**Proposition 4.** Assume that each link length is smaller than the sum of any other two. Let \(p\) and \(h\) be the auxiliary forces as defined above. Then, for \(p\) large enough and \(h \neq 0\), the solution of the optimization problem has all length constraints satisfied as equalities (hence it is admissible).

**Proof.** Consider Fig. 6 and let \(B'\) and \(E'\) be the projections of \(B\) and \(E\) on the line for \(A\) and \(F\). At the optimum, for \(p\) large enough, the first and last links are stretched: dist\((A, B)\) = \(r_1\) and dist\((F, E)\) = \(r_n\). Indeed, consider the first link and suppose by contradiction that, at the optimum, dist\((A, B)\) < \(r_1\). Now, by moving the point \(B\) to \(B'\) along the circle of radius \(BC\) having \(C\) as center, we get a feasible solution such that dist\((A, B')\) = \(r_1\). The value of the objective function corresponding to such a feasible solution is less than the optimal, provided that the displacement vector \(BB'\) has a positive component along \(p + g\), which is always the case for \(p\) large enough. The existence of a feasible solution with a better value of the objective function contradicts the supposed optimality. The same holds for the last link. Then, for \(p\) increasing, the distance dist\((B', E')\) gets larger and converges to:

\[
\text{dist}(A, F) + \text{dist}(A, B') + \text{dist}(E', F) = \text{dist}(A, F) + r_1 + r_n > r_i, \quad \text{for any } i
\]

by assumption. If dist\((B', E')\) is large enough, we can apply the reasoning of Proposition 3 to the intermediate part of the robot \((B-C-D-E\) in the figure). Indeed, if we consider a fictitious convex problem in which we fix the second and last but one node to their optimal positions, the remaining nodes optimal positions are clearly unchanged. Then the proof follows from Proposition 3, being the intermediate nodes subject to a common gravity field \((g + h\) in the figure). □

In the following we report a pseudocode that shows how the common functional \(f_i\) is applied and the auxiliary functional \(bf_i\) is added (the total functional being the sum \(af_i + bf_i\)), whose weight \(\beta\) is progressively increased by \(\delta\beta\) if necessary.

**Pseudocode**

**Inputs:** End-effector position \((x_0, y_0)\); step \(\delta\beta\); maximum value \(\beta_{\text{max}}\); gravity direction \(\theta\); weight \(\alpha > 0\).

**Outputs:** Angles \(q_i\).

1. Set \(\beta := 0\). Set \(p = [p_x, p_y] := [x_n, y_n]/\| [x_n, y_n] \|\).
2. Solve problem \((5)-(10)\) with functional \(c^\epsilon := \alpha \cos(\theta) \cos(\theta) \cdots \cos(\theta) + \beta [0, 0, 0, \cdots, 0] p_x, 0, \cdots, 0, -p_x, 0\) \(d^\epsilon := \alpha \sin(\theta) \sin(\theta) \cdots \sin(\theta) + \beta [0, 0, 0, \cdots, 0] p_x, 0, \cdots, 0, -p_x, 0\).
3. IF the length constraints \((6)\) are satisfied as equalities, then GOTO step 5;
   ELSE \(\beta := \beta + \delta\beta\).
4. IF \(\beta \leq \beta_{\text{max}}\), then GOTO step 2, ELSE STOP (unsuccessfully).
5. Compute the angles \(q_i := \text{atan}(v_i - y_{i-1}, x_i - x_{i-1})\), \(i = 1, \ldots, n\).

**Remark 2.** The assumption in Proposition 4 rules out the extremal condition in which, due to a long link, pulling the extremal links is not sufficient to accommodate the chain, because the inequality constraint for the long link remains inactive at the optimum. To fix this problem, further auxiliary forces can be subsequently added, so as to “activate” the unique inactive constraint: e.g., forces directed as \(p\) and \(-p\) could be applied to nodes \(C\) and \(D\) in Fig. 6.

**Remark 3.** The propositions of this section are also valid for three-dimensional robots moving in a plane which rotates along the vertical axis. It is not difficult to see that they can be extended, e.g., to DLR manipulators (considered in the following) with a possibly non-vertical gravity field, which can be integrated by an auxiliary functional.

### 2.3. Guidelines for the choice of the gravity vector

The direction of the gravity vector is a parameter that governs the solution of the inverse kinematics problem as formulated in the proposed approach. In particular, it allows us to enforce a “shape” of the robot, given an end-effector position. It is worth mentioning that, in the case of redundant robots (i.e., robots that admit many configurations resulting in the same end-effector pose), any method for inverse kinematics must include, either explicitly or implicitly, a parameter that allows us to determine a single configuration among the many configurations corresponding to the same end-effector pose. For the method proposed in the...
the gravity vector may be chosen in different situations, for avoiding obstacles, we report three cases (Figs. 8–10).

(a) An obstacle is located in the interior of the workspace (Fig. 8). By choosing the gravity vector to be orthogonal to the segment joining the base of the robot to the center of the obstacle, the robot is forced to stay either on one side or the other with respect to the mentioned segment, thus avoiding collisions.

(b) A conic region has to be avoided in Fig. 9, and the gravity vector may be chosen orthogonal to the segment joining the base to the vertex of the region.

(c) The admissible workspace is a vertical stripe (Fig. 10). In this case, a reasonable direction for the gravity vector is vertical.

2.4. Extension to non-planar manipulators

The approach described so far is not suitable for generic non-planar manipulators, i.e., manipulators represented by a sequence of nodes that do not necessarily lie in the same plane. Thanks to the analogy of the rope subject to gravity, it is easy to recognize that different gravity vectors acting in different points are necessary in order for the robot to assume a non-planar configuration. Moreover, in general, additional constraints must be included in the optimization problem to enforce the consistency of the solution with respect to the robot structure. Unfortunately, due to these constraints, the relaxed problem might become non-convex. As an example, consider the anthropomorphic arm with spherical wrist, whose kinematic structure is shown in Fig. 7. Node positions are denoted by $P_i, i = 1, \ldots, 4$. For generic values of the joint variables, the nodes do not lie in the same plane. Consider now the position $P_3$ of the wrist’s center. For an assigned $P_2$, having $\|P_3 - P_2\|_2^2 = r_3^2$ ($\| \cdot \|_2$ is the Euclidean norm) does not guarantee that $P_3$ is compliant with the robot structure: since the joint located in $P_2$ is not spherical, the further constraint $((P_3 - P_2) \times (P_2 - P_1)) \cdot (P_3 - P_2) = 0$ is necessary, where the symbols $\times$ and $\cdot$ denote cross product and dot product, respectively. The latter constraint is non-convex, rendering non-convex the whole relaxed problem. However, in some cases of practical significance, the technique can be employed even for non-planar manipulators. As an example, consider the DLR manipulator described by [24], whose kinematic structure is depicted in Fig. 11. Note that the links $O-A, A-B$ and $B-EE$ may have arbitrary orientations. For this system, given any position for the points $^3$ $EE, B$ and $A$, compatible with the link lengths, there exists an admissible configuration in terms of joint variables: as a consequence, no additional constraints are required for complying with the robot structure and the relaxed problem remains convex. In general, the relaxed problem remains convex (and thus the method is viable) for all manipulators that can be represented by a sequence of nodes $P_i, i = 1, \ldots, n$, whose mutual positions are only constrained by $\|P_i - P_{i-1}\|_2^2 = r_i^2, i = 2, \ldots, n$. In particular, any open kinematic chain consisting of a sequence of an arbitrary number of spherical joints enjoys this property, thus being suitable for the proposed method. A simulation of a DLR-like manipulator is reported in Section 4.

In other cases the physical realizability of a configuration can be imposed if one restricts the external forces to have special directions. For instance, in the case of a planar vertical arm which lies on a plane rotating with respect to the vertical axis, admissibility can be ensured by assuming forces lying in that plane (see the first example in Section 4.2). Simulation results are reported in

---

3 By relaxed problem we mean the optimization problem where the equality constraints $(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 = r_i^2, i = 1, 2, \ldots, n$, are replaced by inequality constraints $(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 \leq r_i^2, i = 1, 2, \ldots, n$.  
4 That are actually the nodes, i.e., the optimization variables.
Section 4, in which significant examples of non-planar robot are considered.

Remark 4. For planar robots, a desired end-effector attitude can be considered in the optimization problem without difficulties. Indeed, if the robot is planar, the attitude is actually a direction, since no rotation around the direction is possible. If the end-effector position is given, then the problem involves only the remaining links. Conversely, if we can freely choose the end-effector position, its orientation is a linear constraint on the last link of length \( r_n \) \( (x_n - x_{n-1}, y_n - y_{n-1}, z_n - z_{n-1})^T = r_n \nu \), where \( \nu \) is a unit vector with the assigned orientation. This does not affect convexity.

For non-planar robots, the situation is different. In particular, two cases may occur:

1. the approach is not suitable for the robot, because the constraints that enforce the kinematic consistency are not convex (this is one of the limitations of our approach);
2. the approach is suitable, implying that the wrist of the robot is spherical (otherwise additional non-convex constraints would be present).

If case (2) occurs, the optimization problem involves only the first portion of the kinematic chain (up to the wrist), since the location of the wrist is determined by the location and attitude of the end-effector.

2.4.1. Two examples of non-planar manipulators

In the following we formulate the optimization problem for two non-planar redundant robots. For the same robots, we report simulations in Section 4.

The first example is a redundant robot on a cart; the kinematic structure is reported in Fig. 12 and the Denavit–Hartenberg parameters are in Table 1. The robot is a planar manipulator having 7 d.o.f. mounted on a cart moving along the x-axis. The whole planar structure can rotate above the first revolute joint. The gravity vector has a vertical component which can point up or down, to obtain a robot configuration with upward or downward concavity, and a horizontal component which can be zero or can incline the robot forward or backward. Given the desired end-effector position \((x^d_1, y^d_1, z^d_1)\), the convex optimization problem can be formulated as:

\[
\min_{x_0, y_0} \sum_{i=1}^{n} (x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 + z_i^2 + z_{i-1}^2\]  

\[
+ \gamma_x (\eta + \xi) + \gamma_y \sum_{i=1}^{n} x_i + \gamma_z \sum_{i=1}^{n} y_i
\]

s.t.  
\[
(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 \leq r_i^2, \quad i = 1, 2, \ldots, n
\]
\[
z_i \geq 0, \quad i = 1, 2, \ldots, n
\]

\[y_0 = z_0 = 0\]  
\[\eta, \xi \geq 0\]  
\[\eta - \xi \leq x_0\]  
\[\eta - \xi \geq x_0\]

where \( \gamma_x, \gamma_y, \gamma_z \) are proper weights, respectively, on vertical gravity, on the distance of the end-effector from its desired position, on the distance of the cart from its central position, and finally on horizontal gravity. \( \eta \) and \( \xi \) are nonnegative auxiliary variables such that \( x_0 = \eta - \xi, |x_0| = \eta + \xi, \nu_H = [\nu_H x \nu_H y \nu_H z]^T \) is the horizontal gravity vector; the term in \( \gamma_x \) is taken with positive or negative sign depending on the desired concavity (upward or downward, respectively).

Remark 5. In this formulation, the cost functional is a combination of more terms, each expressing a different requirement. Of course, different robot configurations may be obtained by properly changing the weights associated with each term. For high-precision positioning, the end-effector coordinates can be assigned as constraints: \( x_n = x^d_n, y_n = y^d_n, z_n = z^d_n \). This can cause "unnatural" trajectories and even feasibility problems if the target point is too far. Clearly these equality constraints can be activated ad hoc when the robot is sufficiently close to the target.

The second example is the DLR 7 d.o.f. non-planar manipulator represented in Fig. 11, whose Denavit–Hartenberg parameters are reported in Table 2. For this robot any solution of the optimization problem (consisting in the coordinates \((x_n, y_n, z_n)\) of
the points A and B) is physically realizable (provided that, as usual, inequality constraints are satisfied as equalities). Given the desired end-effector position \((x_d^E, y_d^E, z_d^E)\), the gravity vectors \(f_x^A = f_y^A = f_z^A\) and \(f_x^B = f_y^B = f_z^B\), acting respectively on the points A and B (see Fig. 11), the convex optimization problem can be formulated as:

\[
\min_{x_A, y_A, z_A, x_B, y_B, z_B} f_x^A x_A + f_y^A y_A + f_z^A z_A + f_x^B x_B + f_y^B y_B + f_z^B z_B
\]

s.t. \( (x_A - x_O)^2 + (y_A - y_O)^2 + (z_A - z_O)^2 \leq r_1^2 \),

\( (x_B - x_A)^2 + (y_B - y_A)^2 + (z_B - z_A)^2 \leq r_2^2 \),

\( (x_E - x_A)^2 + (y_E - y_A)^2 + (z_E - z_A)^2 \leq r_3^2 \),

where \(r_i, i = 1, 2, 3\) are the lengths of the robot links.

A desired end-effector attitude can be obtained easily by imposing the relation: \((x_{EE} - x_A, y_{EE} - y_A, z_{EE} - z_A)^T = r_3 \nu\), where \(\nu\) is a unit vector with the assigned orientation. If this is the case, the optimization problem becomes

\[
\min_{x_A, y_A, z_A, x_B, y_B, z_B} f_x^A x_A + f_y^A y_A + f_z^A z_A
\]

s.t. \( (x_A - x_O)^2 + (y_A - y_O)^2 + (z_A - z_O)^2 \leq r_1^2 \),

\( (x_B - x_A)^2 + (y_B - y_A)^2 + (z_B - z_A)^2 \leq r_2^2 \).

2.5. An application to the forward kinematics of parallel robots: the case of the Delta robot

Now we show how the same idea (minimizing a potential energy subject to properly relaxed kinematics constraints) can be applied to a forward kinematics problem. Parallel robots (described by [21]) consist of kinematic closed chains; the loop closure equations are usually nonlinear expressions of the joint coordinates. As a consequence, the forward kinematic problem of a parallel robot is usually much more complex than the inverse kinematic problem. Although we do not claim that the proposed approach may be employed to any kind of parallel robot (the problem is currently under investigation), we show an application to the Delta robot. The Delta robot (described by [10]) is a well-known parallel robot having 3 degrees of freedom: a moving platform can translate along the three axes based on the three active revolute joints attached to a platform with the assigned orientation. If this is the case, the optimization problem becomes

\[
\min_{x_A, y_A, z_A, x_B, y_B, z_B} f_x^A x_A + f_y^A y_A + f_z^A z_A
\]

s.t. \( (x_A - x_O)^2 + (y_A - y_O)^2 + (z_A - z_O)^2 \leq r_1^2 \),

\( (x_B - x_A)^2 + (y_B - y_A)^2 + (z_B - z_A)^2 \leq r_2^2 \).

Constraints (28) and (29) express the absence of rotational degrees of freedom (the moving platform remains parallel to the fixed one). The Matlab code implementing the above method for forward kinematics of a Delta robot is available at the URL http://control.units.it/en/catenary.

3. Dealing with obstacles

The linear inequality constraints (9) may be used, by a proper choice of \(M, N\) and \(q\), for enforcing obstacle avoidance. In particular, we will address two cases as follows.

3.1. Convex admissible workspace

In this case, enforcing obstacle avoidance is straightforward. Indeed, a convex admissible workspace (as that in Fig. 14) can be described to an arbitrary degree of accuracy by the intersection of a sufficient number \(m\) of half-planes:

\[
\mathcal{A} = \{ (x, y) : a_j x + b_j y + c_j \leq 0, \quad j = 1, \ldots, m \}. \tag{30}
\]

Assuming that the desired end-effector position is within the admissible workspace (otherwise no admissible configuration exists), the constrained inverse kinematics problem may be formulated as (5)-(10), where \(M, N\) and \(q\) are such that the constraints (30) hold for each of the free nodes:

\[
a_j x_i + b_j y_i + c_j \leq 0, \quad j = 1, \ldots, m, \quad i = 1, \ldots, n - 1. \tag{31}
\]

In this way the nodes are guaranteed to lie in the admissible
workspace. Since the workspace is convex, no collision can occur for all the points of the links.

3.2. Convex obstacles within a convex region

Consider now the case when the robot is required to stay within a convex region \( A \) (described as in the previous subsection) while avoiding collisions with convex obstacles \( O_k \), \( k = 1, \ldots, l \). In other words, the admissible workspace is:

\[
\hat{A} = A \setminus \bigcup_{k=1}^{l} O_k.
\]

Convexity of the obstacles is assumed to ensure numerical efficiency in computing the minimum distance point. The assumption can be relaxed by adopting convex over-bounding volumes of the physical obstacles. Since \( \hat{A} \) is in general not convex, the convexity of the problem would be lost by applying the constraints \((x_i,y_i) \in \hat{A}, i = 1, \ldots, n - 1\). However, there is a scenario, of practical significance, where convexity may be retained and kinematic inversion is possible within a workspace of the form (32). Let the robot be in a given, collision-free, configuration at time \( t' \) and assume that the end-effector has to move from the current position \((x_{E},y_{E})\) to a new (close) position. Such a situation occurs, for example, when the end-effector has to track a reference generated by a human operator: the “operator pushes” the end-effector towards the goal and the robot has to accommodate its pose to track the reference while avoiding collisions with obstacles. The idea here is to use local convex constraints, where the meaning of “local” is twofold: indeed the mentioned constraints are included in the optimization problem (i) only when the robot is close to an obstacle and (ii) only for those links of the robot that are close to the obstacle. Notice that, provided that the geometry of the robot and of the environment is exactly known, judging the occurrences of (i) and (ii) may be performed systematically and automatically by means of proper algorithms, e.g., the well-known method proposed by [12]. Let the \( i \)th link at time \( t' \) be the segment \( L_i = \{A(x'_i,y'_i)+(1-\lambda)(x_{i+1}',y_{i+1}'), \lambda \in [0,1]\} \). We define the distance between the \( i \)th link and the \( k \)th obstacle as:

\[
d_{rk} = \min \{ |a-b| : a \in O_k, b \in L_i \}.
\]

From Fig. 15 it is clear that, by allowing the joints \( i \) and \( i+1 \) to move less than \( d_{rk} \), no collision between \( O_k \) and \( L_i \) can occur. In other words, by adding to the optimization problem the following constraints:

\[
(x_i-x'_i)^2+(y_i-y'_i)^2 < d_{rk}^2,
\]

\[
(x_{i+1}-x'_{i+1})^2+(y_{i+1}-y'_{i+1})^2 < d_{rk}^2,
\]

the problem remains convex and the solution (if any) is such that link \( L_i \) does not collide with obstacle \( O_k \). By taking into account the closest obstacle, the optimization problem may be formulated as:

\[
\min \ c^Ty + d^T y
\]

s.t. \( (x_i-x_{i-1})^2+(y_i-y_{i-1})^2 \leq r_i^2, i = 1, 2, \ldots, n \)

\[(x_0,y_0) = (0,0)\]

\[(x_i,y_i) \text{ assigned}\]

\[
(x_i-x'_i)^2+(y_i-y'_i)^2 < \min_k d_{rk}^2, i = 1, 2, \ldots, n-1
\]

\[
(x_{i+1}-x'_{i+1})^2+(y_{i+1}-y'_{i+1})^2 < \min_k d_{rk}^2
\]

Hence the next proposition, whose proof follows immediately from continuity arguments, can be stated.

**Proposition 5.** Given a set of convex obstacles \( O_k, i = 1, 2, \ldots, m \), and a collision-free configuration \((x_i,y_i)\), \( i = 1, 2, \ldots, n \), corresponding to the end-effector position \((x_E,y_E) = (x_n,y_n)\), the problem (35)–(44), where \((x_n,y_n) = (x_E,y_E) + \delta (x_i-x_{i-1},y_i-y_{i-1})\), admits a feasible solution for \( \delta > 0 \) sufficiently small. Such a solution, if admissible, is collision-free.

The proposition may be exploited to allow navigation in a constrained environment by solving a sequence of convex optimization problems, whose constraints are adapted to the current configuration of the robot via suitable “local” constraints.

**Remark 6.** The nature of the method is local, and resembles that of well-known approaches such as [19,23,16,9]. The mentioned approaches rely on the linearized kinematics, in particular on the null-space of the Jacobian: the motion of the whole robot is governed by two contributions, one that pushes the end-effector towards the goal and the other that accommodates the robot in order to stay away from the closest obstacle. Although all the approaches deal with the distance from the robot to the obstacles in 3D Cartesian space, none of them is based on convex programming. Moreover, our method is different in nature because it is not based on linearized kinematics. Finally, it does not require to set a significant parameter, namely the relative weight between the two mentioned control actions.

A drawback of the strategy described above is that, in some cases, it may result in too conservative constraints. Consider, for instance, Fig. 16. It is clear that, in both the cases (a) and (b), the link could move parallel to the dashed lines while avoiding collision. Unfortunately, due to the small distance \( d_{ik} \), the constraints (33)–(34) would allow only unnecessarily small movements in
such a direction. It is possible to alleviate this problem by slightly modifying the previous strategy. Let $\mathbf{L}_i = \arg\min d_{ik}$, namely the index of the closest obstacle to link $i$, and modify the constraints (39)–(41) as follows:

\[
(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2 < \min_{k \neq \mathbf{L}_i} d_{ik}^2
\]

(45)

\[
(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2 < \min_{k \neq \mathbf{L}_i} d_{ik}^2,
\]

(46)

where $i = 1, 2, \ldots, n - 1$. In other words, the new constraints do not take into account the closest obstacle to link $i$. Instead, the requirement that no collision occurs with the closest obstacle is enforced by properly chosen linear constraints (the red lines in Fig. 17) that require that link $i$ remains on the same side with respect to the closest obstacle. In particular, two cases may occur, as shown in Fig. 17: either the minimum distance is attained by a vertex of the object, as in case (a), or not, as in case (b). In the former case, the constraints may be chosen by taking the line to which $\mathbf{L}_i$ belongs and translating it towards the closest obstacle of an amount $d_{ik}$. More precisely, let $ax_i + by_i + c = 0$ be the normal (i.e., such that $a^2 + b^2 = 1$) form of the equation of the line passing through $(x_i, y_i)$ and $(x_{i+1}, y_{i+1})$. Then $c$ is the distance from the origin to the line to which $\mathbf{L}_i$ belongs. The linear constraints relative to the $i$th link take the form:

\[
ax_i + by_i + c \pm d_{ik} \leq 0
\]

(47)

\[
ax_{i+1} + by_{i+1} + c \pm d_{ik} \leq 0.
\]

(48)

where the sign on the first members and the verse of the inequalities depend on whether the obstacle belongs to the same half-plane of the origin or not. Such constraints express the requirement that the $i$th link does not cross the closest line parallel to itself and passing through the frontier of the closest obstacle. As far as case (b) is concerned, the linear constraint may be chosen in the same way as above, with the only difference that the line is now the one to which the closest edge (of the closest obstacle) belongs. Proposition 5 still holds, since the constraints (45)–(46) guarantee that no collision can occur with obstacles other than the closest.

4. Simulation results

4.1. Planar redundant robot

We report a simulation example obtained by applying the proposed technique to a 7-link planar robot. The initial configuration of the robot is shown in black in Fig. 18: the base is located in $(0, 0)$ and the end-effector in $(10, 45)$. The gravity vector is $(\cos \theta, \sin \theta)$ with $\theta = \frac{7\pi}{8}$, kept constant during the whole simulation and chosen to obtain a concavity of the robot directed towards the fourth quadrant. Note that the value of $\theta$ is not critical: any gravity vector pointing towards the second quadrant will result in a similar preferred concavity orientation of the robot. Two obstacles are present, represented by the gray boxes. Moreover, three linear constraints define the admissible region for the robot as the intersection of three half-planes delimited by the red lines. The simulation was performed as follows: by means of a graphical user interface, an operator specified, on-line, the desired motion of the end-effector, chosen among (stand by, (N)orth, (E)ast, (S)outh, (W)est, NE, SE, SW, NW). A fixed step size of 0.75 units of length in each direction was set. Then, at each time step, the new configuration of the robot was automatically computed by solving (35)–(44). We stress that the role of the operator was only to specify the desired motion of the end effector, while the proposed method automatically guarantees the kinematics inversion and collision avoidance. A stroboscopic view of the whole trajectory is shown in Fig. 18: the constrained trajectory from the first pose (black) to the last (blue) was obtained by solving a sequence of convex optimization problems, one per time step. As for the constraints, this is the case of convex obstacles (the boxes) within a convex region (the intersection of the three half-planes delimited by the red lines) described in Section 3.2. Hence, some local convex constraints of the type (47)–(48) need to be activated depending on the current configuration of the robot (thus they change in time). An example of such constraints is reported in Fig. 19: the two magenta lines represent a pair of linear constraints acting either on the last link or the penultimate when the robot is in the blue configuration. It is clear that the type of constraints is that of Fig. 17(a). Constraints of the type of Fig. 16, although not shown in the figure, are present for all the $(x_i, y_i)$.

The Matlab code for the above simulation is available at the URL http://control.units.it/en/catenary.
4.2. Non-planar redundant robots

In the following we provide simulations regarding the two examples of non-planar robots introduced in Section 2.4.

4.2.1. Redundant robot on a cart

The robot is a planar manipulator having 7 d.o.f. mounted on a cart moving along the x-axis. The whole planar structure can rotate above the first revolute joint. The gravity vector has a vertical component which can point up or down, to obtain a robot configuration with upward or downward concavity, and a horizontal component which can be zero or can incline the robot forward or backward. The robot arm can also be stretched in order to form a straight line. The difference among the horizontal gravity modes is shown in Fig. 20. To move the end-effector, the user needs to specify its desired position. For computing the robot configuration, two different solution methods are used: the first solves the convex optimization problem at each step (the desired end-effector position moves on along the segment joining the initial and final positions); the second (fast mode) solves the convex optimization problem just for the final position, while intermediate configurations are obtained via linear interpolation. Given the desired end-effector position \((x^d_E, y^d_E, z^d_E)\), the convex optimization problem can be formulated as (16)–(22). If the solution is not physically admissible, a new optimization problem is solved: the cost functional has an additional term (due to auxiliary forces applied as proposed in Section 2.2), whose weight is progressively increased until all length constraints are satisfied as equalities.

Figs. 21(a)–(c) show the stroboscopic view of some trajectories obtained with the fast mode; Fig. 21(d) shows instead a trajectory obtained by solving at each step the convex optimization problem. The Matlab code for this non-planar example is available at the URL http://control.units.it/en/catenary.

4.2.2. DLR-like manipulator

Consider the 7 d.o.f. non-planar manipulator represented in Fig. 11, whose Denavit–Hartenberg parameters are reported in Table 2. The proposed kinematic inversion method has been applied to a commercial robot, the Mitsubishi PA-10, having the same structure of the DLR robot. Precisely, the end-effector has been constrained to lie on a particular closed path (the ellipse in Figs. 22 and 23), keeping a chosen orientation (in particular, the Z–Y–Z Euler angles of the end-effector orientation are \([\varphi, \theta, \psi] = [0, \frac{\pi}{2}, 0]\). The end-effector orientation has been imposed by determining the position of the last spherical wrist of the robot, given each desired position of the end-effector, resolving the optimization problem keeping fixed both the end-effector and last spherical wrist positions and then using redundancy to obtain the desired orientation.

5. Concluding discussion

In this paper we propose an approach to the kinematic inversion problem which is based on convex optimization. The essential idea is relaxing equality constraints to achieve convex inequality constraints. The optimization problem is formulated so that the constraints are in fact satisfied as equalities, which ensures the physical admissibility of the solution, and can be solved in a very efficient way. The method is valid, in general, for planar manipulators only but it can be employed for some particular, practically
Fig. 21. Stroboscopic views of the whole trajectory of a non-planar robot, obtained with the fast mode solution (a), (b), (c) or by solving at each time step a convex optimization problem (d). The first pose is depicted in black and the last in blue. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 22. A stroboscopic view of the whole trajectory of the PA10 Mitsubishi manipulator.

Fig. 23. The same trajectory of Fig. 22, but using a stylized robot and visualizing the end-effector orientation.
important, non-planar manipulators. Compared to the available methods, the scheme allows us to easily include space constraints. Moreover, the optimization allows us to exploit the redundancy of solutions in order to ensure a proper orientation of the robot. However, in the case of a high number of constraints, solving a constrained optimization problem might be difficult and require ad hoc hardware. We believe that the approach is complementary to the existing ones and can be successfully combined with them.

From a numerical point of view, a tolerance $\epsilon$ has to be introduced to check if the constraints are satisfied as equalities. However, this produces an error in the position of the end-effector, which is the sum of the vectors corresponding to the robot links: hence, such an error is upper bounded by $n\epsilon$, where $n$ is the number of consecutive links. The tolerance can then be chosen so as to ensure the required precision in positioning the end-effector. The optimization problem we have to cope with is a standard convex programming problem with quadratic constraints. Length constraints $((x_1 - x_{i-1})^2 + (y_1 - y_{i-1})^2 + (z_1 - z_{i-1})^2 \leq R_i^2$ can be expressed in the quadratic form $v^T L_i v \leq r_i^2$, where $v=(x^T \ y^T \ z^T)^T$ is a vector including all coordinates and $L_i$ is a symmetric matrix having three $2 \times 2$ blocks of the form $\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ in the proper position. The other constraints are linear. This type of problems can be solved in fractions of seconds with ordinary hardware and public domain software such as CVX, a package for specifying and solving convex programs [14,13]. For instance, a time of about a hundred milliseconds is sufficient to solve the convex problem for a non-planar robot with 7 links, on an Intel Core i7 processor with 4 cores and a base frequency of 2.3 GHz. Such a computation time is certainly problematic for a real-time implementation where an optimization problem has to be solved at each sampling instant. However, we stress the fact that, being the proposed method global, it has to be considered primarily as a method for finding robot configurations satisfying some constraints: it is not necessary to solve an optimization problem at each sampling instant, since intermediate configurations can be found by interpolation. On the other hand, there exist techniques for creating C-code based solvers for specific instances of convex optimization problems, see for instance [20,11,15]. Results have been reported of times of about 1 ms for solving problems having hundreds of decision variables (far more than in our case, in which the number of decision variables is twice the number of joints). Hence we believe that a C-code implementation, tailored for the problem at hand, could significantly reduce the computation time.
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