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This paper proposes a deterministic method for the 3D synthesis of antenna arrays that jointly accounts for far-field pattern
reconfigurability, polarization setting, dynamic range ratio reduction, and near-field control. The conceived algorithm, which
generalizes some existing solutions, relies on a weighted cost function, whose iterative minimization is accomplished by properly
derived closed-form expressions. This feature, combined with the possibility of selecting the weighting parameters, provides a fast
and versatile approach, whose capabilities are numerically checked by considering different synthesis problems and array structures
in the presence of mutual coupling.

1. Introduction

The exploitation of antenna arrays for generating radiation
patterns with desired characteristics has represented since
decades a classic research field of applied electromagnetism.
Accordingly, a huge number of synthesis methods have been
developed for enabling an array to produce patterns satisfying
constraints on the steering of the main lobe(s), on the side-
lobe level (SLL), and on the depth of the possible null regions
[1, 2]. Beside the shape of the pattern, the synthesis process
has often to account for further requirements dependent on
the specific scenario in which the array has to operate.

The amplitude of the excitations represents one of the
quantities that is usually subject to additional constraints.
In fact, the control of the dynamic range ratio (DRR), that
is, the ratio between the maximum and the minimum exci-
tation amplitude of the array elements, allows the practical
realization of noncomplex feeding networks, in which the
number of power dividers may be kept low or the design of
the feeding striplines may be simplified. To jointly match the
pattern and feeding network constraints,many solutions have
been proposed, some allowing selecting a specified value for
each excitation amplitude [3], others reducing theDRR [4–6],
and still others enabling phase-only control [7, 8].

Reconfigurability represents a second significant capabil-
ity that may be requested to antenna system designers. Cur-
rent communication systemsmight in fact have to accomplish
multitask missions, in which the pattern must be reshaped by
keeping the excitation amplitudes of the elements constant
and modifying the sole excitation phases. Antenna systems
providing this functionality are referred to as reconfigurable
arrays and their actual implementation may sometimes have
to account for the additional requirement of DRR reduction
[9, 10].

One of the common aspects of forthcoming commu-
nication systems, such as last generation radars, CubeSat
spacecrafts, gigabit-WiFi routers, and 5G devices, is their
shift towards higher frequencies, characterized by stronger
signal attenuations and more severe propagation conditions.
In this context, the benefits achievable by a careful control of
the polarization in terms of fading mitigation and mismatch
reduction may become determinant for the viability of a
given technology. For this reason, array synthesis algorithms
specifically accounting for linear [10–12] and circular or
elliptical polarization [13, 14] have been recently developed.
Some of these methods also combine polarization control
with DRR reduction and even with reconfigurability [10],
thus allowing addressing more general scenarios.
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During the antenna deployment operations, engineers
may have to deal with undesired scattering effects due to close
conducting obstacles or with nearby interfering equipment.
In these cases, a reduction of the electric near-field ampli-
tude in a prescribed region may be imposed by mandatory
regulations or realizability constraints. This problem has
been analyzed in [15, 16], focusing on the minimization
of the near-field in a region lying in the proximity of the
antenna, and further deepened in [17, 18], by adding DRR
control.

The above brief overview of the typical constraints
and of the presented solutions for antenna array syn-
thesis puts into evidence that the combination of differ-
ent requirements may give rise to a wide set of possible
problems. In such a scenario, the availability of a general
approach, able to manage the manifold situations that may
appear in antenna array synthesis, may represent a desirable
advance.

To address this issue, this paper proposes a fast and
versatile algorithm for the 3D pattern synthesis of antenna
arrays of arbitrary geometry that enables jointly consider-
ing DRR reduction, far-field reconfigurability, polarization
control, and near-field reduction. The developed method
generalizes some existing algorithms by defining a weighted
cost function, which is iteratively minimized using expres-
sions derived in closed form. The performance of the
conceived solution is numerically investigated by consid-
ering different synthesis problems and array structures in
which the mutual coupling effects are carefully taken into
account.

The paper is organized as follows. Section 2 describes the
analyzed problem. Section 3 presents the development of the
algorithm. Section 4discusses the numerical results. Section 5
remarks the most relevant conclusions.

Throughout the paper, the following notations are used:(⋅)∗ denotes the complex conjugate, 𝑗 identifies the imaginary
unit,R(⋅) denotes the real part, (⋅)𝑇 represents the transpose
operator, 0𝐽×𝐾 identifies the null matrix of dimensions 𝐽×𝐾,
and 𝜃 ∈ [0, 𝜋] and 𝜙 ∈ [−𝜋, 𝜋[ denote the zenith and azimuth
angles, respectively.

2. Problem Formulation

2.1. Array Patterns. With reference to a spherical coordinate
system 𝑂(𝑟, 𝜃, 𝜙) in the 3D space, consider an antenna
array of 𝑁 elements, where the position of the 𝑛th ele-
ment is described by the vector r𝑛 = 𝑟𝑛 sin 𝜃𝑛 cos𝜙𝑛x̂ +𝑟𝑛 sin 𝜃𝑛 sin𝜙𝑛ŷ + 𝑟𝑛 cos 𝜃𝑛ẑ, in which x̂, ŷ, and ẑ represent
the unit vectors of the Cartesian coordinate axes 𝑥, 𝑦, and 𝑧,
respectively. Besides, consider a set a = {a𝑙}𝐿𝑙=1 of 𝐿 column
vectors. The 𝑙th element of a, a𝑙 = [𝑎1𝑙, . . . , 𝑎𝑁𝑙]𝑇, represents
the complex array excitations that generate the 𝑙th electric far-
field vector in the directionΩ = (𝜃, 𝜙):

F (a𝑙; Ω) = 𝐹𝜃 (a𝑙; Ω) 𝜃̂ + 𝐹𝜙 (a𝑙; Ω) 𝜙̂, (1)

where 𝐹𝜃(a𝑙; Ω) and 𝐹𝜙(a𝑙; Ω) are the electric far-field compo-
nents along the standard unit vectors 𝜃̂ and 𝜙̂, respectively. In
particular, these components may be expressed as

𝐹𝜃 (a𝑙; Ω) = 𝑁∑
𝑛=1

𝑎𝑛𝑙F̃𝑛 (Ω) 𝑒𝑗𝜅r𝑛 ⋅̂r(Ω) = 𝑁∑
𝑛=1

𝑎𝑛𝑙𝑓𝑛 (Ω) , (2a)

𝐹𝜙 (a𝑙; Ω) = 𝑁∑
𝑛=1

𝑎𝑛𝑙F̂𝑛 (Ω) 𝑒𝑗𝜅r𝑛 ⋅̂r(Ω) = 𝑁∑
𝑛=1

𝑎𝑛𝑙𝑓𝑛 (Ω) , (2b)

where F̃𝑛(Ω) and F̂𝑛(Ω) are the components along 𝜃̂ and
𝜙̂, respectively, of the electric far-field pattern of the 𝑛th
array element, 𝜅 is the wavenumber, r̂(Ω) = sin 𝜃 cos𝜙x̂ +
sin 𝜃 sin𝜙ŷ + cos 𝜃ẑ is the unit vector of the direction
of observation, 𝑓𝑛(Ω) = F̃𝑛(Ω)𝑒𝑗𝜅r𝑛 ⋅̂r(Ω), and 𝑓𝑛(Ω) =
F̂𝑛(Ω)𝑒𝑗𝜅r𝑛 ⋅̂r(Ω) for 𝑛 = 1, . . . , 𝑁. In the 3D space surrounding
the antenna, the array excitation vector a𝑙 also generates, at
the point r = 𝑟 sin 𝜃 cos𝜙x̂ + 𝑟 sin 𝜃 sin𝜙ŷ + 𝑟 cos 𝜃ẑ, the 𝑙th
electric near-field vector:

E (a𝑙; r) = 𝑁∑
𝑛=1

𝑎𝑛𝑙E𝑛 (r) , (3)

where E𝑛(r) is the electric near-field produced in r by the
excitation vector e𝑛 = [0, . . . , 0, 1, 0, . . . , 0]𝑇, having unity
in the 𝑛th position. Observe that the formulation in (2a),
(2b), and (3) includes the mutual coupling between the array
elements. In fact, as discussed in [13, 14], the single-element
patterns F̃𝑛(Ω), F̂𝑛(Ω), and E𝑛(r) can be evaluated by a
suitable electromagnetic software using e𝑛 as the excitation
vector, that is, considering a unity-voltage zero-phase feed for
the 𝑛th element and a zero-voltage feed for the remaining𝑁 − 1 elements. This approach, which exploits the linear
relationships in (2a), (2b), and (3) between the array and the
element patterns, enables obtaining F̃𝑛(Ω), F̂𝑛(Ω), andE𝑛(r)
not as isolated element patterns but as equivalent element
patterns in the presence of the rest of the array.

2.2. Synthesis Requirements. The here formulated problem
addresses a really general scenario, in which the electric far-
field and near-field patterns defined in (2a), (2b), and (3)
have to satisfy five different synthesis requirements. First, for𝑙 = 1, . . . , 𝐿, the amplitude of 𝐹𝜃(a𝑙; Ω) has to approximate a
positive function normalized to unityM𝑙(Ω), which specifies
the desired pattern shape and the corresponding 3 dB main
lobe region Θ𝑙 ⊂ Θ = [0, 𝜋] × [−𝜋, 𝜋[. Second, for 𝑙 =1, . . . , 𝐿, F(a𝑙; Ω) has to be polarized inΘ𝑙 according to a pair
of coefficients (𝛿, 𝜉), with 𝛿 ≥ 0 and −𝜋 ≤ 𝜉 ≤ 𝜋, that is,𝐹𝜃(a𝑙; Ω) = 𝐹𝜙(a𝑙; Ω)𝛿𝑒𝑗𝜉. Third, the amplitude of E(a𝑙; r) has
to be reduced in a prescribed region R located in the near-
field zone. Fourth, the 𝐿 amplitude patterns {𝐹𝜃(a𝑙; Ω)}𝐿𝑙=1
have to be synthesized with the same distribution of the
excitation amplitudes, that is, |𝑎𝑛1| = ⋅ ⋅ ⋅ = |𝑎𝑛𝐿| = 𝛼𝑛, for𝑛 = 1, . . . , 𝑁, so as to enable pattern reconfigurability by
phase-only control. Fifth, the DRR of the excitations, defined
as DRR(a) ≜ 𝛼max/𝛼min with 𝛼max = max𝑛𝛼𝑛 and 𝛼min =
min𝑛𝛼𝑛, has to be reduced to simplify the realization of the
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array feeding network. According to these requirements, the
addressed problemmay be hence mathematically formulated
as that of finding a set of excitation vectors a, that is, a vector
𝛼 = [𝛼1, . . . , 𝛼𝑁] and an𝑁 × 𝐿matrix 𝜓 = [𝜓𝑛𝑙], such that󵄨󵄨󵄨󵄨𝐹𝜃 (a𝑙; Ω)󵄨󵄨󵄨󵄨 ∼M𝑙 (Ω) , Ω ∈ Θ, 𝑙 = 1, . . . , 𝐿, (4a)

𝐹𝜃 (a𝑙; Ω) = 𝐹𝜙 (a𝑙; Ω) 𝛿𝑒𝑗𝜉, Ω ∈ Θ𝑙, 𝑙 = 1, . . . , 𝐿, (4b)󵄨󵄨󵄨󵄨E (a𝑙; r)󵄨󵄨󵄨󵄨 is reduced, r ∈ R, 𝑙 = 1, . . . , 𝐿, (4c)󵄨󵄨󵄨󵄨𝑎𝑛,𝑙󵄨󵄨󵄨󵄨 = 𝛼𝑛, 𝑙 = 1, . . . , 𝐿, 𝑛 = 1, . . . , 𝑁, (4d)𝛼max𝛼min
is reduced. (4e)

3. Synthesis Algorithm

The above formulated problem may be solved by first intro-
ducing the following cost function:

C (a)
= 𝐿∑

𝑙=1

∫
Θ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝐹𝜃 (a𝑙; Ω)󵄨󵄨󵄨󵄨 − M𝑙 (Ω)𝑤𝑙 (Ω)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2 𝑤𝑙 (Ω) dΩ

+ 𝑐𝑃 𝐿∑
𝑙=1

∫
Θ𝑙

󵄨󵄨󵄨󵄨󵄨𝐹𝜃 (a𝑙; Ω) − 𝐹𝜙 (a𝑙; Ω) 𝛿𝑒𝑗𝜉󵄨󵄨󵄨󵄨󵄨2 Vl (Ω) dΩ
+ 𝑐𝐸 𝐿∑

𝑙=1

∫
R

󵄨󵄨󵄨󵄨E (a𝑙; r)󵄨󵄨󵄨󵄨2 𝑢𝑙 (r) dr
+ 𝑐𝐷 𝑁∑

𝑚,𝑛=1

(𝛼𝑛 − 𝛼𝑚)2 ,

(5)

where 𝑤𝑙(Ω), V𝑙(Ω), and 𝑢𝑙(r) are positive weight functions,𝑐𝑃, 𝑐𝐸, and 𝑐𝐷 are nonnegative weights, and dΩ = d𝜃 d𝜙. This
formulation generalizes the problems considered in [9, 14, 17],
which become particular cases of (5). More precisely, for 𝐿 =1 and 𝑐𝑃 = 0, one obtains the scenario addressed in [17], for𝑐𝑃 = 𝑐𝐸 = 0, and restricting the problem to the sole azimuth
domain, one obtains the scenario analyzed in [9], while, for𝐿 = 1 and 𝑐𝐸 = 0, one finally obtains the scenario considered
in [14]. In the here considered general case, minimizing the
first term in (5) allows the amplitude of each pattern 𝐹𝜃(a𝑙; Ω)
to approximate the corresponding M𝑙(Ω)/𝑤𝑙(Ω) function,
where 𝑤𝑙(Ω) may be conveniently selected close to unity inΘ𝑙 and greater than unity in Θ − Θ𝑙, in order to obtain a
good approximation of each desired pattern in the main lobe
region while properly reducing the side-lobe level outside
it. Minimizing the second term in (5) allows one to impose
the desired polarization for each far-field vector by deriving
a pattern 𝐹𝜙(a𝑙; Ω) approximately scaled by 1/𝛿 and with a
phase shift −𝜉 with respect to 𝐹𝜃(a𝑙; Ω). Minimizing the third
term of C(a) allows the reduction of the amplitude of each
electric near-field vector in R, while, finally, minimizing the
last term allows one to reduce the DRR of the excitations.

The power synthesis problem in (5) can be reformulated
as a field synthesis one by introducing a set of 𝐿 auxiliary

phase functions Φ = {Φ𝑙(Ω)}𝐿𝑙=1, so as to replace each term
M𝑙(Ω) byM𝑙(Ω)𝑒𝑗Φ𝑙(Ω).Then, the problemofminimizing (5)
becomes equivalent to that of finding the sets a and Φ that
minimize the functional:

I (a;Φ)
= 𝐿∑

𝑙=1

∫
Θ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝐹𝜃 (a𝑙; Ω) − M𝑙 (Ω) 𝑒𝑗Φ𝑙(Ω)𝑤𝑙 (Ω)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2 𝑤𝑙 (Ω) dΩ

+ 𝑐𝑃 𝐿∑
𝑙=1

∫
Θ𝑙

󵄨󵄨󵄨󵄨󵄨𝐹𝜃 (a𝑙; Ω) − 𝐹𝜙 (a𝑙; Ω) 𝛿𝑒𝑗𝜉󵄨󵄨󵄨󵄨󵄨2 V𝑙 (Ω) dΩ
+ 𝑐𝐸 𝐿∑

𝑙=1

∫
R

󵄨󵄨󵄨󵄨E (a𝑙; r)󵄨󵄨󵄨󵄨2 𝑢𝑙 (r) dr
+ 𝑐𝐷 𝑁∑

𝑚,𝑛=1

(𝛼𝑛 − 𝛼𝑚)2 .

(6)

Substituting (2a), (2b), and (3) in (6) and setting 𝑎𝑛𝑙 = 𝛼𝑛𝑒𝑗𝜓𝑛𝑙
for 𝑛 = 1, . . . , 𝑁 and 𝑙 = 1, . . . , 𝐿 to impose the requirement
concerning phase-only control, after somemanipulations one
can rewriteI(a;Φ) as

I (a;Φ) = 𝐿∑
𝑙=1

[ 𝑁∑
𝑚,𝑛=1

𝛼𝑛𝛼𝑚𝑒𝑗(𝜓𝑛𝑙−𝜓𝑚𝑙)𝐴 𝑙𝑚𝑛

− 2 𝑁∑
𝑛=1

𝛼𝑛R (𝑒𝑗𝜓𝑛𝑙𝑔∗𝑛𝑙) + Υ2
𝑙 ] + 2𝑐𝐷[[𝑁

𝑁∑
𝑛=1

𝛼2𝑛
− ( 𝑁∑

𝑛=1

𝛼𝑛)2]] ,
(7)

where

𝐴 𝑙𝑚𝑛 = ∫
Θ
𝑓∗
𝑛 (Ω) 𝑓𝑚 (Ω)𝑤𝑙 (Ω) dΩ

+ 𝑐𝑃 ∫
Θ𝑙

{−𝛿 [𝑓∗
𝑛 (Ω) 𝑓𝑚 (Ω) 𝑒−𝑗𝜉

+ 𝑓∗
𝑛 (Ω) 𝑓𝑚 (Ω) 𝑒𝑗𝜉] + 𝑓∗

𝑛 (Ω) 𝑓𝑚 (Ω) + 𝛿2𝑓∗
𝑛 (Ω)

⋅ 𝑓𝑚 (Ω)} V𝑙 (Ω) dΩ + 𝑐𝐸 ∫
R
E𝑛 (r) ⋅ E∗

𝑚 (r) 𝑢𝑙 (r) dr,
(8a)

𝑔𝑛𝑙 = ∫
Θ
𝑓∗
𝑛 (Ω)M𝑙 (Ω) 𝑒𝑗Φ𝑙(Ω)dΩ, (8b)

Υ2
𝑙 = ∫

Θ

M2
𝑙 (Ω)𝑤𝑙 (Ω) dΩ. (8c)

The functional in (7) can be minimized by adopting an
iterative approach in which each iteration is subdivided into
two parts. In the first part, given Φ, I(a;Φ) is minimized
with respect to the excitation amplitudes (common for the 𝐿
synthesized patterns) and to the excitation phases (different
for the 𝐿 synthesized patterns). The 𝑁 amplitudes and the
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𝐿 × 𝑁 phases are evaluated one at a time. To this aim, one
may notice that 𝐴 𝑙𝑚𝑛 = 𝐴∗

𝑙𝑛𝑚; thus (7) can be elaborated to
put into evidence its dependence on the generic amplitude𝛼𝑝 and on the row vector of phases 𝜓𝑝 = [𝜓𝑝1, . . . , 𝜓𝑝𝐿] as

I (a;Φ) = 𝛽𝑝𝛼2𝑝 + 2𝛾𝑝 (𝜓𝑝) 𝛼𝑝 + 𝜔𝑝, (9)

where

𝛽𝑝 = 𝐿∑
𝑙=1

𝐴 𝑙𝑝𝑝 + 2𝑐𝐷 (𝑁 − 1) , (10a)

𝛾𝑝 (𝜓𝑝) = 𝐿∑
𝑙=1

{󵄨󵄨󵄨󵄨󵄨𝑇𝑝𝑙󵄨󵄨󵄨󵄨󵄨 cos [𝜓𝑝𝑙 − arg (𝑇𝑝𝑙)]}
+ 2𝑐𝐷 𝑁∑

𝑛=1
𝑛 ̸=𝑝

𝛼𝑛, (10b)

𝑇𝑝𝑙 = 𝑁∑
𝑛=1
𝑛 ̸=𝑝

𝛼𝑛𝑒𝑗𝜓𝑛𝑙𝐴 𝑙𝑝𝑛 − 𝑔𝑝𝑙 (10c)

and 𝜔𝑝 is a term independent of 𝛼𝑝 and 𝜓𝑝. Now, imposing
that the derivative of (9) with respect to 𝛼𝑝 be zero and that𝛾𝑝(𝜓𝑝) in (10b) be minimum with respect to 𝜓𝑝𝑙, one obtains
the amplitude and the phase minimizingI(a;Φ) as

𝛼𝑝 = 1𝛽𝑝 (
𝐿∑
𝑙=1

󵄨󵄨󵄨󵄨󵄨𝑇𝑝𝑙󵄨󵄨󵄨󵄨󵄨 + 2𝑐𝐷 𝑁∑
𝑛=1
𝑛 ̸=𝑝

𝛼𝑛), (11a)

𝜓𝑝𝑙 = arg (𝑇𝑝𝑙) + 𝜋, 𝑙 = 1, . . . , 𝐿 (11b)

for 𝑝 = 1, . . . , 𝑁.
In the second part of each iteration, given a, I(a;Φ)

is minimized with respect to Φ. This objective is achieved
by substituting (8b) into (7) and putting into evidence
its dependence on the generic phase function Φ𝑙(Ω), thus
obtaining

I (a;Φ) = 𝜂𝑙 − 2R{∫
Θ
[M𝑙 (Ω) 𝑒−𝑗Φ𝑙(Ω)

⋅ 𝑁∑
𝑛=1

𝛼𝑛𝑓𝑛 (Ω) 𝑒𝑗𝜓𝑛𝑙] dΩ} ,
(12)

where 𝜂𝑙 is a term independent of Φ𝑙(Ω). From this latter
expression, the phase function minimizing I(a;Φ) can be
immediately evaluated as

Φ𝑙 (Ω) = arg[ 𝑁∑
𝑛=1

𝛼𝑛𝑓𝑛 (Ω) 𝑒𝑗𝜓𝑛𝑙] (13)

for 𝑙 = 1, . . . , 𝐿.
Therefore, the development of the algorithm can be

summarized as follows (Figure 1). Given the array parameters,
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Figure 1: Synthesis algorithm.

the synthesis requirements, and the weights for the cost
function, the algorithm is initialized (iteration 𝑞 = 0) by
selecting a starting point a0, from which the set of functions
Φ0 is evaluated by (13) for 𝑙 = 1, . . . , 𝐿. At each successive
iteration 𝑞 = 1, 2, . . ., two operations are carried out. Firstly,
the set of excitations a𝑞 is updated by evaluating (10a), (10b),
and (10c), from which one can estimate the amplitudes 𝛼𝑞𝑝
by (11a) for 𝑝 = 1, . . . , 𝑁 and the phases 𝜓𝑞

𝑝𝑙 by (11b) for𝑙 = 1, . . . , 𝐿 and 𝑝 = 1, . . . , 𝑁. Secondly, the set Φ𝑞 is
updated by (13) for 𝑙 = 1, . . . , 𝐿. Thus, at each iteration,
which substantially consists of two subiterations, (11a), (11b),
and (13) minimize I(a;Φ). By consequence, it results in
I(a0;Φ0) ≥ I(a1;Φ1) ≥ ⋅ ⋅ ⋅ ≥ I(a𝑞;Φ𝑞) ≥ ⋅ ⋅ ⋅ , and
hence the sequence {I𝑞} = {I(a𝑞;Φ𝑞)} is nonincreasing
and thus convergent. The iterative procedure may be termi-
nated when (I𝑞−1 − I𝑞)/I𝑞 ≤ 𝜁 by selecting a suitable
threshold 𝜁.
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Figure 2: Antenna structure for the first application of the proposed algorithm: cylindrical arc array of quadrifilar helix antennas.

There are two main advantages of the presented syn-
thesis approach. The first one consists in the possibility of
managing really general synthesis problems, involving 3D
pattern reconfigurability for conformal arrays with near-field,
polarization, and DRR requirements. The second advan-
tage is due to the derivation of the closed-form expres-
sions in (11a), (11b), and (13), which allow the update of
the excitations at each iteration by a low computational
cost.

4. Numerical Results

The proposed algorithm is numerically tested considering
two different synthesis problems. The first problem involves
a conformal array, which is used to manage a scenario
where pattern reconfigurability, polarization control, and
DRR reduction are jointly required. The second problem
relies on the adoption of a three-ring array, which is used to
provide pattern reconfigurability, near-field control, andDRR
reduction. As discussed in Section 2.1, the mutual coupling
effects are taken into account by adopting the technique used
in [17]. Accordingly, for each of the two considered antenna
structures, the single-element patterns F̃𝑛(Ω), F̂𝑛(Ω), and
E𝑛(r) in the presence of the rest of the array are evaluated
by SuperNEC 2.7 electromagnetic simulator considering a
unity-voltage zero-phase feed for the 𝑛th element and a zero-
voltage feed for the other ones. The zenith and azimuth
domains are discretized at steps of 4 degrees; hence the
desired directions and the angular regions of interest will be
identified as multiples of 4 degrees. The method is imple-
mented in Matlab on a Sun Ultra 24 workstation equipped
with an Intel Core2 Quad Q9300 processor with 2.50MHz of
clock frequency. Since the algorithm is iterative and so cannot
be parallelized, its execution involves a unique core of the
processor.

4.1. First Application: Pattern Reconfigurability, Polariza-
tion Control, and DRR Reduction. The radiating structure
adopted for the first application is a cylindrical arc array
of quadrifilar helix antennas (Figure 2) [14]. The arc has
aperture 𝜎 = 90∘ and radius 𝑅 = 4.46𝜆, where 𝜆 denotes the

Table 1: First application: overall performance.

𝑐𝑃 = 𝑐𝐷 = 0 𝑐𝑃 = 𝑐𝐷 = 20𝑙 = 1: SLL [dB] −15.2 −10.1𝑙 = 1: maximum AR inΘ1 [dB] 2.4 0.5𝑙 = 2: SLL [dB] −11.8 −10.4𝑙 = 2: maximum AR inΘ2 [dB] 3.5 0.5
DRR 61.8 27.3
CPU time [s] 45.7 23.3

wavelength. The generic two-turn helix identified by the pair
of integers (ℎ, 𝑘) has radius 0.1𝜆, turn spacing 0.2𝜆, and axis
parallel to the 𝑦-axis and lies in position 𝑅 sin[ℎ𝜎/(2𝐶)]x̂ +𝑅 cos[ℎ𝜎/(2𝐶)]ŷ + 𝑘𝜆/2ẑ, with 𝐶 = 7. Thus, the array has𝑁 = (2𝐶 + 1)𝐶 = 105 elements.

The developed algorithm is applied to this array to solve
a problem involving pattern reconfigurability, polarization
control, and DRR reduction. In particular, 𝐿 = 2 far-
field amplitude patterns with the same distribution of the
excitation amplitudes must be synthesized. The first desired
pattern M1(Ω) (case 𝑙 = 1) has a SLL of −10 dB, the
maximum at [88∘, 80∘]. The second desired pattern M2(Ω)
(case 𝑙 = 2) has a SLL of −10 dB, the maximum at [92∘, 96∘],
and presents a 2D null region [82∘, 96∘] × [−88∘, −56∘] in
which the synthesized pattern must be lower than −30 dB.
The desired radiated far-field vector must be right-hand
circularly polarized (𝛿 = 1, 𝜉 = −𝜋/2) within the 3 dB
main lobe of each of the two synthesized patterns. Thus, the
problem considers both beam and null synthesis and requires
that a high level of polarization purity is maintained when
switching from one pattern to another. Furthermore, these
objectives should be achieved by a reduced DRR to simplify
the feeding network.

For this application the algorithm is run by setting 𝑐𝐸 = 0,𝜁 = 10−6, 𝛼0 = 0𝑁×1, 𝜓
0 = 0𝑁×𝐿, 𝑤𝑙(Ω) = [M𝑙(Ω)]−𝜇

with 𝜇 = 6, and V𝑙(Ω) = 10𝜒 with 𝜒 = 5 for 𝑙 = 1, 2.
The obtained results are shown in Figure 3, which reports
the 2D cuts corresponding to the direction of maximum
radiation for both synthesized patterns, and in Table 1, which
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Figure 3: First application, 2D far-fields pattern cuts: (a) 𝑙 = 1 (first pattern), cut at 𝜙 = 80∘, (b) 𝑙 = 1 (first pattern), cut at 𝜃 = 88∘, (c) 𝑙 = 2
(second pattern), cut at 𝜙 = 96∘, and (d) 𝑙 = 2 (second pattern), cut at 𝜃 = 92∘.

reports the SLL referring to the entire angular domainΘ, the
maximum Axial Ratio (AR) in the 3 dB main lobe of each
synthesized pattern, the DRR, and the CPU time required
for the synthesis. With reference to these results, we may
first notice that, in all the considered cases, the synthesized
patterns properly approximate the desired ones, even in the
presence of null constraints. A direct comparison between
the case 𝑐𝑃 = 𝑐𝐷 = 0 (just reconfigurability) and the case𝑐𝑃 = 𝑐𝐷 = 20 (reconfigurability, polarization control, and
DRR reduction) reveals that, using the proposed algorithm,

the pattern reconfigurability can be maintained simultane-
ously improving the purity of the circular polarization and
halving the DRR of the excitations. Moreover, the developed
approach is considerably fast, since the CPU time necessary
for the synthesis resulted in being lower than a minute for
both cases.

4.2. Second Application: Pattern Reconfigurability, Near-Field,
and DRR Reduction. The radiating structure adopted for the
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Figure 4: Antenna structure for the second application of the proposed algorithm: three-ring array of center-fed half-wavelength dipole
antennas placed around a perfectly conducting cylinder.

Table 2: Second application: overall performance.

𝑐𝐸 = 𝑐𝐷 = 0 𝑐𝐸 = 𝑐𝐷 = 10𝑙 = 1: SLL [dB] −13.5 −11.3𝑙 = 1: |E(a1; r)|max in R [dB] −43.5 −53.1𝑙 = 2: SLL [dB] −19.5 −14.5𝑙 = 2: |E(a2; r)|max in R [dB] −44.0 −54.5
DRR 385.4 30.2
CPU time [s] 52.7 34.7

second application is a three-ring array of center-fed half-
wavelength dipoles placed around a perfectly conducting
cylinder with axis coincident with the 𝑧-axis (Figure 4) [17].
The cylinder has radius 𝑅𝑐 = 3𝜆 and height 𝐻𝑐 = 4.3𝜆.
The center of the ℎth dipole of the 𝑘th ring, which has𝐶 = 78 elements and radius 𝑅𝑎 = 3.1𝜆, lies in position𝑅𝑎 cos(2𝜋ℎ/𝐶)x̂ + 𝑅𝑎 sin(2𝜋ℎ/𝐶)ŷ + [3(𝑘 − 1)/5 + 1/4]𝜆ẑ.
Hence, the array has𝑁 = 3𝐶 = 234 elements.

The algorithm is applied to this array to solve a problem
involving pattern reconfigurability with 𝐿 = 2, near-field, and
DRR reduction. Both desired patterns have a SLL of −13 dB,
the maximum at [88∘, 0∘], and a 2D null region [82∘, 96∘] ×[−140∘, −100∘] in which the synthesized pattern must be
lower than −40 dB. The first desired pattern M1(Ω) (case𝑙 = 1) has a narrow azimuth beam with a 3 dB beamwidth of4∘, while the second desired patternM2(Ω) (case 𝑙 = 2) has a
wide azimuth beam with a 3 dB beamwidth of 32∘. Beside the
reconfigurability requirement, the DRR must be limited and
the electric near-field amplitude must be reduced in the 3D
space region R = {(𝑥, 𝑦, 𝑧) ∈ [6𝜆, 10𝜆] × [−2𝜆, 2𝜆] × [0, 𝜆]}.

For this application the algorithm is run setting 𝑐𝑃 = 0,𝜁 = 10−4, 𝛼0 = 0𝑁×1, 𝜓
0 = 0𝑁×𝐿, 𝑤𝑙(Ω) = [M𝑙(Ω)]−𝜇 with𝜇 = 3.5, and 𝑢𝑙(r) = 10𝜍 with 𝜍 = 2 for 𝑙 = 1, 2. The region R

is discretized with a dense regular grid of step 𝜆/8, in order
to obtain an accurate estimation of the near-field behavior.
Adopting these settings, one obtains Figure 5, which presents
the 2D cuts in the direction of maximum radiation for the
two synthesized patterns, Figure 6, which shows the contour

plots of the 2D cuts of the electric near-field amplitude, and
Table 2, which reports the SLL referring to the entire angular
domainΘ, the maximum electric near-field amplitude in the
regionR for each synthesized pattern, the DRR, and the CPU
time. In particular, Figure 6 refers to the worst case, that is,
the case corresponding to the 2D cut (among those parallel
to the 𝑥-𝑦 plane) and the electric near-field (among |E(a1; r)|
and |E(a2; r)|) in which the lowest amplitude reduction is
achieved. Concerning this aspect, onemay observe that, even
in this worst case, a near-field reduction in the order of 10 dB
is guaranteed while maintaining the far-field patterns close
to the desired ones. Moreover, selecting 𝑐𝐸 = 𝑐𝐷 = 10, the
DRR can be reduced more than twelve times with respect
to the case 𝑐𝐸 = 𝑐𝐷 = 0, thus making the realization
of the array feeding network more feasible. Furthermore,
also in this second application, the CPU time required
for the synthesis remained lower than one minute, hence
confirming that the proposed algorithm is fast even when
arrays with more than two hundred elements have to be
managed.

5. Conclusions

An iterative method for the 3D synthesis of conformal
antenna arrays able to account for multiple requirements has
been presented. The algorithm relies on the reformulation
of an original field synthesis problem into a power synthesis
one with the aim of deriving closed-form expressions for
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Figure 5: Second application, 2D far-field pattern cuts: (a) 𝑙 = 1 (first pattern), cut at 𝜙 = 0∘, (b) 𝑙 = 1 (first pattern), cut at 𝜃 = 88∘, (c) 𝑙 = 2
(second pattern), cut at 𝜙 = 0∘, and (d) 𝑙 = 2 (second pattern), cut at 𝜃 = 88∘.

the calculations carried out at each iteration. The conceived
solution has been validated by considering different con-
formal structures and realistically taking into account the
mutual coupling between the array elements. The reported
applications have confirmed the considerable versatility of
the developed method, which is able to manage really
different scenarios, characterized by requirements on the far-
field pattern, including reconfigurability and null synthesis,
and constraints on the polarization, the DRR, and the
electric near-field amplitude in a given region close to the
antenna. The obtained results have also put into evidence
that the algorithm is very fast, since the solution of all the

considered synthesis problems has required less than one
minute.
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Figure 6: Second application, contour plots of the 2D cuts of the electric near-field amplitude in the worst case (|E(a1; r)| for 𝑧 = 𝜆): (a)𝑐𝐸 = 𝑐𝐷 = 0; (b) 𝑐𝐸 = 𝑐𝐷 = 10.
2015 (University of Trieste, Italy), entitled “Peer-to-Peer
Millimeter-Wave Communications in 5GNetworks:Theoret-
ical Modeling and Algorithms for Massive MIMO Systems.”
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