Multi-scale modelling of heat transfer in polyurethane foams
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Highlights

• Model for the prediction of heat insulation properties of PU foams is presented.
• Absorption spectrum of PU is computed by quantum chemical density functional theory.
• Thermal conductivity of PU, gas and gas mixtures is calculated by molecular dynamics.
• Equivalent conductivity of foam is determined by homogeneous phase approach.
• Validation by experimental data showed the successfulness of proposed model.

Abstract

The influence of morphology and cell gas composition on heat insulation properties of polyurethane (PU) foams was investigated using a multi-scale mathematical model. The polymer absorption coefficient was determined from quantum chemical computations. Reverse non-equilibrium molecular dynamics was used to calculate the thermal conductivity of polymer and gas mixtures relevant to PU foams. The equivalent foam conductivity was calculated using homogeneous phase approach. The individual models were coupled together using suitable surrogate models within MoDeNa framework. To validate the proposed model 9 foam samples were prepared using different recipes, their morphology was characterized and their thermal conductivity was measured. The difference between experimental and predicted values was comparable to experimental error. Developed multi-scale model was used to identify the most suitable relation for the calculation of thermal conductivity of gas mixtures in PU foams and to quantify the influence of foam density, cell size, and strut content on heat insulation properties of PU foams.

1. Introduction

The insulation properties of PU foams are derived from their morphology, i.e., porosity, cell size, strut content, etc., and from the material properties of the polyurethane and the cell gases, i.e., their thermal conductivities and the complex index of refraction of the polymer. Conduction and radiation are the primary modes of heat transfer, because the cells of PU foams are too small for the onset of free convection (Mills, 2007; Klempner et al., 2004). In this work, we employed quantum chemical density functional theory and molecular dynamics simulations to predict material properties of gas and polymer phases.
We take special care in predicting the thermal conductivity of gas mixtures, because one of future applications of the model is the study of long-term evolution of foam insulation properties. In literature, the thermal conductivity of gas mixtures is often estimated from the conductivities of individual gases using various mixing rules. Although this approach was extensively tested for monoatomic gases and small polyatomic molecules, its precision often suffers for the prediction of conductivity of gas mixtures consisting of larger gas molecules, which are often employed as blowing agents (Dohrn et al., 2007). Accordingly, we compared the predictions of the several frequently used mixing rules and direct molecular dynamics simulations. The conductive–radiative heat transfer in foams is modelled using homogeneous phase approach (Coquard et al., 2011). Polystyrene foams were studied in the literature much more extensively than PU foams. Thus, we mainly focus on typical morphological aspects of PU foams like the strut content.

Under this perspective, the goal of this paper is to develop a multi-scale model capable of predicting the insulation properties of complex materials like PU foams based on first principles with the morphology of the material and the chemical composition of gas and solid phases being the only inputs. Papers usually describe only some aspects of the multi-scale modelling; here, we design and report a multidisciplinary strategy, in which several advanced modelling techniques are combined, yielding a multifaceted, multi-scale description of the phenomena under investigation. The models are coupled together using the MoDeNa platform (MoDeNa-EUProject, 2015). This framework utilizes concept of surrogate models for microscopic codes to enable efficient transfer of information across scales. We compare calculated results with experimental measurements and demonstrate that it is possible to create accurate and efficient predictive tool by linking models from quantum through atomistic to continuum scale.

2. Experimental

2.1. Foam preparation

The chemical components used in PU foam preparation and characterization are reported in Table 1.

The polyurethane foams characterized in this paper were prepared according to the following procedure:

Component A of the reactive foam mixture was obtained by blending polyols and additives such as foam stabilizers (surfactant), catalyst and chemical (water) and physical (cyclopentane) blowing agents in the desired ratio (see Table 2). Component B of the reactive foam mixture was an aromatic isocyanate in all cases.

For the foam preparation component A and B were mixed in a beaker in the specific ratio given in Table 2 using a Vollrath laboratory mixer with a Lenart-disc of diameter 6.5 cm at 1500 rpm for 6 s. The reaction mixture was then poured into a suitable container and left to expand and cure.

2.2. Measurement of equivalent heat conductivity

The equivalent heat conductivity of the foams was measured with a TCA 300 DTX device of the company TAURUS instruments GmbH.

The measurement is based on the principle of heat flow measurement according to ISO 8301.

2.3. Morphological analysis of foams

First, we should emphasize that this work focuses on closed-cell PU foams. Density of the foams \( \rho_f \) was determined according to

<table>
<thead>
<tr>
<th>Table 1 Materials used to prepare the foam samples.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>Polyol 1</td>
</tr>
<tr>
<td>Polyol 2</td>
</tr>
<tr>
<td>Polyol 3</td>
</tr>
<tr>
<td>Isocyanate</td>
</tr>
<tr>
<td>Surfactant 1</td>
</tr>
<tr>
<td>Surfactant 2</td>
</tr>
<tr>
<td>Blowing agent</td>
</tr>
<tr>
<td>Catalyst</td>
</tr>
</tbody>
</table>
DIN EN ISO 845. In this paper, we also use foam porosity $e$, which is calculated from foam density using

$$e = 1 - \frac{\rho_f}{\rho_p} \quad (1)$$

Here, $\rho_p$ is the polymer density, which has a value of 1100 kg m$^{-3}$ for PU.

X-ray micro-CT scanning was used to create virtual cross-sectional cuts and three-dimensional foam morphologies (see Fig. 1). Although the used apparatus enabled scanning with voxel resolution up to 500 nm, voxel sizes around 2 $\mu$m were used in order to maximize the field of view and therefore scan a large number of cells. We cut smaller foam samples (cylinders with 1 cm height and 0.5 cm diameter) in order to speed up the tomography measurements. In this sample, we focused on cylindrical volume with 2 mm height and 2 mm diameter. Analysed samples had 75 complete cells on average. The drawback of this approach is that some parts of the foam walls were thinner than the voxel size, resulting in problems with binarization of the structure as a whole. We found that porosity determined from tomography is usually undervalued by about 1% for PU foams due to limited resolution. Therefore we decided to use porosity calculated from foam density, see Eq. (1). Some of the foam cells then appeared as partially open and the structure had to be re-reconstructed by a post-processing algorithm described by Nistor et al. (2016).

Reconstruction algorithm can be summarized into following steps. First, images are cleared to remove small artefacts created in segmentation. Third, three-dimensional distance transform is used to identify all cells. Four, watershed algorithm is used to fill the holes in walls. After these steps we have an image of closed-cell foam.

Step-by-step procedure of three-dimensional binary operations was used to delete the cell walls from the binary image, which was implemented in Fiji software (Schindelin et al., 2012). The strut content $f_s$ was then calculated as the ratio between the remaining voxels assigned to struts and the total number of voxels of the foam structure. Thanks to the perfect distinction between cells, the size of each cell could be easily determined. We used the so-called equivalent diameter $d_c$, which is defined as the diameter of a sphere with the volume equal to the volume of the respective cell. It should be noted that average cell size determined from CT images is always larger than average cell size determined from SEM images (Nistor et al., 2016).

The wall thickness $d_w$ and the strut size $d_s$ needed for the calculation of effective radiative properties in Section 3.4.1 were then calculated from the following system of equations (Placido et al., 2005)

$$V_c = 0.348 \delta_c^3, \quad (2a)$$

$$V_s = 2.8 \delta_s^2 \delta_c - 3.93 \delta_s^3, \quad (2b)$$

$$V_w = (1.3143 \delta_c^2 - 7.367 \delta_s \delta_c + 10.323 \delta_s) \delta_w, \quad (2c)$$

$$f_s = \frac{V_s}{V_s + V_w}. \quad (2d)$$

Table 2

Table 2 shows foam formulations. Amounts are given as parts by weight so that the total amount of component A (everything except isocyanate) is equal to 100 parts.

<table>
<thead>
<tr>
<th>Foam formulations</th>
<th>1-1</th>
<th>1-3</th>
<th>1-5</th>
<th>6-6</th>
<th>6-7</th>
<th>7-2</th>
<th>9-6</th>
<th>10-3</th>
<th>10-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polyol 1</td>
<td>80.8</td>
<td>85.3</td>
<td>89.9</td>
<td>58.5</td>
<td>59.3</td>
<td>50.2</td>
<td>54.4</td>
<td>57.8</td>
<td>55.4</td>
</tr>
<tr>
<td>Polyol 2</td>
<td>58.5</td>
<td>59.3</td>
<td>50.2</td>
<td>54.4</td>
<td>57.8</td>
<td>55.4</td>
<td>58.5</td>
<td>59.3</td>
<td>50.2</td>
</tr>
<tr>
<td>Polyol 3</td>
<td>34.4</td>
<td>34.8</td>
<td>29.5</td>
<td>32.0</td>
<td>33.9</td>
<td>32.6</td>
<td>34.4</td>
<td>34.8</td>
<td>29.5</td>
</tr>
<tr>
<td>Surfactant 1</td>
<td>1.9</td>
<td>2.1</td>
<td>2.2</td>
<td>1.9</td>
<td>1.9</td>
<td>1.6</td>
<td>1.7</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>Surfactant 2</td>
<td>4.4</td>
<td>4.3</td>
<td>3.6</td>
<td>1.9</td>
<td>1.9</td>
<td>4.0</td>
<td>3.3</td>
<td>2.0</td>
<td>2.3</td>
</tr>
<tr>
<td>Catalyst</td>
<td>0.7</td>
<td>0.7</td>
<td>0.8</td>
<td>3.4</td>
<td>2.2</td>
<td>14.7</td>
<td>8.6</td>
<td>3.6</td>
<td>6.3</td>
</tr>
<tr>
<td>Water</td>
<td>12.1</td>
<td>7.7</td>
<td>3.6</td>
<td>14.7</td>
<td>8.6</td>
<td>3.6</td>
<td>6.3</td>
<td>3.6</td>
<td>6.3</td>
</tr>
<tr>
<td>Blowing agent</td>
<td>89.5</td>
<td>94.5</td>
<td>99.6</td>
<td>182.8</td>
<td>147.9</td>
<td>120.3</td>
<td>142.0</td>
<td>147.9</td>
<td>147.9</td>
</tr>
<tr>
<td>Isocyanate</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>105</td>
<td>105</td>
<td>105</td>
<td>105</td>
<td>105</td>
<td>105</td>
</tr>
</tbody>
</table>

Fig. 1. The picture of (a) cross-sectional cuts and (b) three-dimensional foam morphology of sample 1–3.
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\[ \frac{p_1}{p_p} = \frac{V_s + V_w}{V_c}. \]  

This procedure is based on the fact that once the foam density \( p_1 \), strut content \( f_s \), and cell size \( \delta_c \) are known, wall thickness and strut size can be calculated if we make an assumption on cell shape. Eq. (2) was derived for dodecahedral cells, since it proved to be a reasonable assumption for estimation of heat insulation properties (Coquard and Baillif, 2006). Here, \( V_s \), \( V_w \), \( V_c \) are the volumes occupied by gas, walls and struts in a cell, respectively.

3. Theory and mathematical models

3.1. Polymer and gas thermal conductivity by reverse non-equilibrium molecular dynamics (RNEMD)

The thermal conductivity of a rigid polyurethane (PU) polymer \( k_p \) and of gaseous mixtures \( k_g \) of carbon dioxide (CO\(_2\))/cyclopentane (CyP), CO\(_2\)/air (modelled as a mixture of 22% w/w O\(_2\) and 78% w/w N\(_2\)), and air/CyP were determined by reverse non-equilibrium molecular dynamics (RNEMD) simulations (Müller-Plathe, 1997; Zhang et al., 2005).

Generally speaking, NEMD-based procedures involve an artificially imposed external field that drives the system out of equilibrium. In analogy with real experiments, the long-time response to this imposed perturbation is used to determine the transport property of interest. For instance, in case of thermal conductivity measurements or estimation by NEMD simulations, a temperature gradient is applied to the system and, once the steady state is reached, the corresponding heat flux is measured. In RNEMD, cause and effect are reversed with respect to experiment and conventional NEMD. Thus, in the case of thermal conductivity determination via RNEMD, an exactly known heat flux is imposed on the molecular system under investigation in a given (e.g., z-) direction and the resulting steady-state temperature gradient in the direction parallel to the heat flux is measured.

To perform RNEMD-based thermal conductivity estimation, each three-dimensional (3D) periodic simulation box is divided – perpendicularly to the z-direction – into N slabs (where \( N \) is an even number) of identical thickness \( h = L_z/N \), where \( L_z \) is the length of the simulation box in the z-direction. Note that the \( h \) must be large enough to contain many particles on average but, at the same time, the condition \( h \ll L_z \) must hold. The slab at \( z = 0 \) acts as heat sink (the cold zone) while the one at \( z = L_z/2 \) acts as heat source (the hot zone), respectively. In order to create a heat flux, the non-equilibrium algorithm exchanges the velocity of the fastest particle in the cold slab with the slowest particle in the hot slab with a certain frequency \( v \). Since the energy is conserved, this enforces energy back flow from the hot to the cold slab, which maintains a given temperature gradient related to \( v \). For molecular systems, the exchanged velocities are those of the respective centers-of-mass of the molecules involved in the exchange. Accordingly, old and new velocities before and after any exchange are simply related by: \( v_{\text{old}} = v_{\text{old}}^{\text{new}} \), and \( v_{\text{old}} = v_{\text{old}}^{\text{new}} \), where the subscripts \( C \) and \( H \) denote a molecule in the cold and hot slab, respectively. To enforce invariance of total momentum and total energy of the system under this process, the algorithm must restrict exchange only to particles of the same mass. In order to generalize the application of RNEMD to multicomponent systems independently of the composition, in this work the extension of this original scheme was adopted, as proposed by Nieto-Drangi and Avalos (2003). According to this RNEMD generalization scheme, the molecule endowed with the largest kinetic energy (instead of the fastest molecule) in the cold region and the one with the lowest kinetic energy (instead of the slowest molecule) in the hot region are selected, independently of the molecular species present in each slab. By considering momentum and energy exchange between the two selected cold and hot particles as if a hypothetical elastic collision between these two molecules would take place, conservation of total momentum and total energy of the systems is preserved. According to this new scheme, after the virtual molecular collision the new velocities of the two molecules in the cold (C) and hot (H) region can be expressed as:

\[ v_{\text{old}}^{\text{new}} = -v_{\text{old}}^{\text{old}} + 2 \frac{m_C v_{\text{old}}^{\text{old}}}{m_C + m_H} + m_H v_{\text{old}}^{\text{old}}, \]  

and

\[ v_{\text{old}}^{\text{new}} = -v_{\text{old}}^{\text{old}} + 2 \frac{m_H v_{\text{old}}^{\text{old}}}{m_C + m_H} + m_C v_{\text{old}}^{\text{old}}, \]

in which \( m_C \) and \( m_H \) are the masses of the selected particles in the cold (C) and hot (H) slabs, respectively. Of note, the velocities considered in this scheme are the center-of-mass velocities of both species, exchanging their momentum and energy. The energy exchange induced by the virtual collision is summed to the value of the accumulated energy exchanged by the two slabs; from this, it follows that, under steady state, the heat flow induced by this method of exchange can be obtained without distinction from the variation in energy in either of the two slabs, as the sum of all energy transfers per time per area:

\[ (J_z(t)) = \frac{1}{2A} \sum_{\text{transfers}(i)} \frac{m_i}{2} (v_{\text{new}}^{\text{old}})^2 - (v_{\text{old}}^{\text{old}})^2. \]

where \( t \) is the length of the simulation, \( A \) is the cross-sectional area of the simulation box perpendicular to the \( z \)-axis (i.e., in the \( x \)- and \( y \)-directions), and the factor 2 is due to the adopted periodic boundary conditions. Eq. (5) results from the steady state energy balance after the system has been driven out of equilibrium. As such, \( (J_z(t)) \) corresponds to the macroscopic heat flow measured in real experiments (De Groot and Mazur, 1984; MacGowan and Evans, 1986; Evans and MacGowan, 1987).

Finally, once the thermal gradient is stabilized and the process is stationary, the thermal conductivity can be obtained as:

\[ k = \lim_{dT/dz \to 0} \frac{\lim_{t \to \infty} (J_z(t))}{(dT/dz)}, \]

where \( (dT/dz) \) is the resulting temperature gradient in the \( z \)-direction. The condition \( dT/dz \to 0 \) is formally required to ensure that the linear regime is achieved and the classical linear nonequilibrium thermodynamics apply.

In this work, the thermal conductivity \( k \) of an optimized rigid PU chain system and of the different gas mixtures was calculated by the RNEMD procedure described above. All simulations were carried out at \( T = 283 \text{ K} \) and atmospheric pressure using the COMPASS force field (Sun, 1998), which proved to be extremely accurate in the prediction of thermophysical properties of both condensed and gas phase systems (Cosoli et al., 2007, 2008; Mensitieri et al., 2008; Pricl and Fermeglia, 2003; Milocco et al., 2002; Fermeglia and Prîcl, 1999a,b,c).

For the generation of the (PU) polymer, the following general scheme was adopted. Briefly, the molecular model of a PU chain consisting of 4,4’-methylenebisocyanate (MDI) as the hard phase and dipropylene glycol (DPG) as the soft phase was built. Specifically, each polymer had the following structure: DPG–(MDI–DPG)\(_n\)-H, with \( n = 10 \) (see Fig. 2a).

The geometry of each polymer chain was optimized (step 1). Next, 10 PU polymer chains were then packed into a simulation box under periodic boundary conditions (see Fig. 2b). 100 different simulation boxes were independently created and, after geometry relaxation of each 3D box, the one with the lowest energy value...
was selected (step 2). The selected 3D box containing the polymer chains was subjected to further geometry optimization followed by simulated annealing molecular dynamics (SMD) (8 cycles of 1000 MD steps, temperature range 283–483 K). 5000 steps of classical MD simulations at room temperature 293 K were then carried out to equilibrate the system. All simulations were conducted in the canonical (NVT) ensemble, using an integration time step of 0.2 fs, giving a total annealing time of 1.6 ps, and an overall MD time of 1 ps (step 3). The minimum energy structure was selected for RNEMD simulations (see below).

For the CO₂/air mixture, the entire range of composition (in term of CO₂ mole fraction \( y_{\text{CO}_2} \)) was simulated in discrete intervals of 0.2 (i.e., \( y_{\text{CO}_2} = 0.00, 0.20, 0.40, 0.60, 0.80, \) and 1.00). For the two systems involving CyP (i.e., CO₂/CyP and air/CyP), only those systems characterized by a molar fraction of cyclopentane \( y_{\text{CyP}} = 0.00, 0.04, 0.08, 0.16 \) and 0.20 were simulated, since, according to the corresponding phase diagram, cyclopentane is liquid for \( y_{\text{CyP}} > 0.25 \) at 283 K.

Each RNEMD simulation box consisted in a parallelepiped box with dimensions \( L_z = 2L_x = 2L_y \). In the case of gas mixtures, cells were filled with an overall approximately constant number of 1250 molecules, according to each specific mixture compositions described above. Each resulting system was initially subjected to standard equilibrium isothermal isobaric (NPT) MD simulations for 4 ns in order to establish equilibrium densities at 283 K and 1 atm. Subsequently, 1 ns isothermal isochoric (NVT) equilibration runs were conducted using RNEMD, followed by 20 ns production runs, required to achieve a steady linear concentration profile. System temperature was maintained by use of the Berendsen weak-coupling thermostat (Berendsen et al., 1984) (coupling constants \( \tau_T = 0.2 \) ps). This thermostat was selected since it has been shown previously that this weak thermostat coupling does not significantly affect the calculated thermal conductivity, as the uniform velocity scaling method employed by this thermostat mainly shifts the whole temperature during the simulation profile without inducing other notable alterations (Zhang et al., 2005).

The equations of motion were integrated via the leapfrog algorithm with a time step of 2 fs and the application of the SHAKE method (Ryckaert et al., 1977) to constrain bonds to equilibrium value (relative tolerance of \( 1 \times 10^{-6} \)). Intermolecular van der Waals interactions were cut off at a distance of 10.0 Å, while long-range electrostatics was treated by Ewald summation (Wells and Chaffee, 2015). To generate the heat flux during the non-equilibrium molecular dynamics simulations, an exchange particle momentum frequency equal to 0.0020 fs⁻¹ was selected, since such a value has been shown to allow reaching a reasonable (i.e., not exceedingly large) magnitude of the temperature gradient (Nieto-Draghi and Avalos, 2003).

3.2. Gas mixture conductivity based on mixing rules

One of the goals of the present study is to develop a model, which is able to predict long term evolution of insulation properties of PU foams. Thus, it is imperative that the model is capable of precise prediction of thermal conductivity of gas mixtures.

It is common praxis to use the so-called mixing rules to calculate the thermal conductivity of the mixture from thermal conductivities of pure gases and gas composition. However, there are many different mixing rules in the literature, which provide different results. Thus, we decided to compare the most common mixing rules with the predictions of molecular dynamics and select the most appropriate mixing rules for the system of CO₂–air–cyclopentane.

With the knowledge of pure component conductivities and composition, the easiest to consider is the simple linear mixing rule

\[
k_g = \sum_{i=1}^{n} y_i k_{g,i},
\]

where \( y_i \) is the molar fraction of the \( i \)-th component and \( n \) is the number of components.

The rest of the models use the so-called Wassiljewa mixing rules (Wassiljewa, 1904)

\[
k_g = \sum_{i=1}^{n} y_i k_{g,i} \sum_{j=1}^{n} A_{ij} y_j,
\]

where \( A_{ij} \) are the Wassiljewa coefficients, which are estimated by different models.

![Fig. 2. (a) Model molecule of PU chain used in RNEMD simulations. (b) 3D atomistic simulation box containing 10 models of PU chains.](image-url)
Dohrn et al. (2007) defined \( A_{ij} \) as

\[
A_{ij} = \left[ 1 + k_{\text{tr},ij}^2 \left( M_i/M_j \right)^{0.25} \right]^2 / \left[ 8 \left( M_i/M_j \right)^{0.5} \right],
\]

where \( k_{\text{tr},ij} \) is calculated as

\[
k_{\text{tr},ij} = \frac{\Gamma_i \exp(-0.2412T_{ei}) - \exp(-0.2412T_{ej})}{\Gamma_i \exp(-0.2412T_{ei}) - \exp(-0.2412T_{ej})} \tag{10}
\]

and where \( \Gamma \) is given by

\[
\Gamma = 210 \left( \frac{T_i M_i^2}{P_c^2} \right)^{1/6}.
\]

Here, \( M \) is the molar mass, \( T_i \) is the reduced temperature, \( T_c \) is the critical temperature and \( p_c \) is the critical pressure.

Lindsay and Bromley (1950) defined \( A_{ij} \) as

\[
A_{ij} = \frac{1}{4} \left[ 1 + \left( \frac{k_{si,j}^2 + 1.25R/M_i}{k_{si,j}^2 + 1.25R/M_j} \right) \left( \frac{M_j}{M_i} \right)^{0.75} \right] \frac{T + S_j}{T + S_i} \left( \frac{T + S_j}{T + S_i} \right)^{0.5} \right] \tag{12}
\]

where \( R \) is the gas constant, \( C_p \) is the heat capacity, \( S \) is the Sutherland constant, which is taken to be

\[
S = 1.57T_b.
\]

where \( T_b \) is the boiling point. Furthermore, \( S_{ij} \) is calculated as

\[
S_{ij} = \sqrt{S_i S_j}.
\]

Mason and Saxena (1958) defined \( A_{ij} \) as

\[
A_{ij} = \frac{1}{2\sqrt{2}} \left[ 1 + \left( \frac{M_i}{M_j} \right)^{0.5} \left( 1 + \left( \frac{k_{si} E_i}{k_{si} E_j} \right)^{0.5} \right) \right] \tag{15}
\]

where \( E \) is the Eucken factor, which is given by

\[
E = 0.115 + 0.354 \frac{C_p}{R}.
\]

Finally, Pandey and Prajapati (1979) defined \( A_{ij} \) as

\[
A_{ij} = \frac{1}{4} \left[ 1 + \left( \frac{k_{si}^2 M_j}{k_{si}^2 M_i} \right)^{0.5} \left( \frac{T + S_j}{T + S_i} \right) \right] \tag{17}
\]

3.3. Radiative properties of the polymer

Polyurethanes constitute too complex systems to predict their properties with quantum chemical density functional theory (DFT) methods. For this reason, definition of simple, model systems is required. Accordingly, the model molecule used in this work to represent a rigid PU foam is shown in Fig. 3.

It is build up with a central 4,4'-methylene-diphenyl-diisocyanate unit. The isocyanate groups are linked to small poly-propylene-oxide chains, which are cut off after two propylene-oxide monomer units. The rest of the polymer chain is approximated by a methyl group to incorporate the electronic effect of the longer chain into the small model system.

All quantum chemical computations were performed with the TURBOMOLE 6.6 program package (TURBOMOLE, 2007). The geometry of the PU model was optimized at the DFT level of theory (RI-BP86/def-TZVP) (Eichhorn et al., 1995, 1997; Sierka et al., 2003; Treutler and Ahlrichs, 1995; Schafer et al., 1994; Becke, 1988; Perdew, 1986) and the COSMO solvent model (\( \varepsilon = \infty \)) (Klamt and Schüumann, 1993). The vibrational normal modes were computed at the same level of theory by using NumForce.

Afterwards the final IR spectrum \( L \) was computed by assuming Cauchy-Lorentzian line shapes with a band width \( s \) of 5 cm\(^{-1} \) (Feller, 1991)

\[
L(\omega) = \sum_i \frac{I_i}{\pi} \frac{s}{(\omega - \omega_i)^2}.
\]

In the formula above, \( \omega_i \) denotes the wave number of the \( i \)-th computed normal mode and \( I_i \) its intensity. \( \omega \) is the frequency of the final IR spectrum \( L \).

The absorption coefficient can be finally calculated as

\[
\kappa_p = \frac{L \rho_p}{M_p}
\]

where \( \rho_p \) is the density of the polyurethane and \( M_p = 544.6 \text{ g mol}^{-1} \) is the molar mass of the model molecule.

3.4. Foam conductivity

The most common method for the prediction of equivalent foam conductivity \( \kappa_0 \) is the homogeneous phase approach, in which the foam is treated as a homogeneous material with effective conductive and radiative properties. The calculation of effective conductive properties can be based either on simpler analytical methods (Ochsner et al., 2008) or more complex numerical approaches (Coquard and Baillis, 2009; Mendes et al., 2013; Wang and Pan, 2008). In this work, we use analytic model published by Ahern et al. (2005). The methodology for the estimation of effective radiative properties with increasing level of detail was built over the last decade (Placido et al., 2005; Coquard and Baeillis, 2006; Coquard et al., 2009, 2013; Kaemmerlen et al., 2010).

Foam conductivity is experimentally determined by the device subjecting the foam sample to a one-dimensional steady-state heat transfer. To determine the equivalent conductivity theoretically, simulation analogous to this experiment is performed. The foam can be treated as a pseudo-homogeneous material with effective conductivity, absorption coefficient and scattering coefficient. In what follows, we will first show, how to determine the effective properties and then how to calculate the equivalent conductivity of the foam.

3.4.1. Effective properties

Effective foam conductivity represents how efficiently foam transfers heat by conduction. It depends on foam morphology

![Fig. 3. Model molecule of polyurethane used to predict the absorption coefficient.](image-url)
and conductivity of gas and polymer. Ahern et al. (2005) showed that $k_t$ can be calculated as

$$k_t = \frac{k_{g}\varepsilon + k_{s}(1 - \varepsilon)X}{\varepsilon + (1 - \varepsilon)X},$$  \hspace{1cm} (20)

where $\varepsilon$ is the foam porosity and $X$ is defined as

$$X = (1 - f_s)X_w + f_sX_s,$$  \hspace{1cm} (21)

where $f_s$ is the strut content and $X_w$ and $X_s$ are calculated as

$$X_w = \frac{2}{3} \left(1 + \frac{k_g}{2k_p}\right),$$  \hspace{1cm} (22a)

$$X_s = \frac{1}{3} \left(1 + \frac{4k_g}{k_s + k_p}\right).$$  \hspace{1cm} (22b)

The effective radiative properties can be calculated under the assumption of independent scattering of struts and walls. It is assumed that the foam contains randomly oriented walls, which are modelled as slabs, and randomly oriented struts, which are modelled as long cylinders. The number and cross-sectional area of walls and struts in the unit volume is related to the idealized foam containing dodecahedral cells. The derivation of the equations can be found elsewhere (Dombrovsky and Baillis, 2010). Kaemmerlen et al. (2010) studied the effect of strut shape on radiative properties and provided a correction factor, which can be used to calculate radiative properties of more realistically shaped struts instead of long cylinders. Thus, the transport extinction coefficient can be written as

$$\beta^f_w = (1 - f_s)\beta^w + f_s\beta^s,$$  \hspace{1cm} (23)

where $\beta^w_s$ is calculated as

$$\beta^w_s = \rho_{w} \int_{\Omega} R(x,m) \cos(2\alpha) + 1 - T(x,m) \sin(2\alpha) \, dx,$$  \hspace{1cm} (24)

and $\beta^s$ is calculated as

$$\beta^s_s = \frac{4\rho_{s} \delta_{w}}{\pi \delta_{w} p_s} \int_{\Phi} \left[ Q_e(\phi, m) - Q_e(\phi, m) \sin^2 \phi - g_{cy}(\phi, m) Q_e(\phi, m) \sin^2 \phi \right] \cos \phi \, d\phi.$$  \hspace{1cm} (25)

Here $\rho_s$ is the foam density, $p_s$ is the polymer density, $\delta_w$ is the wall thickness, $x$ is the angle of incidence to the wall, $R$ is the wall reflectance, $T$ is the wall transmittance, $\phi$ is the angle of incidence to the strut, $g_{cy}$ is the anisotropy factor and $Q_e$ and $Q_s$ are the extinction and scattering efficiencies of the strut. Reflectance and transmittance can be calculated using the geometrical optics approximation (Modest, 2003). Anisotropy factor and extinction and scattering coefficients can be calculated using the Mie theory (Dombrovsky and Baillis, 2010).

3.4.2. Equivalent conductivity

The equivalent conductivity represents how efficiently foam transfers heat by both conduction and radiation. The steady-state energy balance in the foam in this case can be written as

$$\nabla \cdot (\mathbf{q}_{\text{tot}}) = \nabla \cdot (\mathbf{q}_{\text{con}} + \mathbf{q}_{\text{rad}}) = 0,$$  \hspace{1cm} (26)
where \( q_{\text{con}}, q_{\text{rad}}, q_{\text{ad}} \) are the total, conductive and radiative heat flux, respectively.

When the foam is viewed as a pseudo-homogeneous material, the conductive heat flux is expressed as
\[
q_{\text{con}} = -k_i \nabla T,
\]
(27)
where \( T \) is the temperature and \( k_i \) is the effective conductivity of the foam.

The divergence of the radiative heat flux is written as (Modest, 2003)
\[
\nabla \cdot q_{\text{rad}} = \int_0^\infty \kappa_I(4E_{\text{rad}} - G_k) \, d\lambda,
\]
(28)
where \( \kappa_I \) is the absorption coefficient of the foam, \( E_{\text{rad}} \) is the blackbody emissive power, \( G_k \) is the incident radiation and \( \lambda \) is the wavelength.

The evaluation of Eq. (28) requires the prior solution of the radiative transfer equation (RTE), which is an integro-differential equation, and thus difficult to solve numerically. In engineering practice, the RTE is usually reduced using the P1-approximation, discrete ordinate method or the zonal method. The advantages and disadvantages of these methods are well documented elsewhere (Modest, 2003). In this work, we chose to use the P1-approximation and the stepwise gray box model to deal with the spectral dependence of the emissive power and incidence radiation. Using these methods, Eq. (26) is rewritten as (Mazumder, 2005)
\[
k_i \nabla^2 T = \sum_{k=1}^{N} \kappa_{ik}(4E_{\text{rad}} - G_k)
\]
subjected to boundary conditions
\[
\begin{align*}
T_{k=0} &= T_0, \\
T_{k=N} &= T_i,
\end{align*}
\]
(30a)
(30b)
where \( N \) is the number of spectral boxes and \( T_0 \) and \( T_i \) are the temperatures of the boundaries.

The incident radiation is calculated from (Mazumder, 2005)
\[
\nabla \cdot \left( \frac{1}{\rho f_k} \nabla G_k \right) = -3\kappa_{ik}(4E_{\text{rad}} - G_k) \quad \forall k = 1,2,\ldots,N,
\]
(31)
subjected to boundary conditions
\[
\begin{align*}
\left. \frac{dG_k}{dx} \right|_{x=0} &= \frac{3}{2} \frac{\epsilon_0}{2 - \epsilon_0} \kappa_{ik}(4E_{\text{rad}} - G_k), \\
\left. \frac{dG_k}{dx} \right|_{x=L} &= \frac{3}{2} \frac{\epsilon_l}{2 - \epsilon_l} \kappa_{ik}(4E_{\text{rad}} - G_k),
\end{align*}
\]
(32a)
(32b)
where \( \sigma_f \) is the blackbody emissive power as calculated from (Mazumder, 2005)
\[
E_{\text{rad}} = [f(\lambda_{k1}, T) - f(\lambda_{k2}, T)] \sigma_f T^4,
\]
(33)
where \( \sigma_f \) is the Stefan-Boltzmann constant, \( f \) is the so-called fraction of blackbody radiation, which can be calculated using a power series (Siegel and Howell, 2002) and \( \lambda_{k1} \) and \( \lambda_{k2} \) are the upper and lower bounds of the \( k \)-th box.

Eqs. (29) and (31) represent a system of \( N + 1 \) coupled partial differential equations. Its solution provides the spatial distribution of temperature and incident radiation. Total heat flux can be calculated from (Modest, 2003)
\[
q_l = -k_l \frac{dT}{dx} - \sum_{k=1}^{N} \frac{1}{3m_{k}} \frac{dG}{dx}.
\]
(34)
Finally, the equivalent conductivity of the foam is then calculated as
\[
k_{eq} = \frac{q_L}{T_i - T_0}.
\]
(35)

3.5. Model coupling

The schematic diagram of the entire multi-scale simulation strategy is shown in Fig. 4. The direct coupling between molecular dynamics and model for the prediction of foam conductivity would not be computationally feasible. Thus, we used the MoDeNa software (MoDeNa-EUProject, 2015) to link the individual models.
The framework introduces the concept of the surrogate models. These simplified models must have the form of explicit algebraic equation with free parameters to ensure fast evaluation. The surrogate model and its parameters are stored in a dedicated database and the communication between the models is enabled using simple Python adaptors. Thus, when the higher-scale model needs to use property calculated by the lower-scale model, it actually evaluates the surrogate model instead of the complex and time-consuming lower-scale application. The MoDeNa software provides tools for the automatic fitting of the free parameters of the surrogate models to the results of the lower-scale application. Moreover, the framework checks that the surrogate model is not used in the region which has not been explored by the complex lower-scale application yet.

In this work, the “Nano tool” in Fig. 4 is the MD software described in Section 3.1, which is used to calculate thermal conductivity of phases. A surrogate model is created for each species (denoted as “Gas conductivity” and “Polymer conductivity” in Fig. 4). We used simple linear dependence on temperature for these models

\[ k = a + bT, \]  

where \( a \) and \( b \) are the free parameters. To avoid creating an adaptor between each gas conductivity surrogate model and “Foam conductivity” application (described in Section 3.4), we introduced the model (denoted as “Gas mixture conductivity” in Fig. 4), which implements models described in Section 3.2. Thus, we can evaluate thermal conductivity of gas mixture in “Foam conductivity”
application using just the temperature and composition of the gas mixture.

4. Results and discussion

We compared thermal conductivities predicted by several gas mixture models from Section 3.2 for three binary mixtures, which are relevant for PU foams (see Fig. 5). It can be seen that the simple mixing and Pandey-Prajapati models generally predict higher values of thermal conductivity than the rest of the models. The predictions of all models for CO₂–air and cyclopentane–CO₂ mixtures were within 5.4%. The largest difference between model predictions was found for cyclopentane–air mixture, which was as large as 18% This is most likely caused by the large difference in molecular weight between cyclopentane and air molecules.

We also performed RNEMD simulations for the same binary mixtures to decide, which of the investigated gas mixture models provides most accurate results. It can be seen in Fig. 5 that Dohrn model provides the best results for gas mixtures of our interest. Thus, Dohrn model was used as the surrogate model for gas mixtures in this work.

Nielsen et al. (2000) determined that PU polymer has thermal conductivity 0.19–0.21 W m⁻¹ K⁻¹ depending on formulation. This corresponds well with the value of 0.187 W m⁻¹ K⁻¹ calculated using RNEMD simulations for 283 K. It should be noted that 10% difference in polymer conductivity has only minor effect on foam conductivity, because the conduction through polymer matrix creates only about 5% of the total heat flux.

The ability of the polyurethane to absorb the thermal radiation can be expressed by the absorption coefficient. We calculated this property using the model described in Section 3.3. The calculated absorption coefficient shown in Fig. 6 is in a good agreement with the experimental value taken from literature (Dombrovsky and Baillis, 2010).

The calculated foam equivalent conductivity was compared with experimental data for foam samples prepared in this study (see Fig. 7) and for experimental data published by Ahern et al. (2005) (see Fig. 8). All information about foam samples is summarized in Tables 3 and 4, respectively. It can be seen that the experimental and predicted data agree very well regardless of foam density or cell size.

Fig. 9 shows the dependence of equivalent conductivity on porosity and cell size. For all cell sizes one can find the optimum porosity, at which the equivalent conductivity is minimal. This is caused by the competition between the conductive and radiative heat transfer. The conductive heat flux decreases with increasing porosity, because the high-conducting polymer is being replaced by low-conducting air. On the other hand, the radiative heat flux increases with increasing porosity, because the lower solid content leads to less absorption of the thermal radiation. The contributions of radiation, and conduction through gas and solid matrix to the overall heat transfer are traditionally expressed by conductivities $k_{rad}$, $k_{gas}$, and $k_{sol}$ (see Fig. 10), which are related together by

$$k_{eq} = k_{rad} + k_{sol} + k_{gas}.$$  

(37)

In Fig. 10, the conductivity through gas phase $k_{gas}$ remains practically constant in the investigated porosity range, because there is only 10% increase in the amount of gas phase in the foam. The conductivity through solid matrix $k_{sol}$ decreases with increasing porosity and increasing strut content. Strut content is the ratio of volume of polymer in struts and total volume of polymer in foam. Foam with low strut content transfers heat more efficiently by conduction, because more of the solid phase is located parallel to the heat flux (Ochsner et al., 2008). And finally, radiative conductivity $k_{rad}$ increases with increasing porosity and strut content in the investigated range (see also Fig. 11).

It is interesting to note that at a $f_s$ value of 0.8 a minimum in equivalent conductivity is obtained at a porosity of 0.975, irrespective of the cell size. The porosity of 0.975 corresponds to a foam density of 27.5 kg m⁻³.

Reducing the cell size in PU foams leads to lower equivalent conductivity in contrast with polystyrene (EPS) foams, where the opposite trend is observed (Schellenberg and Wallis, 2010; Ferkl et al., 2014). This can be attributed to the much higher absorption coefficient of the polyurethane matrix material.

Polyurethane foams contain a significant part of the solid phase in the struts. A decrease in strut content would improve the mechanical strength of the foams, but its effect on insulation properties of foams is difficult to predict without the mathematical model. Fig. 11 shows the calculated dependence of equivalent conductivity of PU foams as a function of the strut content. An increase in strut content decreases the conductive heat flux. However, increasing the strut content too much leads to very thin walls, which are not very effective at attenuating the radiation. Consequently the radiation heat flux increases again with increasing values of $f_s$.

5. Conclusions

We presented a multi-scale model for the prediction of heat insulation properties of PU foams. The model is based on first principles and takes only foam morphology and cell gas composition as inputs. The time consuming Quantum chemical and Molecular dynamics computations are efficiently coupled with the simulation of heat transfer in foams using suitable surrogate models within the MoDeNa framework. We compared several mixing rules and showed that Dohrn model is most suitable for the considered blowing agents. Using the developed model we demonstrated the influence of foam morphology and cell gas composition on heat insulation properties of PU foams and we highlighted the differences between PU and EPS foams. We verified the accuracy of the model by successfully validating its predictions against experimental measurements on several in house generated foam samples as well as literature data. Although this paper is focused on PU foams, the methodology is applicable to other types of foams as well. Encouraged by the present results, we are focusing our current efforts on expanding our approach to the simulation of ageing of PU foam heat insulation properties.
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