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\textbf{ABSTRACT}

In this note we reprove the Lipschitz stability for the inverse problem for the Schrödinger operator with finite-dimensional potentials by using quantitative Runge approximation results. This provides a quantification of the Schrödinger version of the argument from Kohn and Vogelius [Determining conductivity by boundary measurements. II. Interior results. Comm Pure Appl Math. 1985;38(5):643–667] and presents a slight variant of the strategy considered in Alessandrini et al. [Lipschitz stability for a piecewise linear Schrödinger potential from local Cauchy data. Asymptotic Anal. 2018;108:115–149] which may prove useful also in the context of more general operators.
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1. Introduction

In this note we reprove the Lipschitz stability for the inverse problem for the Schrödinger operator

\begin{equation}
L_q = -\Delta + q
\end{equation}

with a piecewise linear potential $q$ satisfying a suitable spectral condition (see (15) and Remark 2.5). This had previously been derived in [1] by means of singular solutions and quantitative unique continuation estimates. In our version of the Lipschitz stability proof, we split the stability problem into two clearly separated steps:

(i) \textit{A boundary recovery result for which we rely on the argument from [1].} This a typical initial step when proving stability for inverse boundary value problem (see for instance [2–4]).

(ii) \textit{A quantitative Runge approximation result for which we rely on a slight variant of the argument from [5] adapted to the present geometry.} This and related quantitative Runge approximation results hold for very general operators (involving for instance variable coefficients and lower order drift terms). Provided that boundary recovery results are available for these operators (which would allow to apply step (i)), it is thus possible to carry out our strategy of deducing Lipschitz estimates also for more general operators.

While we hope that the ideas which are used in this article will be useful also in more general settings, for simplicity of presentation, in this note we restrict our attention to the Schrödinger setting with linear potentials.
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Let us put this into a context. As it is well-known that both the Calderón problem and the inverse problem for the Schrödinger operator are highly unstable and thus pose major difficulties for instance for numerics, in [6] Alessandrini and Vessella posed the question of the existence of quantities or settings in which improvements in terms of stability are possible. As discovered in [6], considering potentials or conductivities in certain finite-dimensional spaces provides such a scenario. In order to deduce this, the argument from [6] relied on a combination of singular solutions [2] (see also the method of localized potentials [7,8] providing concentrated information as well) and unique continuation estimates (see for instance [9]). Building on this observation, a tremendous amount of activity has revolved around extending this to more complex equations and systems (see for instance [1,10–16] for only some of the activities in this area).

Let us also recall the alternative approach proposed by Bacchelli and Vessella [17] for proving a Lipschitz stability estimate for an unknown polygonal boundary. This provides a quite general procedure to deal with stability for nonlinear and finite-dimensional inverse problems. Indeed, their argument shows that if for a nonlinear inverse problem a global and constructive, although very weak, stability estimate is available and also one has local Lipschitz stability, with a known constant and known radius of validity, then also global Lipschitz stability holds and the Lipschitz constant can be concretely evaluated. Other papers, as for instance [18,19], were influenced by this argument.

Instead of directly combining singular solutions with unique continuation results as previously done in the literature, in this article we present a slight modification of this approach. It will allow us to clearly isolate the two steps (i), (ii) from above. A similar approach had already been introduced in the context of stability estimates for an inverse Schrödinger equation with partial data in which the potential is known in a neighborhood of the boundary (see [5]) and in a non-local analogue of the problem that is investigated here [20]. We hope that the splitting of the problem into the two steps (i), (ii) adds clarity to the structure of our argument and of similar proofs, and that it will be of use in more general settings.

2. Conditional Lipschitz stability – assumptions and the result

In this section, we present the assumptions under which we will be working in the sequel and state our main result.

2.1. Notation and definitions

In several places within this manuscript it will be useful to single out one coordinate direction. To this purpose, the following notation for points $x \in \mathbb{R}^n$ will be adopted. For $n \geq 3$, a point $x \in \mathbb{R}^n$ will be denoted by $x = (x', x_n)$, where $x' \in \mathbb{R}^{n-1}$ and $x_n \in \mathbb{R}$. Moreover, given a point $x \in \mathbb{R}^n$, we will denote with $B_r(x), B'_r(x)$ the open balls in $\mathbb{R}^n, \mathbb{R}^{n-1}$ respectively centered at $x$ with radius $r$ and by $Q_r(x)$ the cylinder

$$Q_r(x) = B'_r(x') \times (x_n - r, x_n + r).$$

**Definition 2.1:** Let $\Omega$ be a domain in $\mathbb{R}^n$. We say that a portion $\Sigma$ of $\partial \Omega$ is of Lipschitz class with constants $r_0, L$ if for any $P \in \Sigma$ there exists a rigid transformation of $\mathbb{R}^n$ under which we have $P = 0$ and

$$\Omega \cap Q_{r_0} = \{ x \in Q_{r_0} : x_n > \varphi(x') \},$$

where $\varphi$ is a Lipschitz function on $B'_{r_0}$ satisfying

$$\varphi(0) = 0; \quad \| \varphi \|_{C^{0.1}(B'_{r_0})} \leq Lr_0.$$

In the sequel, it is understood that $\partial \Omega$ is of Lipschitz class with constants $r_0, L$ as a special case of $\Sigma$, with $\Sigma = \partial \Omega$. 
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**Definition 2.2:** Let $\Omega$ be a domain in $\mathbb{R}^n$. We say that a portion $\Sigma$ of $\partial \Omega$ is a flat portion of size $r_0$ if for any $P \in \Sigma$ there exists a rigid transformation of $\mathbb{R}^n$ under which we have $P = 0$ and

\[
\begin{align*}
\Sigma \cap Q_{r_0/3} &= \{ x \in Q_{r_0/3} | x_n = 0 \}, \\
\Omega \cap Q_{r_0/3} &= \{ x \in Q_{r_0/3} | x_n > 0 \}, \\
(\mathbb{R}^n \setminus \Omega) \cap Q_{r_0/3} &= \{ x \in Q_{r_0/3} | x_n < 0 \},
\end{align*}
\]  

(2)

**Definition 2.3:** Let $\Omega$ be a domain in $\mathbb{R}^n$ with Lipschitz boundary $\partial \Omega$ and $\Sigma$ an open non-empty (flat) open portion of $\partial \Omega$. Let us introduce $H^{1/2}_{00}(\Sigma)$, the subspace of $H^{1/2}(\partial \Omega)$ which is the closure of $H^{1/2}_{00}(\Sigma)$ in the norm of $H^{1/2}(\partial \Omega)$. The dual space of $H^{1/2}_{00}(\Sigma)$ will be denoted as $H^{-1/2}_{00}(\Sigma)$.

Let $q \in L^\infty(\Omega)$ and assume that 0 is not an eigenvalue of $(-\Delta + q)$ with Dirichlet boundary conditions in $\Omega$, i.e.

\[
\{ u \in H^1_0(\Omega) : (-\Delta + q)u = 0 \} = \{ 0 \},
\]  

(4)

then the local Dirichlet-to-Neumann map associated to $q$ and $\Sigma$ is the operator

\[
\Lambda_q^\Sigma : H^{1/2}_{00}(\Sigma) \longrightarrow H^{-1/2}_{00}(\Sigma),
\]  

(5)

defined by

\[
\langle \Lambda_q^\Sigma g, f \rangle = \int_\Omega \nabla u \cdot \nabla v + quv \, dx,
\]  

(6)

for any $g, f \in H^{1/2}_{00}(\Sigma)$, where $u \in H^1(\Omega)$ is the weak solution to

\[
\begin{aligned}
(-\Delta + q(x))u &= 0, \quad \text{in } \Omega, \\
u &= g, \quad \text{on } \partial \Omega,
\end{aligned}
\]

and $v \in H^1(\Omega)$ is any function such that $v|_{\partial \Omega} = f$ in the trace sense. Here we denote by $\langle \cdot, \cdot \rangle$ the $L^2(\partial \Omega)$-pairing between $H^{1/2}_{00}(\Sigma)$ and its dual $H^{-1/2}_{00}(\Sigma)$.

### 2.2. Assumptions about the domain $\Omega$

We assume that $\Omega$ is a domain in $\mathbb{R}^n$ and that there is a positive constant $B$ such that

\[
|\Omega| \leq Br_0^n,
\]  

(7)

where $|\Omega|$ denotes the Lebesgue measure of $\Omega$.

We fix an open non-empty subset $\Sigma$ of $\partial \Omega$ (where the measurements in terms of the local Dirichlet-to-Neumann map are taken). We consider

\[
\tilde{\Omega} = \bigcup_{j=1}^N \tilde{D}_j,
\]

where $D_j, j = 1, \ldots, N$ are known open sets of $\mathbb{R}^n$, satisfying the conditions (1)–(3) below.

1. $D_j, j = 1, \ldots, N$ are connected and pairwise nonoverlapping domains.
2. $\partial D_j, j = 1, \ldots, N$ are of Lipschitz class with constants $r_0, L$. 


(3) There exists one region, say $D_1$, such that $\partial D_1 \cap \Sigma$ contains a flat portion $\Sigma_1$ of size $r_0$ and for every $i \in \{2, \ldots, N\}$ there exists $j_1, \ldots, j_k \in \{1, \ldots, N\}$ such that

$$ D_{j_1} = D_1, \quad D_{j_k} = D_i, $$

(8)

and such that

$$ \left( \bigcup_{k=1}^l \overset{\circ}{D}_{j_k} \right) \cap \overset{\circ}{\Sigma}_1 $$

and

$$ \left( \Omega \setminus \bigcup_{k=1}^l \overset{\circ}{D}_{j_k} \right), \quad l = 1, \ldots, K $$

(9)

are Lipschitz domains. In addition we assume that, for every $k = 1, \ldots, K$, $\partial D_{j_k} \cap \partial D_{j_{k-1}}$ contains a flat portion $\Sigma_k$ of size $r_0$ (here we agree that $D_{j_0} = \mathbb{R}^n \setminus \Omega$), such that

$$ \Sigma_k \subset \Omega, \quad \text{for every } k = 2, \ldots, K $$

and for any $k = 1, \ldots, K$, there exists $P_k \in \Sigma_k$ and a rigid transformation of coordinates under which we have $P_k = 0$ and

$$ \Sigma_k \cap Q_{r_0/3} = \{x \in Q_{r_0/3} : x_n = 0\}, $$

$$ D_{j_k} \cap Q_{r_0/3} = \{x \in Q_{r_0/3} : x_n > 0\}, $$

$$ D_{j_{k-1}} \cap Q_{r_0/3} = \{x \in Q_{r_0/3} : x_n < 0\}. $$

2.3. A-priori information on the potential $q$

We shall consider a real valued function $q \in L^\infty(\Omega)$, with

$$ \|q\|_{L^\infty(\Omega)} \leq E_0, $$

(10)

for some positive constant $E_0$ and of type

$$ q(x) = \sum_{j=1}^N q^j(x) \chi_{D_j}(x), \quad x \in \Omega, $$

(11a)

$$ q^j(x) = a^j + A^j \cdot x, $$

(11b)

where $a^j \in \mathbb{R}$, $A^j \in \mathbb{R}^n$ and $D_j, j = 1, \ldots, N$ are the given subdomains introduced in Section 2.2.

Let $B, N, r_0, L, E_0$ be given positive numbers with $N \in \mathbb{N}$. We will refer to this set of numbers, along with the space dimension $n$, as to the a-priori data. Several constants depending on the a-priori data will appear within the paper. In order to simplify our notation, any quantity denoted by $C, \tilde{C}, c_1, c_2, \ldots$ will be called a constant understanding in most cases that it only depends on the a-priori data.

Observe that the class of functions of the form (11a)–(11b) is a finite-dimensional linear space. The $L^\infty$-norm $\|q\|_{L^\infty(\Omega)}$ is equivalent to the norm

$$ \|q\| = \max_{j=1,\ldots,N} \left\{|a^j| + |A^j| \right\} $$

modulo constants which only depend on the a-priori data.

2.4. Normalization and spectral assumptions

In the sequel, without loss of generality, we make a few normalization assumptions and introduce the precise spectral conditions on which our result is based.
First, let $K \in \{1, \ldots, N\}$ be such that
\[
E = \|q_1 - q_2\|_{L^\infty(\Omega)} = \|q_1 - q_2\|_{L^\infty(D_K)},
\]
and recall that there exists $j_1, \ldots, j_K \in \{1, \ldots, N\}$ such that
\[
D_{j_1} = D_1, \ldots, D_{j_K} = D_K.
\]
With no loss of generality, we may rearrange the indices of these subdomains so that the above mentioned chain is simply denoted by $D_1, \ldots, D_K, K \leq N$. We also introduce the following sets
\[
W_k = \bigcup_{i=1}^{k} D_i, \quad \mathcal{U}_k = \Omega \setminus \overline{W}_k.
\]
We require further spectral conditions which could however be relaxed at the expense of passing from the Dirichlet-to-Neumann to the complex Robin-to-Dirichlet map (see Remark 2.5). More precisely, we assume that $0$ is not an eigenvalue of $(-\Delta + q)$ with Dirichlet boundary conditions in $\mathcal{U}_k$, i.e.
\[
\{u \in H_0^1(\mathcal{U}_k) : (-\Delta + q)u = 0\} = \{0\} \quad \text{for any } k = 0, \ldots, K.
\]
Moreover, on the geometry of the sets $\Sigma_k$ we additionally require that
\[
\Sigma_k \subset \partial \mathcal{U}_{k-1} \setminus \overline{\partial \mathcal{U}_k}, \quad \Sigma_{k+1} \subset \partial \mathcal{U}_k \setminus \overline{\partial \mathcal{U}_{k-1}}.
\]
Analogously as in (6), for each $k \in \{1, \ldots, N\}$ we introduce the following Dirichlet-to-Neumann maps
\[
\Lambda_{\Sigma_{k+1}} : H^{1/2}_{00}(\Sigma_{k+1}) \to H^{-1/2}_{00}(\Sigma_{k+1})
\]
for the domain $\mathcal{U}_k$ relative to potentials $q_i$ and localized on $\Sigma_{k+1}$, for $i = 1, 2$.
In addition we set $\mathcal{U}_0 = \Omega$ and $\Lambda_{\Sigma_1} = \Lambda_{\Sigma_{k+1}}$.

2.5. The main result

Under the explained conditions, we reprove the Lipschitz stability of the finite-dimensional Schrödinger inverse problem:

**Theorem 2.1:** Let $\Omega \subset \mathbb{R}^n$ with $n \geq 3$, $D_1, \ldots, D_N$ and $\Sigma$ satisfy the assumptions from above. Let $q_1, q_2 \in L^\infty(\Omega)$ be two potentials satisfying (10) and the spectral conditions (15) (below) for $q = q_i$ for $i = 1, 2$. Moreover, let $q_1, q_2 \in L^\infty(\Omega)$ be of the type
\[
q_i(x) = \sum_{j=1}^{N} q^j_i(x) \chi_{D_j}(x), \quad x \in \Omega,
\]
\[
q^j_i(x) = a^j + A^j \cdot x,
\]
where $a^j \in \mathbb{R}$, $A^j \in \mathbb{R}^n$, then there exists a constant $C_N > 0$ depending on the a-priori data only such that
\[
\|q_1 - q_2\|_{L^\infty(\Omega)} \leq C_N \|\Lambda_{\Sigma_{q_1}} - \Lambda_{\Sigma_{q_2}}\|_*.
\]
Moreover, the dependence on $N$ for the constant $C_N > 0$ can be explicitly estimated: $C_N \leq f \circ f \circ \cdots \circ f(C)$, where $f(t) = \exp(C_0 t^\mu)$ for some constants $C_0 > 0$, $C > 0$, $\mu > 0$ which are independent of $N$. The concatenation of the functions $f$ can be at most $N$-fold.
Remark 2.4: Let us comment on the spectral conditions. Since by the variational characterization for Lipschitz domains the eigenvalues of the operator \(-\Delta + q\) depend continuously on the domain (see for instance \([22,23]\)), and by the eigenvalue monotonicity, we obtain that zero as a Dirichlet eigenvalue is not stable under domain perturbation. In this sense, generically, zero is not a Dirichlet eigenvalue for a given operator and (a slight variation) of a domain. Hence, while imposing this condition here, generically, this is not the case anyway.

Remark 2.5: In contrast to \([1]\), as already observed, we have imposed spectral conditions. However, we remark that with an argument along the same lines as the present one, it would also have been possible to deal with the Robin-to-Dirichlet map with local complex Robin condition instead. This has the advantage that in this case no spectral conditions have to be imposed as the underlying Robin boundary value problem is well posed \([24]\) (see also \([1, \text{Section 3}]\) in which the associated Green’s function with local complex Robin condition is constructed and estimated).

Remark 2.6: Although we here focus on the piecewise affine functions defined in (18a), (18b), we observe that our strategy can be applied to a much larger class of potentials. In fact, any space of linearly independent functions \(\psi_1, \ldots, \psi_m\) such that also the restrictions

\[
\psi_1|_{\Sigma_k}, \ldots, \psi_m|_{\Sigma_k}
\]

(19)

are linearly independent can be chosen. Further variations of this are possible: If boundary recovery results for the normal derivative are available, it for instance suffices to prove that for some choice of \(\gamma_j \in \{0,1\}\) the functions

\[
\partial_{\nu}^\gamma_1 \psi_1|_{\Sigma_k}, \ldots, \partial_{\nu}^m \psi_m|_{\Sigma_k}
\]

(20)

are linearly independent. This allows us to recover the coefficients of \(\psi(x) = \sum_{j=1}^m a_m \psi_m(x)\) from the boundary measurements. Analogous remarks hold, if higher normal derivatives can be recovered on the boundary.

3. Two ingredients: stability at the boundary and Runge approximation

In the following we collect our two main ingredients in the Lipschitz stability proof. Here we discuss the boundary stability result and the quantitative Runge approximation.

3.1. Stability at the boundary

We recall the first of our two main ingredients, namely the stability of the potential \(q\) on the boundary which is contained in the proof of Theorem 2.2 in \([1]\). Contrary to the inverse conductivity problem for which it is well-known that the stability at the boundary for the conductivity coefficient is of Lipschitz type \([2,4]\), for the potential \(q\) the stability is of Hölder type.

Theorem 3.1 (Theorem 2.2 in \([1]\)): Let \(L_{q_1}, L_{q_2}\) be the Schrödinger operators from above with potentials \(q_1, q_2 \in L^\infty(\Omega)\). Then there exist constants \(C > 1, \eta \in (0,1)\), depending on the a-priori data only, such that

\[
\|q_1 - q_2\|_{L^\infty(\Sigma_k \cap B_{q_1/4}(P_k))} + \|\partial_{\nu}(q_1 - q_2)(P_k)\|
\]

\[
\leq C(\|\Lambda_{q_1}^{\Sigma_k} - \Lambda_{q_2}^{\Sigma_k}\|_* + \|q_1 - q_2\|_{L^\infty(\Omega)}^{1-\eta}\|\Lambda_{q_1}^{\Sigma_k} - \Lambda_{q_2}^{\Sigma_k}\|_*^\eta).
\]

Moreover, by using our a-priori assumption on the finite-dimensional feature of the potentials from Theorem 3.1, we can immediately deduce the following estimate in the interior.
Corollary 3.1: Let the hypotheses of Theorem 2.1 be satisfied. Then there exist constants $C > 1$, $\eta \in (0, 1)$, depending on the a-priori data only, such that
\[
\|q_1 - q_2\|_{L^\infty(D_k)} \leq C(\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_* + \|q_1 - q_2\|_{L^\infty(\Omega)})^{1-\eta}\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_*^{\eta}.
\]  
(21)

Proof of Corollary 3.1: We recall an argument introduced in [11]. Let $x \in D_k$, let us define
\[
\alpha_k + \beta_k \cdot x = (q_1 - q_2)(x),
\]  
(22)
and let us denote by $\{e_j\}_{j=1,\ldots,n-1}$ a family of $n-1$ orthonormal vectors, defining the hyperplane containing the flat part of $\Sigma_k$. By computing $q_1 - q_2$ on the points $P_k, P_k + (r_0/s)e_j, j = 1, \ldots, n - 1$, taking their differences and applying the following estimate (coming from Theorem 3.1)
\[
\|q_1 - q_2\|_{L^\infty(\Sigma_k \cap B_{r_0/s}(P_k))} \leq C(\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_* + \|q_1 - q_2\|_{L^\infty(\Omega)})^{1-\eta}\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_*^{\eta},
\]  
we obtain
\[
|\alpha_k + \beta_k \cdot P_k| \leq C(\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_* + \|q_1 - q_2\|_{L^\infty(\Omega)})^{1-\eta}\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_*^{\eta},
\]  
(23)
and
\[
|\beta_k \cdot e_j| \leq C(\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_* + \|q_1 - q_2\|_{L^\infty(\Omega)})^{1-\eta}\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_*^{\eta},
\]  
(24)
for $j = 1, \ldots, n - 1$, where $C > 0$ is a constant depending on the a-priori data only. To estimate $\beta_k$ along the remaining direction $v$ and therefore $\alpha_k$, we use the following bound on the normal derivative (coming from Theorem 3.1)
\[
|\partial_v(q_1 - q_2)(P_k)| \leq C(\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_* + \|q_1 - q_2\|_{L^\infty(\Omega)})^{1-\eta}\|\Lambda_{q_1}^{2k} - \Lambda_{q_2}^{2k}\|_*^{\eta}.
\]

3.2. Runge approximation

In order to propagate the information on the potential along the jump interfaces of the potential, we use a slight variant of the quantitative Runge approximation result from [5] which constitutes our second main ingredient. Let us recall the notation from [5] for that: we consider domains $\Omega_1, \Omega_2 \subset \mathbb{R}^3$ which are bounded, open and Lipschitz. Further we assume that $\Omega_1 \subset \Omega_2$ such that

(R) $\Omega_2 \setminus \overline{\Omega_1}$ is connected with $\overline{\Gamma} \subset \partial \Omega_2 \setminus \partial \overline{\Omega_1}$ being relatively open, non-empty and Lipschitz regular.

We remark that in contrast to the set-up in [5] we do not require that $\Omega_1 \subset \Omega_2$ but allow for $\Omega_1$ and $\Omega_2$ to share a part of its boundary if the restriction of $u$ to the boundary vanishes on this part of the boundary. Denoting by $L$ the operator from (1), we further define the sets
\[
S_1 := \{u \in L^2(\Omega_1) : Lu = 0 \text{ in } \Omega_1\},
\]
\[
S_2 := \{u \in L^2(\Omega_2) : Lu = 0 \text{ in } \Omega_2, \ u|_{\partial \Omega_2} \in H^{1/2}_0(\Gamma)\}.
\]
With this notation in place, we recall below the quantitative Runge approximation result from [5].

Theorem 3.2 (Theorem 2 in [5]): Let $L$ be the operator from (1) and let $\Omega_1, \Omega_2, \Gamma$ and $S_1, S_2$ be as above and assume that both $\Omega_1$ and $\Omega_2$ are domains such that $0$ is not a Dirichlet eigenvalue of $L$. There exist a parameter $\mu > 0$ and a constant $C > 1$ (depending on $\Omega_1, \Omega_2, \Gamma, n, \|q\|_{L^\infty(\Omega_2)})$ such that for each function $h \in S_1$ and each error threshold $\epsilon \in (0, 1)$, there exists a function $u \in S_2$ with
\[
\|h - u|_{\Omega_1}\|_{L^2(\Omega_1)} \leq \epsilon \|h\|_{H^{1}(\Omega_1)}, \quad \|u\|_{H^{1/2}_0(\Gamma)} \leq Ce^{-\mu} \|h\|_{L^2(\Omega_1)},
\]  
(25)
Due to the explained (slight) modification of the statement of Theorem 3.2 with respect to the result from [5] we briefly explain the argument showing that essentially no change in the proof of [5] is necessary.

**Proof of Theorem 3.2:** As in [5] the proof follows in two steps. As a first step, we consider the dual equation

$$(-\Delta + q)w = h\chi_{\Omega_1} \text{ in } \Omega_2,$$

$$w = 0 \text{ on } \partial \Omega_2,$$

where $\chi_{\Omega_1}$ denotes the characteristic function of $\Omega_1$. Then by the same arguments as in [5] we obtain the quantitative unique continuation result

$$\|w\|_{H^1(\Omega_2 \setminus \Omega_1)} \leq C \frac{\|h\|_{L^2(\Omega_1)}}{(\log \left(C \frac{\|h\|_{L^2(\Omega_1)}}{\|w\|_{H_0^{1/2}(\Gamma)}}\right))^\nu}.$$  

As the second step, as in [5] we note that for the set $X := S_1^{-2}(\Omega_1)$ (which is a Hilbert space), the operator

$$A : H^{1/2}_{00}(\Gamma) \to X \subset L^2(\Omega_1), \ g \mapsto u|_{\Omega_1},$$

where $u$ is a solution to $Lu = 0$ in $\Omega_2$ such that $u = g$ on $\partial \Omega_2$ in the trace sense, is a compact, injective operator with dense range. The spectral theorem thus yields bases $\{\varphi_j\}_{j \in \mathbb{N}} \subset H^{1/2}_{00}(\Gamma)$ and $\{\psi_j\}_{j \in \mathbb{N}} \subset X$ and singular values $\{\sigma_j\}_{j \in \mathbb{N}}$ such that $A\varphi_j = \sigma_j \psi_j$ and $A^* \psi_j = \sigma_j \varphi_j$. Given these, we argue by the abstract, quantitative duality argument in exactly the same way as in [5] (where in the estimate for $\|A(R_n h) - h\|_{L^2(\Omega_1)}$ we exploit that $w_{\alpha}|_{\partial \Omega_1 \cap \partial \Omega_2} = 0$, so that $\|w_{\alpha}\|_{H^{1/2}(\partial \Omega_1)} = \|w_{\alpha}\|_{H^{1/2}(\partial \Omega_1 \setminus \partial \Omega_1)} \leq C \|w_{\alpha}\|_{H^1(\Omega_2 \setminus \Omega_1)}$). This implies the desired result.  

Using the a-priori information on the potential $q$, we will iterate the boundary recovery result by the aid of the quantitative Runge approximation property and Alessandrini’s identity.

**4. Proof of Theorem 2.1**

We apply the Runge approximation result from Theorem 3.2 combined with Alessandrini’s identity. Hence let $\varphi_i \in H^{1/2}_{00}(\Sigma_{k+1})$, $i = 1, 2$ and consider $u_1, u_2 \in H^1(\mathcal{U}_k)$ solutions to

$$\begin{cases}
(-\Delta + q_i(x))u_i = 0, & \text{in } \mathcal{U}_k, \\
u_i = \varphi_i, & \text{on } \partial \mathcal{U}_k.
\end{cases} \quad (26)$$

Then, by Theorem 3.2 there exist solutions $v_1, v_2 \in H^1(\mathcal{U}_{k-1})$ of $L_i v_i = 0$ in $\mathcal{U}_{k-1}$ with Dirichlet traces $v_i|_{\partial \mathcal{U}_{k-1}} \in H^{1/2}_{00}(\Sigma_k)$ and

$$\|v_i - u_i\|_{L^2(\mathcal{U}_k)} \leq \epsilon \|u_i\|_{H^1(\mathcal{U}_k)}, \quad \|v_i\|_{H^{1/2}_{00}(\Sigma_k)} \leq C e^{C \epsilon^{-\mu}} \|u_i\|_{L^2(\mathcal{U}_k)}.$$

Then, Alessandrini’s identity yields the following control:

$$((\Lambda_{q_1} - \Lambda_{q_2}) v_1, v_2) = \int_{\mathcal{U}_{k-1}} (q_1 - q_2) v_1 v_2 \, dx = \int_{\mathcal{U}_k} (q_1 - q_2) v_1 v_2 \, dx + \int_{D_k} (q_1 - q_2) v_1 v_2 \, dx. \quad (27)$$
For the first term on the right-hand side of (27), we rewrite:

\[
\int_{U_k} (q_1 - q_2) v_1 v_2 \, dx = \int_{U_k} (q_1 - q_2)(v_1 - u_1)v_2 \, dx + \int_{U_k} (q_1 - q_2)u_1(v_2 - u_2) \, dx \\
+ \int_{U_k} (q_1 - q_2)u_1u_2 \, dx
\]

\[
= \int_{U_k} (q_1 - q_2)(v_1 - u_1)v_2 \, dx + \int_{U_k} (q_1 - q_2)u_1(v_2 - u_2) \, dx \\
+ ((\Lambda_{q_1} - \Lambda_{q_2}^{k+1})u_1, u_2).
\]  

(28)

Next we combine the two identities (27) and (28) obtaining

\[
|((\Lambda_{q_1}^{k+1} - \Lambda_{q_2}^{k+1})\varphi_1, \varphi_2)| \\
\leq |((\Lambda_{q_1}^{k} - \Lambda_{q_2}^{k})\varphi_1, \varphi_2)| \\
+ \|q_1 - q_2\|_{L^\infty(U_k)} (\|u_1 - v_1\|_{L^2(U_k)}\|v_2\|_{L^2(U_k)} + \|u_1\|_{L^2(U_k)}\|u_2 - v_2\|_{L^2(U_k)}) \\
+ \|q_1 - q_2\|_{L^\infty(D_k)} \|v_1\|_{L^2(D_k)}\|v_2\|_{L^2(D_k)}.
\]

Moreover the above inequality, the estimate

\[
\|v_2\|_{L^2(U_k)} \leq \|u_2\|_{L^2(U_k)} + \|u_2 - v_2\|_{L^2(U_k)},
\]

and standard bounds for elliptic equations lead to

\[
|((\Lambda_{q_1}^{k+1} - \Lambda_{q_2}^{k+1})\varphi_1, \varphi_2)| \\
\leq \|\Lambda_{q_1}^{k} - \Lambda_{q_2}^{k}\|_* \|\varphi_1\|_{H^{1/2}(\Sigma_k)}\|v_2\|_{H^{1/2}(\Sigma_k)} \\
+ \|q_1 - q_2\|_{L^\infty(U_k)} (\|u_1 - v_1\|_{L^2(U_k)}\|u_2\|_{L^2(U_k)} \\
+ \|u_1\|_{L^2(U_k)}\|u_2 - v_2\|_{L^2(U_k)}) \\
+ \|q_1 - q_2\|_{L^\infty(D_k)} \|v_1\|_{L^2(D_k)}\|v_2\|_{L^2(D_k)} \\
\leq \|\Lambda_{q_1}^{k} - \Lambda_{q_2}^{k}\|_* \|\varphi_1\|_{H^{1/2}(\Sigma_k)}\|v_2\|_{H^{1/2}(\Sigma_k)} \\
+ C\|q_1 - q_2\|_{L^\infty(U_k)} (\|u_1 - v_1\|_{L^2(U_k)}\|u_2\|_{H^{1/2}(\Sigma_k+1)} \\
+ \|u_1\|_{L^2(U_k)}\|u_2 - v_2\|_{L^2(U_k)}) \\
+ C\|q_1 - q_2\|_{L^\infty(D_k)} \|v_1\|_{H^{1/2}(\Sigma_k)}\|v_2\|_{H^{1/2}(\Sigma_k)}.
\]

Invoking the Runge approximation property and Corollary 3.1 then allows us to further bound

\[
|((\Lambda_{q_1}^{k+1} - \Lambda_{q_2}^{k+1})\varphi_1, \varphi_2)| \leq \|\Lambda_{q_1}^{k} - \Lambda_{q_2}^{k}\|_* \|\varphi_1\|_{H^{1/2}(\Sigma_k)}\|v_2\|_{H^{1/2}(\Sigma_k)} \\
+ C\|q_1 - q_2\|_{L^\infty(U_k)} \|u_1\|_{H^{1/2}(\Sigma_k+1)}\|u_2\|_{H^{1/2}(\Sigma_k+1)} \\
+ C\|q_1 - q_2\|_{L^\infty(D_k)} \|v_1\|_{H^{1/2}(\Sigma_k)}\|v_2\|_{H^{1/2}(\Sigma_k)}.
\]
Recalling the boundary conditions for the functions \( u_j \) from (26), using energy estimates and estimating \( \|q_1 - q_2\|_{L^\infty(U_k)} \leq E \), we further arrive at

\[
|((\Lambda_{q_1}^{\Sigma_{k+1}} - \Lambda_{q_2}^{\Sigma_{k+1}}) \varphi_1, \varphi_2)| \leq C e E (\|\varphi_1\|_{H^{1/2}(\Sigma_{k+1})} \|\varphi_2\|_{H^{1/2}(\Sigma_{k+1})}) \\
+ \frac{C e}{\epsilon} (\|\Lambda_{q_1}^{\Sigma} - \Lambda_{q_2}^{\Sigma} \|_{*} + E) \left( \frac{\|\Lambda_{q_1}^{\Sigma_{k+1}} - \Lambda_{q_2}^{\Sigma_{k+1}} \|_{*} + E}{\|\Lambda_{q_1}^{\Sigma_{k+1}} - \Lambda_{q_2}^{\Sigma_{k+1}} \|_{*} + E} \right)^{\eta} \\
\times (\|\varphi_1\|_{H^{1/2}(\Sigma_{k+1})} \|\varphi_2\|_{H^{1/2}(\Sigma_{k+1})}).
\]

Taking the sup over all \( \varphi_1, \varphi_2 \in H^{1/2}(\Sigma_{k+1}) \) then implies that

\[
\|\Lambda_{q_1}^{\Sigma_{k+1}} - \Lambda_{q_2}^{\Sigma_{k+1}} \|_{*} \leq C e E (\|\Lambda_{q_1}^{\Sigma_k} - \Lambda_{q_2}^{\Sigma_k} \|_{*} + E) \left( \frac{\|\Lambda_{q_1}^{\Sigma_{k+1}} - \Lambda_{q_2}^{\Sigma_{k+1}} \|_{*} + E}{\|\Lambda_{q_1}^{\Sigma_k} - \Lambda_{q_2}^{\Sigma_k} \|_{*} + E} \right)^{\eta} + C e E. \tag{29}
\]

**Remark 4.1:** Similarly as in [5, Remark 2] we observe that, under the hypothesis of Theorem 2.1, the following logarithmic dependence of the local Dirichlet to Neumann map over \( \Sigma_{k+1} \) from the one over \( \Sigma_k \)

\[
\|\Lambda_{q_1}^{\Sigma_{k+1}} - \Lambda_{q_2}^{\Sigma_{k+1}} \|_{*} \leq C \log(|\Lambda_{q_1}^{\Sigma_{k+1}} - \Lambda_{q_2}^{\Sigma_{k+1}}|^{\eta/2})^{1/\mu}.
\tag{30}
\]

can be derived. The proof relies on an optimization argument over \( \epsilon \) for the right-hand side of (29). See also [25] where the authors provide a quite general method to obtain a continuous dependence of a *global* Dirichlet to Neumann map from a *local* one on a larger domain.

We introduce the notation

\[
\delta_j = \|\Lambda_{q_1}^{\Sigma_j} - \Lambda_{q_2}^{\Sigma_j} \|_{*} \tag{31}
\]

for \( j \in \{1, \ldots, K\} \). We start from the last domain of the chain, namely \( D_K \), where the maximum is achieved. By Corollary 3.1 we have

\[
E = ||q_1 - q_2||_{L^\infty(D_K)} \leq C(\delta_K + E) \left( \frac{\delta_K}{\delta_K + E} \right)^{\eta}.
\tag{32}
\]

Now we distinguish two cases:

- **(Ka)** \( E < \delta_K \),
- **(Kb)** \( E \geq \delta_K \).
If case [(Kb)] occurs, then we notice that (32) leads to
\[ E \leq 2CE \left( \frac{\delta_K}{\delta_K + E} \right)^\eta. \] (33)
which in turns gives
\[ \left( \frac{1}{2C} \right)^{1/\eta} \leq \left( \frac{\delta_K}{\delta_K + E} \right). \] (34)
From the latter, by rearranging, we deduce that
\[ E \leq (2C)^{1/\eta} \delta_K. \] (35)
Now, by the estimates (29) and (35) we have that
\[ E \leq C_K C e^{\epsilon - \mu} (\delta_{K-1} + E) \left( \frac{\delta_{K-1}}{\delta_{K-1} + E} \right)^\eta + C_K C E \epsilon, \]
where \( C_K = (2C)^{1/\eta} \). Choosing \( \epsilon = 1/2C_K C \), we can absorb the last term in the above inequality
\[ E \leq c_K (\delta_{K-1} + E) \left( \frac{\delta_{K-1}}{\delta_{K-1} + E} \right)^\eta, \] (36)
where \( c_K = 2C_K C e^{C[(2C_K C)]^\mu} \). If the case [(Ka)] occurs, we directly obtain (35) and (36). Dealing with the estimate (36) as above we may again distinguish two cases

(K-1a) \( E < \delta_{K-1} \),
(K-1b) \( E \geq \delta_{K-1} \).

Arguing analogously as above, we conclude that
\[ E \leq (2c_K)^{1/\eta} \delta_{K-1}. \] (37)
Now from estimate (37) and from (29) we in turn observe that
\[ E \leq C_{K-1} C e^{\epsilon - \mu} (\delta_{K-2} + E) \left( \frac{\delta_{K-2}}{\delta_{K-2} + E} \right)^\eta + C_{K-1} C E \epsilon, \] (38)
where \( C_{K-1} = (2c_K)^{1/\eta} \). Choosing \( \epsilon = 1/2C_{K-1} C \) we can absorb the last term in the above inequality
\[ E \leq c_{K-1} (\delta_{K-2} + E) \left( \frac{\delta_{K-2}}{\delta_{K-1} + E} \right)^\eta, \] (39)
where \( c_{K-1} = 2C_{K-1} C e^{C[(2C_{K-1} C)]^\mu} \). Iterating such an argument we end up with the estimate
\[ E \leq c_2 (\delta_1 + E) \left( \frac{\delta_1}{\delta_1 + E} \right)^\eta, \] (40)
which, by the argument above, leads to
\[ E \leq (2c_2)^{1/\eta} \delta_1. \] (41)
This concludes the proof.
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