Damage evaluation of H-section steel columns under impulsive blast loads via gene expression programming
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ABSTRACT

Increasing terrorist attacks towards ordinary or strategic buildings and soft targets represent one of the major impetus to improve existing methods of design for blast-resistant structures. When a building undergoes an extreme dynamic event such as blast or impact, local damage of its key structural components (i.e., the columns) may lead to severe failure and even collapse of the entire building. Consequently, the availability of simplified, time efficient and reliable methods of analysis can be relevant for design. In this paper, H-section steel columns subjected to blast loads are numerically investigated, so as to derive practical formulations for damage evaluation assessment. The strategy is based on parametric Finite Element (FE) models (with up to 5600 configurations), validated towards experiments and, used as an extensive data bank, for further elaboration via Gene Expression Programming. Analytical formulations are in fact proposed for calculating some relevant parameters of design, such as (a) the initial and (b) the residual axial capacity of the examined columns. The collected results show that the proposed formulations can offer a good level of accuracy and high calculation efficiency for blast loaded H-section steel columns. In addition, an expression is proposed to relate the damage index (based residual axial capacity) to the conventional displacement/rotational index. Sensitivity analyses and some calculation examples are finally presented, to further investigate the potential of the approach for design purposes.

1. Introduction

In recent decades, due to the increase of terrorist attacks in human society, the continuous definition and refinement of accurate design methods for structures and load-bearing members under extreme dynamic loads (like blast and impact) has attracted a huge number of efforts. In buildings, columns are basic elements and play a crucial role in bearing design loads. In the case of extreme explosion events, the outer columns are even more vulnerable to damage compared to inner ones. Accordingly, the practical but time efficient and reliable evaluation of the possible damage scenarios due to impulsive loads represents one of the key aspects of design. Certainly, investigating the damage evolution in these members leads to a better understanding of their actual behavior in full 3D systems, and this turns out in an enhanced prevention of possible progressive collapse in buildings, and hence, allowing search and rescue operations after explosion.

Up to now, several field experiments and numerical studies have been performed by various researchers and institutions towards the fulfillment of optimal design approaches for columns exposed to combined gravity and wind loads, as well as accidental impacts like blast. Nassr et al. [1,2] carried out extensive field tests on a relevant number of wide flange steel columns excited by different blast loads, giving evidence of experimental results and numerical simulations. Magallanes et al. [3] investigated the behavior of a W360 × 347 steel column with a clear height of 5.73 m and subjected to 1818 kg of TNT equivalent ANFO, with a ground stand-off distance of 4.75 m. Later on, Nassr et al. [4] experimentally studied the dynamic response of eighteen Reinforced Concrete (RC) beams subjected to blast loading. In the mentioned literature documents (and others), one of the shared points of discussion and research has certainly been represented by the high cost of performing laboratory (or arena) blast tests on full-scale columns (or other load-bearing elements) under impact. This is why, from decades, the number of numerical studies based on equivalent Single Degree Of Freedom (SDOF) and / or even more detailed Finite Element (FE) methods has been continuously increasing, in order to calculate and evaluate the dynamic response and potential damage of several structural elements under blast loads [2,5–13]. In the other words, one of the feasible ways to quantify the effect of variability in input
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parameters on the dynamic response of a structural system instead of performing high number of experiments is to model the structural system numerically, simulate the possible scenarios and developing some predicative equations.

There are two well-known criteria that can be used for the evaluation of damage in columns under blast, namely represented by (i) the support rotation and the (ii) damage index criterion based on the residual axial capacity. The support rotation approach represents the current basis of several standards and guideline books for the design of blast loaded structures (see for example [14,15]). As an alternative, the damage index criterion (based on the residual axial capacity) was proposed by Shi et al. [10] to estimate the post-blast damage of a given column, on the basis of its axial load bearing capacities before and after the incoming explosion. It is clear that since columns are primarily designed to carry axial loads, their residual capacity (i.e., criterion (ii)) should be able to better assess and represent the expected damage level. In this regard, several research studies have been carried out, aiming at assessing and estimating the effect of blast loads on the residual axial capacity of several structural components, including RC and strengthen RC columns [16–24], RC and ultra-high performance concrete-filled double-skin tubes columns [25–28], and steel columns [9,11,12,29–33]. A series of investigations have been dedicated to develop some empirical formulations to link some of the key parameters of design, such as the residual axial capacity and the calculated damage index for a given column. Bao and Li [16] carried out an extensive parametric numerical study to calculate the residual strength of blast loaded RC columns, by utilizing the LS-DYNA software. They proposed an empirical formula for predicting the expected residual capacity ratio of RC columns under blast, based on mid-height displacement to height ratios. Cui et al. [34] also assessed the damage evaluation in RC columns under close-in explosions, and proposed a relationship between the damage index (based on axial load carrying capacity) and the ratio given by the relative residual deflection over the column depth. Abedini et al. [18] defined an analytical expression, based on FE numerical analyses, to estimate the residual axial capacity of RC columns under blast. Wu et al. conducted an extensive parametric study to find some relationships between key input parameters (i.e., material mechanical properties and blast wave parameters) and the corresponding residual axial capacity of RC columns [21] and composite columns [35]. Some research studies [29–31] have been carried out and further extended, to find the failure probability of a given H-section steel column under different blast scenarios. Special care was given to the typical uncertainties associated with loading and material properties via an improved methodology based on Monte Carlo simulations in conjunction with LS-DYNA software analyses. Momeni et al. [33] recently investigated the typical behavior and dynamic performance of blast loaded steel columns with different cross sections via explicit FE analyses based on the LS-DYNA software. The authors showed that the comparative parametric FE results from (i) support rotation and (ii) damage index criteria tend to generally overestimate the expected damage level that would be expected from the displacement criterion; hence suggesting the latter as a more efficient design assumption. Furthermore, in the same project it was shown that the section shape for a blast loaded steel column has mostly null effects on the corresponding qualitative response, as far as the members are pinned at the ends. A maximum scatter up to 30–35% was also calculated for the same cross-section and load scenarios, as far as the support condition was changed from pinned to fixed ends.

The application of Artificial Intelligence (AI) methods like Artificial Neural Networks (ANNs), Gene Programming (GP) and an extension to GP as Gene Expression Programming (GEP) have received considerable attention in the field of civil engineering in order to solve complex problems where conventional computational techniques are incapable of giving a solution. In this regard, there are many dedicated research studies in which AI methods have been widely used and successfully established to find reliable solutions in the field of geotechnical [e.g. 36–41] and structural [e.g. 42–44] engineering as well as other branches of civil engineering. In the field of protective structures, a methodology based on ANNs – in conjunction with extended FE models – was proposed in [45] for W-section steel columns subjected to blast loading to develop a model which was able to capture their post-blast residual capacity. Remennikova and Rose [46] proposed and evaluated a new approach for predicting the blast environment behind a vertical blast wall by implementing the ANNs on a database of overpressures and impulses recorded during a series of small-scale blast wall experiments. Bewick et al. [47] utilized numerical simulation data generated from validated hydrocode simulations to train ANNs in order to predict the blast parameters on buildings protected by simple barriers. Hoseini et al. [48] carried out a comparison between the methods of (a) GP, (b) response surface method and (c) multivariate adaptive regression splines to build a reliable prediction for the peak particle velocity due to blast induced ground vibrations in quarry sites. Shin et al. [49] developed a framework by implementing ANNs to evaluate multi-hazard performance of non-ductile RC building frames and to mitigate their structural vulnerabilities using a retrofit system under combining seismic and blast loads. In [50], a formula was proposed to predict the maximum deflection of reinforced concrete panels subjected to the blast loads by implementing GEP and regression methods.

The application of FE methods for the prediction of blast loaded structural behavior has become essential in the evaluation of threats. Although the FE methods are robust and accurate, mostly these methods are time consuming and require a background in structural and blast engineering. On the other hand, in many cases, it is often necessary to evaluate structural response and their potential risks in a relatively short period of time, much faster than when a complex and nonlinear analysis is required. In this regard, simplified engineering tools, such as SDOF models, has been developed which is the basis of current books and codes of blast resistant design of structures. In strong explosions, because of localized behaviors and failures such as web buckling, flange deformations, and rupture of the web, SDOF methodology is not capable to describe or predict the response correctly. In this case, the use of FE methods becomes important and can be used in conjunction with computations algorithms like GEP to develop a fast-running model for predicting the structural response. Such a model can be used in reliability analysis of blast loaded structures (e.g. blast loaded steel columns) which demands high numbers of iterations [29,31,33].

In this paper, some equations are proposed to quickly predict the initial axial capacity and the residual axial capacity of blast loaded H-section steel columns, by implementing the GEP. In addition, a practical relationship is proposed to relate the damage index (based residual axial capacity) to the prevailing displacement/rotational ductility index. Such an outcome is achieved with the support of extended FE simulations carried out with the support of the LS-DYNA software. More in detail, a total of 5600 H-section steel columns is taken into account (in order to prepare data bank for GEP), where major variations are represented by the cross-section properties (in the range of IPB180 to IPB550), the loading scenarios (i.e., combination of blast and axial loads), variable material properties for steel, and different boundary conditions (pinned and fixed ends). A set of LS-PrePost, MATLAB, LS-DYNA and C# coding is also used in support of the parametric investigation, in order to link together a relevant number of input / output data of interest for automatic FE modelling, analysis of the models and extraction / post-processing of FE results. Finally, by creating an exhaustive database from all the collected FE results, the GEP method is implemented and a series of equations are presented, for both initial and residual axial capacities of blast loaded H-shaped steel columns. Finally, a sensitivity analysis is carried out to evaluate the model response towards possible variations in its input parameters. Some illustrative calculation examples are also presented, in order to show the practical applicability of the proposed equations for the design of steel columns under blast loads and for a reliable estimation of
their expected damage level.

2. Blast load formulations, FE modelling and verification

The current research extends the investigation reported in [33], where the explicit FE software LS-DYNA was used to examine the behavior of H-section steel columns under the effects of axial and blast loads. A special care is taken into account, compared to the earlier study, to generate and analyze a wide set of parametric FE simulations (i.e. 5600 FE models) in order to create a comprehensive FE data bank for the derivation and assessment of practical formulations that can efficiently support the design of blast loaded steel columns.

In this regard, Fig. 1(a) and (b) schematically show the examined axially loaded steel columns, with pinned and fixed ends respectively, subjected to the given blast pressure. The top end of each column is considered axially unrestrained, in order to apply the desired axial load. Moreover, the blast load distribution is kept uniform along the columns’ height [31,33].

To define the pressure time history of a blast wave, the exponential function of Friedlander’s equation is used, that is:

\[ P(t) = P_0 + P_{\infty} \left( 1 - \frac{t - t_0}{t^*} \right) \exp \left( -\alpha \frac{t - t_0}{t^*} \right) \]  

(1)

where \( P_0 \) is the peak overpressure monitored for \( t = 0 \), \( P_0 \) is the ambient atmospheric pressure (\( \approx 101.3 \) kPa) and \( \alpha \) is a shape parameter. \( t^* \), \( t^* \) and \( t_0 \) are the positive phase duration, the negative phase duration and the arrival time, respectively. In this paper, the formulations presented in [33] are considered in order to determine the parameters of the Eq. (1).

To define steel material in LS-DYNA software, the MAT_PLASTIC_KINEMATIC (MAT_003) is then taken into account which is capable to describe the material strain rate effects through Cooper-Simonds relationship as follow:

\[ DIF = 1 \left( \frac{\dot{\varepsilon}}{\varepsilon_{\text{ref}}} \right)^2 \]  

(2)

where DIF is Dynamic Increase Factor and \( \dot{\varepsilon} \) is the material strain rate. The C and P constant coefficients of Eq. (2) were set equal to 40.4 and 5, respectively, as proposed in [51,52] for mild steel.

One of the most important issues in FE modelling is choosing the type of element for column simulating. The selected element type should be in such a way that it gives the most accurate result with the least amount of time-consuming. In this study, for FE modelling of steel columns, the fully integrated quadrilateral shell elements with five integration points through the thickness of each element, have been considered. Following the sensitivity analysis that has been done previously by the authors [33], the shell elements with maximum edge dimensions of 40 mm are selected for modelling of all steel columns. It is worth mentioning that, in FE modelling, the column flanges share nodes with the column web (i.e. merging duplicate nodes together) at the intersection between them.

To define boundary conditions and apply initial axial loading, two rigid plates were considered on the top and bottom of the column. For fixed ends, in the bottom of column, the rotations and translations of all nodes of rigid plate were constrained (\( \delta_x = \delta_y = \delta_z = 0 \) and \( \theta_x = \theta_y = \theta_z = 0 \)). Moreover, for the top end, in addition to the conditions applied to the bottom rigid plate, the translation in the axial direction was also released (\( \delta_x = \delta_y = 0, \delta_z \neq 0 \) and \( \theta_x = \theta_y = \theta_z = 0 \) (see Fig. 2(a)). Similarly, for pinned ends, on the bottom of column, all the nodes located on the horizontal centerline of rigid plate were

![Fig. 1. Steel columns subjected to axial load and blast pressure, with (a) pinned or (b) fixed ends.](image)

![Fig. 2. Application of pinned and fixed support conditions in LS-DYNA.](image)
constrained in all directions, with the exception of rotation around the x-axis ($\delta_x = \delta_y = \delta_z = 0, \theta_x = \theta_y = 0$ and $\theta_z \neq 0$); whereas for the top one, in addition to the conditions stated for the bottom rigid plate, the translation along the longitudinal axis was also released ($\delta_x = \delta_y = 0$, $\delta_z \neq 0, \theta_x = \theta_y = 0$ and $\theta_z = 0$) (see Fig. 2 (b)). The boundary conditions applied to each of the columns are individually selected as pinned and fixed ends. It is important to note that since the column support conditions in reality are neither fully pinned nor fixed, it is preferable for the designer to choose a value between the two perfectly pinned and fixed model values [31-33].

The accuracy and efficiency of the typical FE models were preliminary validated by taking into account the past experimental results of Nassr et al. (see [1,2]) and the numerical modelling strategy presented in [31,33] and the current study. For this purpose, two experimental tests were considered as “Test 1” and “Test 2”. The steel column specimens used in both experimental tests were manufactured from W24 × 15 with nominal length of 2.413 m under 270 kN of axial load. In “Test 1”, the column was subjected to 150 kg of ANFO at a stand-off distance of 9 m. In “Test 2”, the explosive charge and the stand-off distance were set to 50 kg and 10.3 m, respectively. The blast load parameters (i.e. blast pressure and positive phase duration) were defined conforming to the recorded values during the “Test 1” and “Test 2” by the sensors used in the experiments. In this regard, the average values of maximum reflective pressures were considered as 1560 and 307 kPa for Test 1 and Test 2, respectively. The average values for positive phase durations were also set to 6.2 and 7.3 msec for Test 1 and 2, respectively. These values were used to define the time history of blast loading in the FE models which was applied uniformly throughout the column height and for the full column width. Consequently, this results in a maximum peak of 159.12 and 31.31 N/mm for the time-varying load histories in “Test 1” and “Test 2”, respectively. According to the original test setup, the columns are modeled with pinned restraints (see Fig. 2(b)) and the bending deformations due to the imposed blast load shall occur about the strong axis. Regarding the mechanical properties of steel material, the steel used in the experimental specimens had a density of 7850 kg/m$^3$ and its yield strength, modulus of elasticity (MoE), Poisson’s ratio and failure strain were equal to 470 MPa, 210 GPa, 0.3 and 0.2, respectively. The columns were simulated using shell elements with dimensions of 25 mm. The out-of-plane mid-span displacement time histories of experimental tests and those obtained from the FE models are shown in Fig. 3(a) and (b) for Test 1 and 2, respectively.

Based on Fig. 3, the maximum out-of-plane displacement in the mid-span of the columns obtained from the FE models are 30.15 mm and 4.98 mm for Test 1 and Test 2, respectively, which show a negligible scatter of −3.86% and −6.74% with respect to the 31.36 mm and 5.34 mm displacements of the experiments, respectively. Results obtained from validations show that the present FE model accurately predicts the column behavior under blast loads.

3. Post-blast residual axial capacity of column

Residual axial load carrying capacity of a column subjected to blast load, $P_{\text{residual}}$ represents the maximum amount of axial force that the column can endure after an explosion event. The four main stages should be followed as below to determine the $P_{\text{residual}}$ of a blast loaded column (see also Fig. 4).

1. Gradually apply the primary axial load (as gravity load) to the column within a time period greater than or equal to 50 msec (time period of 75 msec is considered in this study) [10,53]. According to the past dedicated studies [10,31,53-55], the additional bending contributions caused by wind and gravity loads were ignored.

2. Apply the lateral blast load to the column and perform dynamic analysis of the column.

3. Continue the dynamic analysis after blast load until the column nodes meet the minimal velocities (zero value or less than 0.1 m/s in accordance with [10,31,53-55]) and damped vibrations.

4. Gradually increase the axial load until the column fails [16]. The so estimated maximum axial force applied to the column at this stage is taken into account as the post-blast residual axial capacity of the column.

Fig. 4 schematically illustrates the stages mentioned above for finding $P_{\text{residual}}$.

According to Fig. 4, using the corresponding defined ramp function in stage 1, the primary axial load is gradually increased and applied to the top end rigid plate (see Fig. 2) with a uniform pressure so that the multiplication of this pressure by the rigid plate area is equal to ($\beta \times A \times F_y$) at time instant 75 msec, where $A$ and $F_y$ are cross
sectional area of the selected column and yield stress of steel material, respectively. The area of the installed rigid plate for each selected steel column is \( b \times h \), where \( b \) and \( h \) are the width and height of H-shape steel cross section, respectively (see Fig. 5). The parameter \( \beta \) is also defined as the ratio of primary axial load to the column’s axial capacity and it falls within the range of \([0.1 – 0.4]\) in this study (see Table 2). The loading rate in stage 1 depends on the geometrical and mechanical properties of the selected H-shape steel section and it is defined generally as \((\beta \times A \times F_y)/75\) in the unit of kN/msec. As an example, the loading rate for the IPB300 steel column with \( A = 14910 \text{ mm}^2 \), \( F_y = 240 \text{ MPa}, \) and \( \beta = 0.2 \) is approximately equal to 9.54 kN/msec. Subsequently, the loading rate in stage 4 is calculated as \((1-\beta) \times A \times F_y/(t_{\text{end}}-200)\) in the unit of kN/msec for each selected configuration. The parameter \( t_{\text{end}} \) represents the time instant at which the applied axial load approximately equals to the column’s axial capacity and it is considered as 800 msec in this study. For the selected IPB300 steel column as an example, the loading rate is calculated as 4.77 kN/msec. The reduction in the loading rate of the fourth stage respect to the first stage is accomplished for the purpose of better capturing the post-blast nonlinear behavior of the column [31]. It is worth mentioning that the axial loading rates in stages 2 and 3 are zero. In the other words, the axial load remains constant in these stages and equals the primary axial load. Moreover, in the stages 1 and 4 no external dynamic load is applied and axial load of the column is gradually increased as quasi-static loading without impact effects.

4. Numerical simulation study

The behavior of different H-sections steel columns under blast loading is numerically investigated, based on a wide set of parametric FE simulations. For this purpose, a set of steel columns with different geometrical properties in cross sections (IPB180 to IPB550) and heights (2800, 3200, 3600, 4000 and 4400 mm) is considered in LS-DYNA. The overall geometric characteristics of the selected H-sections are shown in Table 1. In the table, \( A \) is cross sectional area, \( I_x \) is the moment of inertia about x-axis (strong axis), \( I_y \) is the moment of inertia about y-axis (weak axis), while other geometric parameters are shown in Fig. 5.

Recent blast incidents showed that most of explosions of terrorist attacks are classified based on the amount of explosive charge weights, and the distance of detonation from the structure. In FEMA 426 [56] and FEMA 452 [57], explosion magnitudes are classified according to the amount of explosives portable by human and different types of vehicles such as automobiles, vans and trucks [31]. In this regard, inspired by previous dedicated studies [17], the standoff distance and charge weight are assumed to be variable in the range of 4 to 20 m and 50 to 1000 kg, respectively. Since the explosion in terrorist attacks is assumed to occur on or near the ground surface, an instantaneous interaction between the blast waves and the surface ground forms the hemispherical surface burst. In this study, based on suggestions from [31,58–62], a conversion factor of 1.8 was used to find the effective charge weight (in kg of TNT) for estimating surface burst parameters using the free air burst formulas (with \( W_{\text{eff}} = 1.8 \times W \)). In other words, the effective charge weight for the FE simulations discussed in this paper varies between 90 and 1800 kg of TNT. Likewise, the axial load on the examined columns (which is applied as gravity load on the top of each member) is considered in the range of \([0.1 – 0.4]\) \times (\( A \times F_y \)). Finally, the yield stress is considered in the range of 210 to 470 MPa. The MoE of steel is kept fix to 210 GPa for all the FE configurations, based on the sensitivity analysis reported in [31] which also showed that MoE had negligible effect on the response of steel columns subjected to blast. Table 2 summarizes the input parameters used in the FE simulation of
consuming, a set of LS-PrePost, MATLAB, LS-DYNA and C# coding is of FE models and results in LS-DYNA would be extremely hard and time necessary. Since manual generation and handling such a huge number of configurations. Considering the other type of boundary condition as well (i.e., pinned ends), generation of 5600 numerical models for simulations is done automatically by linking LS-DYNA and C#; and residual axial load carrying capacity of each column). This step be updated by random variables (already generated in step 3 and calculated blast load in step 4). 7. Analysis of the updated LS-DYNA model and collection of all the desired outputs (in this study, the maximum mid-span displacement and residual axial load carrying capacity of each column). This step is done automatically by linking LS-DYNA and C#; 8. Repetition of steps 2 to 7, until the number of simulated LS-DYNA models reaches the selected number of generation $n_g$ (step 1).

The aforementioned steps are schematically described in the flow-chart presented in Fig. 6.

5. Application of GEP for modelling residual axial load capacity

### 5.1. GEP procedure and the corresponding parameters

GP is one of the newest evolutionary computation algorithms or AI techniques which was proposed by Koza [64] in order to create computer programs based on the Darwinian principle of survival of the fittest [64]. An extension to GP is called GEP which was first developed by Ferreira [65]. AI models perform best when they do not extrapolate beyond the range of the data used for calibration. Therefore, it can be generally said that the aim of AI models is nonlinear interpolation rather than extrapolation within the data used for calibration [39]. With a given data set, in order to develop the best and robust AI models, all patterns contained in the data need to be included in the calibration set [66]. As an example, if the data set used for calibration does not include extreme data points of the available data, the developed model cannot be expected to perform well because the validation data set contains extreme data points and it

### Table 1

Geometrical properties of selected H-sections for parametric FE simulations.

<table>
<thead>
<tr>
<th>Section properties</th>
<th>Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>b (mm)</td>
<td>h (mm)</td>
</tr>
<tr>
<td>HEB 180</td>
<td>180</td>
</tr>
<tr>
<td>HEB 200</td>
<td>200</td>
</tr>
<tr>
<td>HEB 220</td>
<td>220</td>
</tr>
<tr>
<td>HEB 240</td>
<td>240</td>
</tr>
<tr>
<td>HEB 260</td>
<td>260</td>
</tr>
<tr>
<td>HEB 280</td>
<td>280</td>
</tr>
<tr>
<td>HEB 300</td>
<td>300</td>
</tr>
<tr>
<td>HEB 320</td>
<td>300</td>
</tr>
<tr>
<td>HEB 340</td>
<td>300</td>
</tr>
<tr>
<td>HEB 360</td>
<td>300</td>
</tr>
<tr>
<td>HEB 400</td>
<td>300</td>
</tr>
<tr>
<td>HEB 450</td>
<td>300</td>
</tr>
<tr>
<td>HEB 500</td>
<td>300</td>
</tr>
<tr>
<td>HEB 550</td>
<td>300</td>
</tr>
</tbody>
</table>

### Table 2

Range of input parameters for the selected H-section steel columns.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge weight, $W$ (kg of TNT)</td>
<td>50–1000</td>
</tr>
<tr>
<td>Stand-off distance, $R$ (m)</td>
<td>4–20</td>
</tr>
<tr>
<td>Yield stress, $F_y$ (MPa)</td>
<td>210–470</td>
</tr>
<tr>
<td>Initial load (consider as gravitational loads)</td>
<td>$[0.1–0.4] \times (A_{f,y})$</td>
</tr>
<tr>
<td>Column heights, $H$ (m)</td>
<td>2.8, 3.2, 3.6, 4.0, 4.4</td>
</tr>
<tr>
<td>IPB sections</td>
<td>180, 200, 220, 240, 260, 280, 300, 320, 340, 360, 400, 450, 500, 550</td>
</tr>
<tr>
<td>Support conditions</td>
<td>Pin-Pin and Fix-Fix</td>
</tr>
</tbody>
</table>

In the modelling of steel columns, creating a data bank for GEP, considering different possible scenarios and deriving predictive equations, the input values of explosive charge mass, stand-off distance, yield stress and axial load are randomly generated using the uniform distribution function in the range of parameters presented in Table 2. The assumption of choosing uniform distribution implies that there is some knowledge regarding the upper and lower bounds of the parameter values (see Table 2), but there is no information how their values are distributed and varied inside these bounds [63]. Also, the use of a uniform distribution allows each input parameter to take different values with same chance within a specified range. The following equation is used to generate uniformly random input parameters:

$$X = X_{\text{min}} + \text{rand} \times (X_{\text{max}} - X_{\text{min}})$$  \hspace{1cm} (3)

where $X$ is the random input parameter, $X_{\text{min}}$ and $X_{\text{max}}$ are the values of upper and lower bounds respectively and $\text{rand}$ is a random uniformly distributed number between 0 and 1, which is generated through the use of the software MATLAB.

For each of the H-sections with a specific height and boundary condition (pin/fixed), 40 different FE models are first produced randomly. For example, for a column with IPB180 section, height of 2400 mm and pinned ends, 40 FE model of columns are created in LS-DYNA software. Given that total number of five column heights are considered (see Table 2), for each section with a certain boundary condition (e.g. pin ends), 200 FE model of columns are totally produced. Noting that there are fourteen H-sections in the range of IPB180 to IPB550 (see Table 2), the total number of pinned models results in 2800 different configurations. Considering the other type of boundary condition as well (i.e. fixed ends), generation of 5600 numerical models for simulations is necessary. Since manual generation and handling such a huge number of FE models and results in LS-DYNA would be extremely hard and time consuming, a set of LS-PrePost, MATLAB, LS-DYNA and C# coding is used in this study to join together the key input data for automatic FE modelling, importing the models into LS-DYNA, extracting and post-processing the results. The technical steps for this kind of approach are listed as follows:

1. Selecting a number of generation ($n_g = 40$, in this study);
2. Selecting a steel section (from Table 2), with specific height and boundary condition (pinned or fixed);
3. Creating LS-DYNA model input file, for the selected steel column, in LS-PrePost software;
4. Generation of random variables (such as $W$, $R$, $F_y$) and axial load amplitudes (in the ranges of Table 2), using a uniform distribution function;
5. Calculating blast load parameters by employing generated $W$ and $R$ values (from step 4 and with the support of appropriate relationships);
6. Update the LS-DYNA model input file using MATLAB and C# coding. In other words, this step requires that all input parameters to be updated by random variables (already generated in step 3 and calculated blast load in step 4);
7. Analysis of the updated LS-DYNA model and collection of all the desired outputs (in this study, the maximum mid-span displacement and residual axial load carrying capacity of each column). This step is done automatically by linking LS-DYNA and C#;
8. Repetition of steps 2 to 7, until the number of simulated LS-DYNA models reaches the selected number of generation $n_g$ (step 1).

The aforementioned steps are schematically described in the flow-chart presented in Fig. 6.
will test the model’s extrapolation ability rather than its interpolation
ability [38–41]. Furthermore, the relations found by GEP can be used
for both interpolating and extrapolating, but they have the best per-
formance within the range of the data and there is no guarantee for the
accuracy of the results beyond the mentioned ranges. In other words
the accuracy of the results should be examined when GEP models are used
for extrapolating. The GEP was implemented in this paper through
GeneXpro Tools 5.0 [67] in order to find practical formulations for
predicting initial and residual axial capacities of blast loaded H-section
steel columns, based on input parameters and by performing a symbolic
regression. To this aim, a large number of generations is needed to
find a program that associates input parameters to outputs with the least
amount of error and the highest level of accuracy. In this context, GEP
is able to solve complex problems by encoding individuals of the cre-
dation Trees (ETs) – where the number of ETs are de-
"addition" and the best function by using GEP
found according to Ferreira [65]:
\[ y = 3a^2 + 2a + 1 \]  
(4)
Suppose a sample consists of the numerical values derived from Eq.
(4) is given and the objective is to find the best function by using GEP
procedure and compare with the known exact problem solution (i.e.
Eq.4). This is actually a rather good and recognized aspect that allows
to further appreciate the efficient results of blind operations in genetic
operators [69]. However, this is obviously in contrast with real
problems, where the target function unknown and represents the goal of
calculation efforts.
In Eq. (4), the parameter a is the input independent parameter and y
is the output dependent parameter. Over 10 randomly chosen points in
the real interval [-10, +10] are provided in the form of ten pairs (ai, yi),

\|Task| Mean| Std. | Min. | Max. | Range |
\hline
Effective charge weight, Wext (kg of TNT) | Training | 860.42 | 478.62 | 90.00 | 1800.00 | 1710.00 |
Testing | 869.71 | 473.84 | 90.58 | 1799.13 | 1708.55 |
Validating | 883.52 | 470.74 | 91.73 | 1794.94 | 1703.21 |
Stand-off distance, R (m) | Training | 12.50 | 4.49 | 4.00 | 20.00 | 16.00 |
Testing | 12.45 | 4.52 | 4.07 | 19.95 | 15.88 |
Validating | 12.63 | 4.57 | 4.16 | 19.96 | 15.80 |
Initial load, Pd (kN) | Training | 1424.62 | 767.35 | 149.50 | 4554.90 | 4405.40 |
Testing | 1441.45 | 773.99 | 159.59 | 4537.43 | 4377.84 |
Validating | 1444.25 | 783.91 | 165.54 | 4321.23 | 4155.69 |
Cross sectional area, A (mm²) | Training | 15969.92 | 5617.67 | 6530 | 25,400 | 18870.00 |
Testing | 15779.82 | 5654.46 | 6530 | 25,400 | 18870.00 |
Validating | 16256.45 | 5760.84 | 6530 | 25,400 | 18870.00 |
Yield stress, Fy (MPa) | Training | 339.54 | 74.95 | 210.00 | 470.00 | 260.00 |
Testing | 342.36 | 74.48 | 211.91 | 469.52 | 257.61 |
Validating | 340.80 | 77.49 | 210.80 | 469.86 | 259.06 |
Maximum slenderness, \( \lambda_{\text{max}} \) | Training | 52.93 | 11.16 | 36.93 | 96.31 | 59.38 |
Testing | 52.10 | 11.23 | 36.93 | 96.31 | 59.38 |
Validating | 52.00 | 11.36 | 36.93 | 96.31 | 59.38 |
Measured \( P_{\text{residual}} \) | Training | 5784.24 | 2591.28 | 327.93 | 12818.67 | 12490.74 |
Testing | 5757.60 | 2544.85 | 851.86 | 12817.23 | 11965.37 |

5.2. A simple test problem by GEP

In order to validate the above-described approach, an illustrative
element is presented to show capability of GEP in modelling complex
real problems and finding accurate solutions. In this regard, the simple
test function in Eq. (4) is chosen according to Ferreira [65]:
\[ y = 3a^2 + 2a + 1 \]  
(4)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitness function</td>
<td>RMSE</td>
</tr>
<tr>
<td>Number of Chromosomes</td>
<td>30</td>
</tr>
<tr>
<td>Number of Genes</td>
<td>4</td>
</tr>
<tr>
<td>Head size</td>
<td>9</td>
</tr>
<tr>
<td>Linking function</td>
<td>Addition (+)</td>
</tr>
<tr>
<td>Function set</td>
<td>+, ×, –, ÷, Inv, X²</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.044</td>
</tr>
<tr>
<td>Inversion</td>
<td>0.1</td>
</tr>
<tr>
<td>Transposition</td>
<td>0.1</td>
</tr>
<tr>
<td>Constants per gene</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Std.</td>
</tr>
<tr>
<td>Effective charge weight, Wext (kg of TNT)</td>
<td>Training</td>
</tr>
</tbody>
</table>
Testing | 869.71 | 473.84 | 90.58 | 1799.13 | 1708.55 |
Validating | 883.52 | 470.74 | 91.73 | 1794.94 | 1703.21 |
Stand-off distance, R (m) | Training | 12.50 | 4.49 | 4.00 | 20.00 | 16.00 |
Testing | 12.45 | 4.52 | 4.07 | 19.95 | 15.88 |
Validating | 12.63 | 4.57 | 4.16 | 19.96 | 15.80 |
Initial load, Pd (kN) | Training | 1424.62 | 767.35 | 149.50 | 4554.90 | 4405.40 |
Testing | 1441.45 | 773.99 | 159.59 | 4537.43 | 4377.84 |
Validating | 1444.25 | 783.91 | 165.54 | 4321.23 | 4155.69 |
Cross sectional area, A (mm²) | Training | 15969.92 | 5617.67 | 6530 | 25,400 | 18870.00 |
Testing | 15779.82 | 5654.46 | 6530 | 25,400 | 18870.00 |
Validating | 16256.45 | 5760.84 | 6530 | 25,400 | 18870.00 |
Yield stress, Fy (MPa) | Training | 339.54 | 74.95 | 210.00 | 470.00 | 260.00 |
Testing | 342.36 | 74.48 | 211.91 | 469.52 | 257.61 |
Validating | 340.80 | 77.49 | 210.80 | 469.86 | 259.06 |
Maximum slenderness, \( \lambda_{\text{max}} \) | Training | 52.93 | 11.16 | 36.93 | 96.31 | 59.38 |
Testing | 52.10 | 11.23 | 36.93 | 96.31 | 59.38 |
Validating | 52.00 | 11.36 | 36.93 | 96.31 | 59.38 |
Measured \( P_{\text{residual}} \) | Training | 5784.24 | 2591.28 | 327.93 | 12818.67 | 12490.74 |
Testing | 5757.60 | 2544.85 | 851.86 | 12817.23 | 11965.37 |
and the goal is to find a function which fits those values up to a certain accuracy. The sample data are set to those selected in [65], i.e. equal to $-4.2605, -2.0437, -9.8317, -8.6491, +0.7328, -3.6101, +2.7429, -1.8999, 4.8852, +7.3998$ for $a_i$ values; and the corresponding $y_i$ values can be easily calculated using Eq. (4). These 10 pairs are the fitness cases (the input) which will be used as the adaptation environment. The fitness of a particular program will depend on how well it performs in this environment [65]. There are five major stages in preparing to use GEP as follows.

In the first stage, the fitness function must be selected. For this problem, the following expression is chosen according to [65] to measure the fitness $f_i$ of an individual program $i$ and that is:

$$f_i = \sum_{j=1}^{n} (M - |P(i,j) - T_j|)$$

where $M$ is the selection range, $P(i,j)$ is the value predicted by the individual program $i$ for fitness case $j$ (out of $n$ fitness cases), and $T_j$ is the target value for fitness case $j$. For this problem, if $|P(i,j) - T_j|$ (the precision) is less or equal to 0.01, then the precision is equal to zero, and $f_i = f_{\text{max}} = n \times M$. The parameter $M$ is set to 100 and therefore $f_{\text{max}}$ equals to 1000 [65]. In the second stage, the set of terminals $T$ and the set of functions $F$ must be chosen to create the chromosomes. For this problem, the terminal set consists obviously of the independent variable, i.e., $T = \{a\}$. To determine the functions’ set, there is no obvious way to select an appropriate function but a good guess can always be done in order to include all the necessary functions. In the present case, to make things a little easier, the four basic arithmetic operators are chosen, i.e. $F = \{+,-,*,/\}$. In the third stage, the chromosomal architecture including the length of the head and the number of genes must be chosen. In this problem these values are set to 7 and 3 per chromosomes, respectively. In the fourth stage, the linking function must be selected which is chosen as “addition” in this problem. In the final stage, the set of genetic operators and their rates must be chosen.

In the present case, the genetic operators are set to mutation rate = 0.044, number of chromosomes = 30, constant per gene = 1.0, and for both gene inversion and transposition the rate of 0.1 is adopted.

To solve this problem, an evolutionary time of 50 generations and a small population of 20 individuals were chosen. All the individuals created in the evolutionary process can be completely analyzed and encoded, but for the sake of conciseness, only the best solution is presented. Fig. 7 shows the average fitness and the best fitness of individuals during evolutionary process. As can be seen in Fig. 7, a perfect solution is found in generation 4 with the best individual fitness 1000. The ETs of the best individual of generation 4 is shown in Fig. 8. This figure reveals that the final extracted formula which can be obtained easily by linking the three sub-ETs with addition (i.e. $y = (\text{Sub-ET1} + (\text{Sub-ET2} + (\text{Sub-ET2})))$ is exactly equal and match to the target test function given in Eq. (4). The results of this simple test problem show that GEP can be generalized and used for modelling complex real problems and finding reliable solutions.

### 5.3. Data bank for GEP modelling

The residual axial capacities of 5600 FE steel columns are employed to develop the prediction models for residual axial capacity of H-section steel columns subjected to blast loading by implementing GEP software (i.e., a set of 2800 FE models for pinned boundary conditions and 2800 FE models for fixed restraints). In doing so, up to $\approx 70\%$ of each dataset is used as training data, 15% as testing data, and the remaining output as validating data set [68]. It should be noted that the division of database is performed randomly but the statistical consistency of the data subsets are also taken into consideration [40,65,70–73]. In doing so, the data set is divided so that to ensure the statistical properties (i.e. mean, standard deviation, minimum, maximum, and range) of each subset are close enough to each other. This ensures that the data used in the different subsets are representative of each other which means the performance of the developed models are similar on each of the three subsets, indicating model interpolation ability rather than extrapolating within the available data [39,40]. A trial and error process is conducted through several GEP runs to reach this point and to find the models with the best performances. As an example, for one of the proposed formulas which will be presented later in Section 5.4 as the GEPI model (see Tables 6 and 7), the statistics of the data used for training, testing and validating sets are presented in Table 4. According to the table, although the data are randomly divided, there is a statistical consistency between the data sub sets selected for each parameter in training, testing and validating stages. In the other words, the statistical properties of the selected sub sets are similar to each other with a confidence level of more than 95% which means that the maximum scatters between the Mean and Std. values of selected sub sets for each input parameter are less than 5% (e.g., for WE the maximum scatters between Mean and Std values of all training, testing and validating subsets are 2.61% and 1.65%, respectively) [40,74]. This is due to the fact that the database is comprehensive enough and all subsets are representative each other. Furthermore, in all cases, the training subsets include extreme values to ensure the best performance of the proposed models, since as mentioned earlier, the GEP models are more efficient for interpolation within the range of available data.

It should be also noted that each component of the data set is normalized using a max–min approach by Eq. (6), so as to lie in an interval of [0, 1] in order to change the values of dataset to a common scale without distorting differences in the ranges of the values which leads to better predictions:

$$X_{\text{norm}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}$$

where $X_{\text{norm}}$ are the normalized values for the $X$-th parameter.

While there are various criteria for fitness function evaluation in GEP models, Root Mean Square Error (RMSE) is usually used. To assess the performance, accuracy and efficiency of the final formulations, $R^2$-squared values are calculated for training, testing and validating data. The greater the $R^2$-value, the more precise the proposed model. RMSE and $R^2$ can be calculated as the following equations:
\[ \sum_i \frac{R_i}{MSE_n} = (7) \]

\[ \begin{array}{c}
\sum_{i} R_{ii} = -R_{i}^{2} + 1 = a^2 + 2 \times a \\
\sum_{i} R_{ii} = -R_{i}^{2} + 1 = a^2 + 2 \times a \\
\sum_{i} R_{ii} = -R_{i}^{2} + 1 = a^2 + 2 \times a \\
\end{array} \]  

where \( t_i \) is the target parameter (here, the residual axial capacity obtained by FE modelling), \( o_i \) is the output parameter (here, the residual axial capacity obtained by GEP models) and \( n \) is the number of dataset.

**5.4. GEP results**

One of the advantages of the GEP technique is that the relationship between the inputs parameters and the corresponding outputs is automatically constructed in the ETs. For example the ETs obtained for one of the model of residual axial capacity of blast loaded H-section steel columns with pinned ends condition is shown in Fig. 9. In this figure, \( d_0, d_1, d_2, d_3 \) and \( d_4 \) are effective charge weight (\( W_{eff} \)), stand-off distance (\( R \)), maximum slenderness (\( \lambda_{max} \)), production of yield stress and cross sectional area (\( A.F_y \)), and initial axial load (\( P_d \)), respectively. The other parameters are constant values calculated by GEP which are different in each sub-ETs. By considering the fact that addition linking is used in this study, the final formulation of each of GEP models can be defined by adding all sub-ETs together (see Fig. 9).

In order to find a high performance model with the highest \( R^2 \) value, a huge number of trials was carried out (not presented in this paper, for the sake of conciseness) for blast loaded H-section steel columns, with both pinned and fixed boundaries, and only the best predictive models are presented herein. Table 5 shows the characteristics of all GEP models, their difference and their variables, for both pinned and fixed ends. By introducing all constant values in the Sub-ETs, the final equations of all six proposed GEP models for residual axial capacity are hence simplified, and presented in Tables 6 and 7 (for pinned and fixed ends, respectively). As can be seen from Tables 6 and 7.

**Table 5**

Parameters and characteristics of different GEP models and used variables in both Pinned and Fixed conditions.

<table>
<thead>
<tr>
<th>Boundary Condition</th>
<th>Model Name</th>
<th>Number of genes</th>
<th>Used variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pinned</td>
<td>GEP1P</td>
<td>4</td>
<td>( W_{eff} ) ( R ) ( P_d ) ( \lambda_{max} ) ( A.F_y )</td>
</tr>
<tr>
<td></td>
<td>GEP2P</td>
<td>4</td>
<td>( W_{eff} ) ( R ) ( P_d ) ( \lambda_{max} ) ( A.F_y )</td>
</tr>
<tr>
<td></td>
<td>GEP3P</td>
<td>4</td>
<td>( W_{eff} ) ( R ) ( P_d ) ( \lambda_{max} ) ( A.F_y )</td>
</tr>
<tr>
<td>Fixed</td>
<td>GEP1F</td>
<td>4</td>
<td>( W_{eff} ) ( R ) ( P_d ) ( \lambda_{max} ) ( A.F_y )</td>
</tr>
<tr>
<td></td>
<td>GEP2F</td>
<td>4</td>
<td>( W_{eff} ) ( R ) ( P_d ) ( \lambda_{max} ) ( A.F_y )</td>
</tr>
<tr>
<td></td>
<td>GEP3F</td>
<td>4</td>
<td>( W_{eff} ) ( R ) ( P_d ) ( \lambda_{max} ) ( A.F_y )</td>
</tr>
</tbody>
</table>

**RMSE = \( \sqrt{\frac{1}{n} \sum_{i} (t_i - o_i)^2} \) (7)\]

\[ R^2 = 1 - \left( \frac{\sum_{i} (t_i - o_i)^2}{\sum_{i} (o_i)^2} \right) \]  

**Table 6**

Proposed equations for residual axial capacity in pinned end condition.

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation of ( P_{residual} )</th>
<th>Training ( R^2 )</th>
<th>Testing ( R^2 )</th>
<th>Validating ( R^2 )</th>
<th>Number of involved variables</th>
</tr>
</thead>
</table>
| GEP1P | \[
\frac{P_{res}}{P_{res}} = \frac{0.004710 + R - W_{eff}}{3.2 + 2} + A.F_Y + 0.463 + (R - \lambda_{max})(W_{eff} - A.F_Y)/A.F_Y + \ldots + 2\left(W_{eff} - 0.32\lambda_{max}^2A.F_Y^2 - 0.33W_{eff}\lambda_{max}^2A.F_Y^2 + 3.56W_{eff} - 2D)\right) \]  
|       |                                | 0.956             | 0.954            | 0.951                | 5                           |
| GEP2P | \[
\frac{P_{res}}{P_{res}} = 0.04R(2 + R) - 0.13W_{eff} + A.F_Y + \frac{\lambda_{max}(2\lambda_{max} + 4A.F_Y)}{A.F_Y + 12} + \frac{R(W_{eff} - \lambda_{max} + D)^2}{(R - 4\lambda_{max}^2)} \]  
|       |                                | 0.952             | 0.951            | 0.942                | 5                           |
| GEP3P | \[
\frac{P_{res}}{P_{res}} = A.F_Y + W_{eff}\lambda_{max}^2(4A.F_Y - 1.44)A.F_Y + 0.01(-5.97 + A.F_Y)^2(W_{eff} - 2R) + A.F_Y \]  
|       |                                | 0.951             | 0.949            | 0.944                | 4                           |
Table 7
proposed equations for residual axial capacity in fixed end condition.

<table>
<thead>
<tr>
<th>GEP Model</th>
<th>Equation of $P_{\text{residual}}$</th>
<th>Training $R^2$</th>
<th>Testing $R^2$</th>
<th>Validating $R^2$</th>
<th>Number of involved variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEP1F</td>
<td>$P_{\text{res}} = -0.036(3.31 + W_{\text{eff}}(W_{\text{eff}} - R)) + AF_y + \frac{Rd}{R - 5.79 + 4.62W_{\text{eff}}(AF_y + 2.54)}$</td>
<td>0.981</td>
<td>0.984</td>
<td>0.984</td>
<td>5</td>
</tr>
<tr>
<td>GEP2F</td>
<td>$P_{\text{res}} = 0.053W_{\text{eff}}^2(R + 1.055)(R + 3.63)\lambda_{\text{max}} + 0.036R^2(1.5 + W_{\text{eff}} - 3. AF_y)$</td>
<td>0.980</td>
<td>0.983</td>
<td>0.984</td>
<td>4</td>
</tr>
<tr>
<td>GEP3F</td>
<td>$P_{\text{res}} = 0.088R - 0.05W_{\text{eff}}(W_{\text{eff}} - R^2 - AF_y) + AF_y + \frac{Rd}{W_{\text{eff}}^2(W_{\text{eff}} - R - AF_y)}$</td>
<td>0.978</td>
<td>0.982</td>
<td>0.983</td>
<td>5</td>
</tr>
</tbody>
</table>

7, all five input parameters were not used in all models. In some cases, four variables were selected to model the residual axial capacity with satisfactory accuracy compared to the models which employs all five parameters. It is worth mentioning that the proposed formulations are applicable for standard H-section steel columns with $0.5 \leq b/h \leq 1.0$, where $b$ and $h$ are previously shown on Fig. 5. However, for $b/h$ ratios outside this range, more comprehensive studies are required.

Figs. 10 and 11 show the predictions of all GEP models in training, testing and validating parts for pinned and fixed ends conditions. As Figs. 10 and 11 indicate, all proposed GEP models are capable of predicting the residual axial capacity of a given H-section steel column with satisfactory accuracy close to FE results. However, it is obvious that besides the capability of satisfactory prediction of a desirable objective function (Pres) is then measured. In this regards, the GEP1P and GEP2P criteria are considered. Following Section 5, a sensitivity analysis is carried out to determine the initial axial capacity of an H-section column by using Eqs. (9) and (10), and the residual axial capacity by using equations reported in Tables 6 and 7, the input values for the parameters should be first normalized. The range of input parameters used in FE models and adopted for GEP prediction formulas are presented in Table 8.

It should be noted that, the predicted values for residual axial capacity and initial axial capacity based on the proposed equations are normalized values and must be de-normalized to give the final prediction. In this regard, the following equation must be used:

$$P_{\text{Initial, Pinned}} = A - A^2\lambda_{\text{max}}^2 + 0.177F_y + 0.388A(A\lambda_{\text{max}} + F_y - 1.575)$$

$$R^2 = 0.997$$

$$+0.0176(A - \lambda_{\text{max}})(0.0535 - A + F_y + F_y^2)$$

(9)

$$P_{\text{Initial, Fixed}} = A + \frac{F_y}{5.089 - 2.605A + F_y} + \frac{4A(F_y - 2.018)}{12.878 - \lambda_{\text{max}} + F_y}$$

$$R^2 = 0.998$$

(10)

It is reminded that to determine the initial axial capacity of an H-section column by using Eqs. (9) and (10), and the residual axial capacity by using equations reported in Tables 6 and 7, the input values for the parameters should be first normalized. The range of input parameters used in FE models and adopted for GEP prediction formulas are presented in Table 8.

where $X_{\text{Normalized}}$ is the normalized output based on the proposed equations, $X_{\text{max}}$ and $X_{\text{min}}$ are the maximum and the minimum measured values for parameter $X$ obtained from FE results, respectively (i.e. residual axial capacity and initial axial capacity) and $X_{\text{De-normalized}}$ is the final predicted de-normalized value of parameter $X$. Table 9 shows the minimum and maximum values of initial and residual axial capacities of the simulated columns for both pinned and fixed ends conditions.

6. Sensitivity analysis

Sensitivity analysis refers to change inputs or model parameters, to evaluate the behavior of a model and to ascertain the dependence of its outputs on its input parameters [31,75,76]. Following Section 5, a sensitivity analysis is carried out to determine the model response with respect to the changes of input variables to find the most and the least effective parameters. For this purpose, the mean value of one of the input variables is increased (i.e., New mean = Old mean + 5% Old Mean) while the ranges of all other parameters are maintained constant (i.e. Mean value) and accordingly the amount of changes in the objective function ($P_{\text{res}}$) is then measured. In this regards, the GEP1P and GEP1F models are selected for pinned and fixed conditions, respectively and consequently the results are shown in Fig. 12(a) and (b). As can be seen, by increasing the R and AFy parameters, $P_{\text{res}}$ increases, while by increasing $W_{\text{eff}}$ and $\lambda_{\text{max}}$ the value of $P_{\text{res}}$ decreases. Furthermore, it is possible to see that $P_{\text{res}}$ has negligible effect on the $P_{\text{res}}$ values, compared to other input parameters; while AFy is the most influencing parameter in the model.
7. Relation between damage index and support rotation criteria

In the design of a structure (or a structural member) subjected to blast loads, the performance-based design approach is conventionally taken into account. In other words, the deformations determine whether the selected member has acceptable performance against the imposed blast pressure or not. The expected support rotation relates maximum deflection of a member to its length and is defined as the angle formed between a line connecting the member endpoints and a line joining the element where the deflection is maximum to the supports (see Fig. 13) [14,15]. In the other words, the expected support rotation typically results from a combination of the maximum
displacement $y_{\text{max}}$ of a given column, and of the column length $L$, that is [14]:

$$\theta = \tan^{-1} \left( \frac{y_{\text{max}}}{0.5L} \right)$$

(12)

The so estimated rotation amplitude shall be then compared with a set of limit values given by standards, like, for example, the UFC-3-340-02 provisions [14], where the support rotation criterion is recommended as a suitable design method for blast loaded steel members (see Table 10).

On the other hand, damage index based on the residual axial capacity of the damaged structure (structural member) represents one of the most important parameters for design and the most reliable estimate of damage, i.e. the remaining post-blast life of the structure or the maximum amount of axial force that the column can withstand after an explosive event, in order to resist against progressive collapse and provide structural stability during search and rescue operations. Damage index is a non-dimensional value between 0 and 1 (or 0% and 100%) and can be calculated experimentally or theoretically, based on computationally efficient FE methods using the following equation:

$$DI = 1 - \frac{P_{\text{residual}}}{P_{\text{initial}}} \quad \text{or} \quad DI = 100 \times \left( 1 - \frac{P_{\text{residual}}}{P_{\text{initial}}} \right)$$

(13)

where $P_{\text{residual}}$ is the residual axial capacity of the damaged column after the explosion and $P_{\text{initial}}$ is the maximum axial load-carrying capacity of the undamaged column. The degrees of damage are classified into four

Fig. 10. Comparison of $P_{\text{residual}}$ Values obtained from finite element analysis and proposed relationships for pinned boundary conditions, (a) Training, (b) Testing, (c) Validating.
Fig. 11. Comparison of $P_{\text{residual}}$ values obtained from finite element analysis and proposed relationships for fixed boundary conditions, (a) Training, (b) Testing, (c) Validating.

Table 8
The range of input parameters.

<table>
<thead>
<tr>
<th>Property</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{\text{eff}}$</td>
<td>90–1800 (kg of TNT)</td>
</tr>
<tr>
<td>$R$</td>
<td>4–20 (m)</td>
</tr>
<tr>
<td>$A$</td>
<td>6530–25400 (mm$^2$)</td>
</tr>
<tr>
<td>$P_e$</td>
<td>210–470 (MPa)</td>
</tr>
<tr>
<td>$\lambda_{\text{max}}$</td>
<td>For Pinned 36.93–96.31</td>
</tr>
<tr>
<td></td>
<td>For Fixed 18.47–48.15</td>
</tr>
<tr>
<td>$P_d$</td>
<td>149.5–4554.9 (kN)</td>
</tr>
</tbody>
</table>

Table 9
Minimum and maximum values of $P_{\text{residual}}$ and $P_{\text{initial}}$.

<table>
<thead>
<tr>
<th>Property</th>
<th>Boundary condition</th>
<th>Minimum value (kN)</th>
<th>Maximum value (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{residual}}$</td>
<td>Pinned</td>
<td>101</td>
<td>12,819</td>
</tr>
<tr>
<td></td>
<td>Fixed</td>
<td>469</td>
<td>13,048</td>
</tr>
<tr>
<td>$P_{\text{initial}}$</td>
<td>Pinned</td>
<td>1538</td>
<td>13,016</td>
</tr>
<tr>
<td></td>
<td>Fixed</td>
<td>1551</td>
<td>13,061</td>
</tr>
</tbody>
</table>
levels:

a) DI = 0 – 0.2 (or 0 – 20%) low damage
b) DI = 0.2 – 0.5 (or 20 – 50%) medium damage
c) DI = 0.5 – 0.8 (or 50 – 80%) high damage
d) DI = 0.8 – 1.0 (or 80 – 100%) collapse

When DI value falls between one of the mentioned ranges, regardless of its magnitude, it reports only one specific case of damage corresponding to that level.

$P_{\text{residual}}$ is derived from a FE analysis, whereas there are two ways to calculate $P_{\text{initial}}$. The first method is based on equations presented in regulations [77] and the second can be obtained through numerical analysis with appropriate software like LS-DYNA. In this study, both $P_{\text{initial}}$ and $P_{\text{residual}}$ are calculated using the latter method. To calculate $P_{\text{initial}}$, the axial load, when no blast is assumed to exist, is applied gradually until the column reaches its maximum axial bearing capacity.

To calculate the support rotation of a structural member under impulsive blast load, the conventional SDOF (this method is not capable to evaluate post-blast behavior) or FE method (i.e., without capturing the post-blast behavior of column) can be used, which require less computational effort compared to evaluating damage index (based on residual axial capacity which needs capturing post-blast behavior of column) by FE method. On the other hand, as stated earlier, since columns are primarily designed to carry axial loads, their residual axial capacities and consequently their damage indices assess the expected damage level and post-blast behavior of columns more precisely compared to support rotation criterion. In this regard, the goal of the latter research stage was to find a relationship between support rotation and damage index criterion estimates. According to the above explanations, such a relationship can simultaneously fulfill two conditions, namely:

(i) Reducing time of analysis (by calculating support rotation value as an input parameter which requires less computational effort compared to damage index criterion);

(ii) Increasing accuracy in predicting the damage by modifying the damage predicted by support rotation criterion and relating it to the damage index criterion (better estimation of damage by calculating damage index value as an output parameter).

For this purpose, the values of support rotation and damage index of 5600 steel columns under blast are extracted for both pinned and fixed members, and used as an exhaustive data bank for further elaborations.

Fig. 14 represents the values of damage index versus support rotation (in degrees), as extracted from FE results, and calculated by Eqs. (12) and (13), respectively. To provide such a relationship, it must first be determined that for what value of the support rotation, can be said with certainty, both damage criteria predict the same level of damage for blast loaded steel columns. According to Fig. 14, the support rotation value corresponding to DI = 0.8 (i.e. the boundary value between high damage and collapse) is calculated as 8 degrees. This means that for support rotations greater than 8 degrees (see Table 10), both damage criteria predict the collapse level. On the other hand, for support rotations values less than or equal to 8 degrees, the predicted damage based on support rotation criterion should be modified by the proposed relation to obtain more realistic damage estimations (see also Figs. 15 and 16 for visual information). In Fig. 14, a relationship for damage index based on support rotation is also derived with the support of Matlab curve fitting, by using a Fourier function of existing data (with $R^2 = 0.957$ and RMSE = 0.0329). Its final expression takes the form of Eq. (14).
where $\theta$ in degrees is defined based on Eq. (12) and the constant coefficients $a_0$, $a_1$, $a_2$, $b_1$, $b_2$, $w$ are set equal to 0.4411, $-0.1081$, 0.0454, $-0.3407$, $-0.08643$ and 26.41, respectively. By having such a relationship, the post-blast behavior of an H-section steel column (i.e. damage index criterion) can be calculated easily by knowing the support rotation of the member under blast load which can be defined effortlessly using conventional equivalent SDOF system or FE method without need of capturing the post-blast behavior. In addition, another advantage of using the proposed analytical relationship, is that a comparison can be made to find the differences between the acceptance levels given by the support rotation or the damage index criteria.

Figs. 15 and 16 represents in fact the outcomes of Eq. (14), with 95% level of confidence (i.e., mean $\pm 2\sigma$) and the shaded areas show the levels of damage – low, medium, high and collapse – that have been occurred for both damage index and support rotation criteria, at the same time. Fig. 15 is related to the case in which the initial axial load is negligible (i.e., less than 20% of axial capacity) and maximum allowable support rotation values for low, medium and high damage are 1, 2 and 4 degrees, respectively. Fig. 16, at the same time, refers to the case with an initial axial load that is more than 20% the axial capacity. The corresponding damage levels are 1, 1.5 and 2 degrees respectively, for the mentioned levels. Based on Fig. 15, in the case of negligible compression, it is possible to notice that all the proposed curves are below the shaded areas. This indicates that the support rotation criterion is tougher and overestimates the expected damage levels, which leads stronger design of a given member. According to Fig. 15, it can be also seen that the medium damage scenario, based on support rotation criterion (i.e., 1 to 2 degrees), is equivalent to damage index in the range of 0 to 0.2 degrees, which indicates low damage. Similarly, for high damage based on support rotation criterion (in the range of 2 to 4 degree), damage index is in between 0.2 and 0.5, corresponding to medium damage. Moreover, for support rotations greater than 4 degrees (i.e., collapse), damage index estimates are between medium and high levels. In other words, in the case of columns with an initial axial load more than
20% of the axial capacity, the support rotation criterion is much conservative than the damage index criterion, which leads unavoidably to stronger design of a given structure.

In addition to the Eq. (14), the following trilinear relationship is also proposed (see Fig. 17) to evaluate damage index based on support rotation which is more practical and simpler compared to the Eq. (14) and it is as follows:

$$DI(\theta) = \begin{cases} 0.0833\theta & 0 \leq \theta < 1.2 \degree \\ 0.1478\theta - 0.0774 & 1.2 \leq \theta < 3.5 \degree \\ 0.080 + 0.16 & 3.5 \leq \theta < 8.0 \degree \\ \text{Collapse} & \theta \geq 8.0 \degree \end{cases}$$ \hspace{1cm} (15)

8. Calculation examples

In conclusion, to further assess the applicability and potential of the analytical relationships presented in the Section 5.4, some calculation examples are presented to investigate the capability of GEP models in two parts as interpolating and extrapolating. The objective of the example in the first part as interpolating, is to find the initial and residual axial capacities of i) IPB 260 with L = 3200 as Section 1, and ii) an H-shape steel column with given geometrical properties (b = 250, h = 350, t = 17, s = 11 and L = 3000 mm) as Section 2. Section 1 is selected from Table 1 while Section 2 is different from the intended sections presented in Table 1 and only have H-shape section with b/h = 0.71. The selected columns are subjected to 700 kN of initial axial load and two different blast scenarios (BS#1 with W = 600 kg TNT at R = 14 m, and BS#2 with W = 350 m, R = 10 m), under the assumption of two idealized boundary conditions, i.e. (a) pinned and (b) fixed end boundary conditions. The material yield stress, density, MoE and Poisson’s ratio are set equal to 360 MPa, 7850 kg/m³, 210 GPa and 0.3, respectively. To determine the initial and residual axial capacities of the selected configurations, the FE method and the practical relationships presented in Tables 6 and 7 and Eqs. (9) and (10) are used separately. The results of such a calculation process are collected in Table 11, for both pinned and fixed ends. As can be seen, the proposed relationships provide good level of accuracy for the estimation of the residual axial capacity of the given members under blast. Such an outcome is further emphasized in the form of percentage scatter between FE estimates (from dynamic explicit analyses) and GEP-derived formulations. Consequently, given the high computational cost of FE explicit simulations (almost 20 min for each run), it is clear that the proposed relationships can be used to obtain practical and reliable estimates. Moreover the proposed equations not only can be used for IPB sections, but also can be implemented to determine the response of other H-shape steel sections.

In terms of damage index of the same columns, the initial axial capacities of the members (P_{initial}) must be also calculated. Based on the FE method, it is found that for Section 1, this capacity is in the order of 4613 kN and 4635 kN, for pinned and fixed end conditions respectively. Similarly for Section 2 these values are 4923 and 4938 for pin and fix conditions. Accordingly, the use of practical GEP models for the estimation of P_{initial} (i.e. Eqs. (9) and (10)), turns out in initial capacities equal to 4518 kN and 4567 kN for Section 1 in the case of pin and fix restraints, that result in a maximum scatter of $\Delta = -2.10\%$ and $\Delta = -1.49\%$ with respect to FE values. Similarly for Section 2 these values are 4753 and 4801 for pin and fix end conditions with maximum error of $\Delta = -3.57\%$ and $\Delta = -2.85\%$ respect to FE values. Damage index values and their corresponding predicted damage levels are provided in Table 12. From this table, the GEP models predict same damage levels respect to FE modelling except for Section 1 under BS#1 and 2, which shows that GEP models have a good accuracy in predicting the damage level of steel column under blast loading. As an example, according to Table 12, for Section 2 under BS#1 with pinned ends, the methods FE and GEP2P predict DI values as 0.06 (or 6%) and 0.13 (or 13%), respectively. From computational point of view, there is a relatively small difference of 7% between the predicted values, and from conceptual one, both methods predict same damage level (i.e. low damage) (same result can be obtained for hypothetical DI values as 0.19 (or 19%) and 0.0 for FE and GEP respectively where there is a difference of 19% between the results of FE and GEP methods but both of them are predicted same damage level). As another example, for Section 1 under BS#2 with pinned ends, the methods FE and GEP2P predict DI values as 0.26 (or 26%) and 0.16 (or 10%), respectively. From computational point of view, there is a relatively small difference of 10% between the predicted values, but from conceptual one, the damage levels predicted by FE and GEP are medium and low respectively which is different to each other (same result can be obtained for hypothetical DI values as 0.21 (or 21%) and 0.19 (or 19%) for FE and GEP, respectively with small difference of 2% and different in predicted damage level). This is because of the way of damage classification where any DI value that is fallen between two boundary values represents only one specific case of damage and the designer judgment should lead to better comparing the DI results obtained by FE and GEP methods and the choice of damage level for design. Furthermore, as can be seen from Tables 11 and 12, support condition has a significant effect on the response of blast loaded steel columns. By changing the pinned boundary conditions to fixed ends for a given blast load and column geometry, the residual axial capacity increases which consequently decreases the damage index. Considering the fact that real column supports are neither fully pinned nor fixed, the selection of appropriate boundary conditions is thus a key step for reliable FE estimates. Recently, a research study was conducted by Hadianfard and Shekari [32] to investigate the effect of semi-fixed support conditions on the response of flexural members under impact loads. The equivalent SDOF system was used and the transformation factors including load and mass, stiffness and ultimate resistance were obtained for different fixity values in elastic, elastic-plastic and plastic regions. They showed that although considering the semi-fixed support conditions would change the responses, the results were between the results of two ideal assumptions of fully pinned and fully fixed support conditions. Accordingly, based on the separate results for two limit pinned or fixed conditions, the designer judgment should lead to the choice of a realistic value of residual axial capacity or damage index that best

![Fig. 17. Comparison of proposed equations for DI(θ) based on Eqs. (14) and (15).](image-url)
describes the real boundaries [32].

As stated in section 6, the conventional equivalent SDOF system approach can be certainly used to determine damage index of a given member, based on support rotation, as a function of the maximum mid-span displacement (Eq. (12)). In this regard, the equivalent SDOF method has been used for the calculation example, with the support of Matlab software, so as to calculate the support rotation of the selected steel columns. For the sake of brevity, the details of the SDOF method is not reported in this paper (can be found in [14,15]), and only its major results are presented in Table 13. It is possible to notice that at least in some cases, the mean value of DI (i.e., Eq.(14)) is close to the actual

### Table 11
Residual axial capacities for selected steel columns, under BS#1 and BS#2.

<table>
<thead>
<tr>
<th>Residual axial capacity $P_{\text{Residual}}$ (kN)</th>
<th>Pinned ends</th>
<th>Fixed ends</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS#</td>
<td>FEM</td>
<td>GEPIP</td>
</tr>
<tr>
<td>Section 1</td>
<td>1</td>
<td>3541</td>
</tr>
<tr>
<td>2</td>
<td>3425</td>
<td>4076</td>
</tr>
<tr>
<td>Section 2</td>
<td>1</td>
<td>4625</td>
</tr>
<tr>
<td>2</td>
<td>4231</td>
<td>4038</td>
</tr>
</tbody>
</table>

### Table 12
Damage index values and their corresponding predicted damage levels based on GEP models and FE modelling.

<table>
<thead>
<tr>
<th>Damage index</th>
<th>Pinned ends</th>
<th>Fixed ends</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS#</td>
<td>FEM</td>
<td>GEPIP</td>
</tr>
<tr>
<td>Section 1</td>
<td>1</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>0.26</td>
<td>0.13</td>
</tr>
<tr>
<td>Section 2</td>
<td>1</td>
<td>0.06</td>
</tr>
<tr>
<td>2</td>
<td>0.14</td>
<td>0.09</td>
</tr>
</tbody>
</table>

### Table 13
Calculating damage index using support rotation values.

<table>
<thead>
<tr>
<th>Support Rotation ($\theta$) and Damage Index (DI)</th>
<th>Pinned Ends</th>
<th>Fixed ends</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS#</td>
<td>θ (FEM)</td>
<td>DI (Mean)</td>
</tr>
<tr>
<td>Section 1</td>
<td>1</td>
<td>2.10</td>
</tr>
<tr>
<td>2</td>
<td>3.12</td>
<td>0.38</td>
</tr>
<tr>
<td>Section 2</td>
<td>1</td>
<td>0.83</td>
</tr>
<tr>
<td>2</td>
<td>1.37</td>
<td>0.13</td>
</tr>
</tbody>
</table>

### Table 14
Selected configurations and their input values for testing extrapolation capabilities of the proposed GEP models.

<table>
<thead>
<tr>
<th>Input variables</th>
<th>Sample</th>
<th>Section</th>
<th>W_eff</th>
<th>R</th>
<th>F_p</th>
<th>A</th>
<th>$\lambda_{\text{max, Pinned}}$</th>
<th>$\lambda_{\text{max, Fixed}}$</th>
<th>$P_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>IPB280</td>
<td>2340</td>
<td>22</td>
<td>180</td>
<td>13100</td>
<td>50.7</td>
<td>25.4</td>
<td>472</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>IPB280</td>
<td>2340</td>
<td>22</td>
<td>550</td>
<td>13100</td>
<td>50.7</td>
<td>25.4</td>
<td>1414</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IPB140</td>
<td>2340</td>
<td>22</td>
<td>180</td>
<td>4300</td>
<td>100.6</td>
<td>50.3</td>
<td>155</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>IPB140</td>
<td>2340</td>
<td>22</td>
<td>550</td>
<td>4300</td>
<td>100.6</td>
<td>50.3</td>
<td>473</td>
<td></td>
</tr>
</tbody>
</table>

### Table 15
Calculating initial and residual axial capacities for selected steel columns in Table 14.
value of the damage index presented in Table 12. Otherwise, mostly in SDOF method, the upper limit of the Damage Index with 95% of confidence level (i.e., Eq. (14) + 2 × σ) is close to the actual damage index calculated directly by FE modelling (see Table 12) and damage index calculated by Eq. (14) based on the rotation values obtained from FE modelling. The comprehensive calculations (not included in this paper) showed that the support rotation values obtained by SDOF methods are mostly less than those obtained by FE modelling which leads to lower DI and also damage index fluctuates between two standard deviations. Therefore, in order to be sure about the predicted DI, and to have a more pronounced safety margin, the upper DI limit should be used for calculations.

In the second part, the proposed GEP models have been used also to further evaluate their extrapolation capabilities. In this regard, four samples of steel columns made of IPB140 and IPB280 sections are selected. IPB280 is selected from Table 1 while IPB140 is outside the range of intended sections presented in Table 1. The input parameters including blast load parameters and mechanical properties of steel material with their corresponding values which are beyond the considered ranges (see Table 8) are presented in Table 14 for each selected configuration. The density, MoE and Poisson’s ratio are set equal to 7850 kg/m³, 210 GPa and 0.3, respectively for all samples. The results of residual axial capacities as well as initial axial capacities of the selected examples obtained from FE analyses and GEP models are presented in Table 15 for both pinned and fixed support conditions. Based on Table 15, it can be seen that in some cases the proposed GEP models have accurately predicted the residual axial capacities in comparison with the FE results, while in some other ones the scatters are more than 50%. In case of initial axial capacity, the proposed formulas (i.e. Eqs. (9) and (10)) provide more reliable estimations in comparison with those formulas proposed for calculating residual axial capacity. In the other words, although the proposed GEP models can be used to calculate the initial and residual axial capacity beyond the range of available data, considering the fact that the GEP method is generally based on interpolation within the input dataset, the results may be close to reality or have a significant error. In general, the use of proposed formulas beyond the considered ranges can provide a primary estimation of a member’s behavior, but the accuracy of the results should be examined through further studies and engineering judgment.

9. Summary and conclusions

In this paper, the damage evaluation of blast loaded of H-section steel columns were investigated. In this regard, a set of 5600 FE modelling of columns in the range IPB180 to IPB550 with different heights, material properties, boundary conditions and exposed loading were randomly generated and numerically investigated via explicit finite element software LS-DYNA. A set of LS-PrePost, MATLAB, LS-DYNA and C# coding was used to link together for FE modelling, analysing the models and extracting and post-processing the results, automatically. By implementing the gene expression programming, some equations were proposed for finding (a) initial axial capacity of H-section steel columns, and (b) residual axial capacity of blast loaded H-section steel columns. Furthermore, an equation has been proposed to relate the damage index based residual axial capacity to the conventional displacement/rotational index. In addition to FE modelling, the conventional SDOF system was written in Matlab software and used to find the support rotation and post-blast behavior of the columns using the proposed relationship between damage index and support rotation criteria. The following conclusions were obtained:

• The proposed equations for residual axial capacity of blast loaded steel columns for both pinned and fixed ends conditions have a very good agreement with the FE results in training, testing and validating parts and all the GEP models have R² values more than 0.94 which indicates a high level of accuracy in predicting the residual axial capacity and can be used to obtain practical and reliable estimates. Moreover the proposed equations can be implemented to determine the response of other H-shape steel sections in addition to IPB sections.

• The proposed equations can be used in the field of reliability analysis of blast loaded steel columns, which demands high numbers of iterations, to reduce the time of analysis.

• Two equations were proposed for determining the initial axial capacities of H-section steel columns with R² values more than 0.997 for both cases of pinned and fixed conditions which indicate very satisfactory accuracy in predicting the initial capacity with approximately maximum scatter of 3.57% respect to FE modelling.

• The results of sensitivity analyses showed that by increasing the R and AFp parameters, the residual axial capacity increases, whereas by increasing the Weff and λmax values, the residual axial capacity decreases. Furthermore, Pp had negligible effect on the residual axial capacity values compared to other input parameters and AFp was the most effective parameter in the proposed GEP models.

• An equation was proposed with R² value of 0.957, to relate the damage index based residual axial capacity to the conventional displacement/ rotational index which can be obtained effortlessly by conventional equivalent SDOF system or FE modelling without need of capturing the post-blast behavior of the column. Additionally a trilinear relationship was also proposed which is more practical and simpler compared to the other one.

• The results indicated that the support rotation criterion is much conservative than the damage index criterion, which leads unavoidably to stronger design of a given structure.

• The results showed that conventional equivalent SDOF method can be used to find the support rotation of the column and consequently the post-blast behavior of column by proposed relationship with a good level of accuracy and less computational time effort. In this regard, in order to be sure about the predicted DI based on SDOF method, and to have a more pronounced safety margin, the upper DI limit should be used for calculations.
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