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Smartphones can be regarded as cameras, natively equipped with geolocation and orientation sensors, making them
powerful, portable, user-friendly and inexpensive tools for terrestrial structure from motion/multiview stereo pho-
togrammetry (SfIM-MVS) surveys. Camera extrinsic parameters (i.e. camera position and orientation), required to
produce fully georeferenced SfM-MVS 3D models are available for the majority of smartphone images via inbuilt
magnetometer, accelerometer/gyroscope, and global navigation satellite system (GNSS) sensors. The precision of
these internal sensors is not yet sufficient to directly use them as input to SfM-MVS photogrammetric reconstruc-
tions. However, when the reconstructed scene is significantly greater than the positional error, camera extrinsic
parameters can be successfully used to register 3D models during post-processing. We present a survey of a 400
m wide vertical cliff to illustrate a workflow that enables the use of smartphone cameras to generate and fully
georeference photogrammetric models without employing ground control points. Survey images were acquired
at a distance of ~350 m to the mapped scene using a consumer-grade smartphone. This survey image dataset was
subsequently used to build an unreferenced 3D model, which was registered during post-processing using
orientation and position metadata tagged to each photograph.

1. Introduction

In many fields within the geosciences, structure from motion/multi-
view stereo (SfM-MVS) photogrammetry (e.g. Westoby et al.,, 2012) has
integrated the light detection and ranging (LiDAR) close-range remote
sensing technique for the production of decimetre to kilometer scale dig-
ital elevation models (DEMs). Typically conducted using only consumer-
grade cameras, DEM built from SfM-MVS photogrammetry employs
highly portable sensors, which is a key consideration for many applica-
tions, such as extraterrestrial field surveys (Caravaca et al., 2019), map-
ping of caves and mines (e.g. De Waele et al., 2018; Triantafyllou et al.,
2019), or in challenging/poorly accessible exposures (Bistacchi et al.,
2015; Giuffrida et al., 2020). The low cost of consumer-grade cameras
has had a transformative impact upon the uptake of close-range remote
sensing within the geosciences, providing an egalitarian approach to
DEM generation, which is practically available to all.

The three dimensional (3D) reconstruction and georectification of
a scene using digital stereo photogrammetry requires the knowledge
of intrinsic and extrinsic camera parameters (e.g. Murtiyoso and
Grussenmeyer, 2017 and references therein). The former are either
available (in the case of calibrated cameras) or obtainable during post-
processing within photogrammetric software (self-calibration), whereas
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the latter parameters (i.e. the camera location and orientation), are either
unavailable or lack sufficient accuracy to be directly used as an input dur-
ing 3D model reconstruction. This is a particularly crucial issue when ac-
quisition sites are highly collinear, which can often be the case in
terrestrial SfM-MVS photogrammetry surveys, especially those mapping
quasi-planar exposures. To circumvent this problem, it is common prac-
tice to omit extrinsic camera parameters during reconstruction and
build an unreferenced and unscaled model within an arbitrary reference
frame (e.g. Bemis et al.,, 2014), and then use the coordinates of at least
three non-collinear key-points in the scene (i.e. Ground Control Points,
GCPs) to rotate, scale, and translate the model to its real-world position/
orientation (e.g. Javernick et al., 2014; James et al., 2017). This procedure
might require additional expensive and cumbersome tools, such as multi-
frequency Global Navigation Satellite Systems (GNSS) sensors, processed
in differential mode, which partially nullifies some of the advantages of
SfM-MVS photogrammetry alluded to above. Recently, the possibility of
using native orientation sensors within smartphones as an alternative to
GCPs to orient unreferenced models, and to evaluate the quality of 3D re-
constructions has been explored (Tavani et al., 2019). Here we expand
that work, investigating the possibility of using smartphone imagery
combined with native GNSS, magnetometer and gyroscope sensors avail-
able within most consumer-grade smartphones to produce georectified
SfM-MVS models. Current GNSS geotagged smartphone images can be lo-
cated with a positional accuracy of a few meters or even less (Teunissen
and Montenbruck, 2017; Robustelli et al., 2019; Chen et al., 2019).
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Depending on the size of the scene, this level of accuracy can be consid-
ered sufficient for many geoscientific applications. For example, hundred
meter to few kilometer wide DEMs produced using unmanned aerial ve-
hicles can be successfully registered with GCPs having meter-level accu-
racy (e.g. Hansman and Ring, 2019). Also, studies seeking to retrieve
orientation data from geological structures exposed along cliffs for a vari-
ety of applications (e.g. fracture analysis for structural studies or slope sta-
bility assessments) require finely oriented 3D models for which absolute
position within the geodetic reference frame does not require meter-level
accuracy (e.g. Mercuri et al., 2020).

This work aims to demonstrate how orientation and positional infor-
mation provided by smartphone sensors can be used to build, evaluate,
and fully georeference SfM-MVS photogrammetric 3D models without
the need to employ GCPs. To do this, we present the results of a
smartphone photo-survey of a 400 m wide inaccessible vertical cliff,
which has been used to generate a fully georeferenced photogrammet-
ric 3D model of the mapped landform.

2. Methods

The proposed workflow for model building and georeferencing is il-
lustrated in Fig. 1 and includes the following steps.

1. Initially, images of the surveyed scene must be acquired using a
smartphone equipped with accelerometer, gyroscope, magnetome-
ter and GNSS sensors. Smartphone images, camera orientation, and
image position in a global coordinate system are the only input
data within our workflow.

2. Images are used to build an unreferenced model (i.e. having arbitrary
scaling, orientation and location) via SfM-MVS photogrammetry in
the form of a point cloud. Here, the term ‘model’ refers to both the re-
constructed scene as well as camera position and orientation.

3. Structure from motion estimated camera orientation associated with
each image of the unreferenced model (‘estimated view direction’
from hereafter) is extracted.

4. The estimated view direction of each image is compared with the
corresponding image view direction measured by the smartphone
(‘measured view direction’ from hereafter). Rotation parameters
(i.e. rotation axis and angle) that are used to match the estimated
view directions with the measured view directions are obtained
from the estimated and measured camera orientations (Tavani

et al.,, 2019). This also enables the user to distinguish photos whose
estimated and measured view directions cannot be successfully
matched. This step can be applied recursively, whereby the rotation
parameters are recalculated after omitting these outliers.

5. The derived rotation parameters are used to rotate the entire
unreferenced model, allowing a correctly oriented 3D model to be
obtained.

6. The position of photos in this oriented model (estimated and rotated
camera XYZ hereafter) is extracted.

7. Estimated and rotated camera XYZ coordinates are compared with
the coordinates registered by the smartphone (measured camera
XYZ hereafter), enabling scaling and translation parameters to be
derived.

8. Application of the scaling and translation parameters to the model
oriented in Step 5 produces a georectified model.

The procedure can be terminated here. However, the following addi-
tional optimization steps can also be applied:

9. The X and Y coordinates of the photos in the georectified 3D
model are extracted (estimated and rotated-translated-scaled
camera XY from hereafter).

10. Estimated and rotated-translated-scaled camera XY are com-
pared with the measured X and Y coordinates, to detect addi-
tional rotation around the vertical axis. This is done by aligning
the two XY datasets in CloudCompare (version 2.10.1 for Linux).

11. Applying this axial rotation to the model provides the oriented,
scaled, centred and finely registered model. This includes both
the point cloud and images, whose position should coincide
with the measured dataset.

Results of this workflow are compared with an aerial LIDAR DEM, to
assess the accuracy of the approach. In detail, after ensuring that no dis-
tortion/error occurs in the SfM-MVS model, we trace in 3D the edge of a
cliff seen in both the aerial LIDAR and SfM-MVS models. Then, we com-
pare the resulting polylines to detect errors in the georeferencing proce-
dure. As no significant doming effect/scene distortion occurs in the
reconstructed model, the correctness of the georeferencing procedure
comes down to relative error of the similarity transformation (scaling,
translation, rotation) performed on the camera centroids. To evaluate
the validity of this transformation, it is not necessary to compare the
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Fig. 1. Workflow for 3D structure from motion/multiview stereo photogrammetry model production and registration from smartphone sensors.



entire model with another 3D model, since the comparison of any 3D
object seen in two models is more than sufficient.

3. Data

The SfIM-MVS photogrammetric model of a 400 m wide vertical cliff
exposed near the Coll de Nargo village, Spain, was constructed using im-
ages captured with a Xiaomi MiA1 smartphone (resolution: 12 mega-
pixel/sensor size: 5.11 x 3.84 mm/focal length: 26 mm/35 mm
equivalent)/(Fig. 2a). A total of 35 photographs were used in the recon-
struction. Images were acquired at a distance of ~350 m from the cliff
(Fig. 2b). Positions are expressed in meters (XY in UTM Zone 31N/Z as el-
evation above sea level; datum WGS84). The XY positioning error, pro-
vided by the smartphone itself ranges between 4.5 and 3.2 m (source
AngleCam App, see below). Smartphone Z positioning error (AZ) is com-
puted by using an aerial LIDAR DEM (datum ETRS89) provided by the
Spanish Instituto Geografico Nacional (http://centrodedescargas.cnig.es/
CentroDescargas/; LiDAR 1st coverage 2008-2015). The aerial LiDAR
DEM has a ground sampling distance of <1.5 m and an altimetric precision
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Fig. 2. Input data for the workflow. (A) Photograph of the cliff. (B) Area of investigation
with position of the photos and frequency distribution of AZ = Z expected in the aerial
LiDAR DTM at the photo XY coordinate - Z value provided by the smartphone.

<0.6 m. AZ is given by the difference between the altitude of the aerial
LiDAR DEM at the given camera XY coordinate and the smartphone mea-
sured Z. The frequency distribution of AZ is illustrated in Fig. 2b, which
shows that Z values provided by the smartphone sensor are on average
~3 m lower than the Z coordinates associated with the reference XY coor-
dinates. It is worth noting that further ~1.7 m must be added to this value,
due to the height of the operator, (i.e. there is an average shift of nearly
—5 m in the smartphone Z values).

Camera attitude (i.e. the trend and plunge: ~1° and ~0.1° precision re-
spectively) were provided by the AngleCam App for Android OS (version
5.2), which combines data provided by the magnetometer and acceler-
ometer/gyroscope. With respect to the trend of the camera view direc-
tion, systematic and random errors are associated with measurements
of the magnetic field (e.g. Novakova and Pavlis, 2017; Allmendinger
et al,, 2017). These errors are sourced by both the sensor itself (i.e. the
magnetometer) and the natural variability of the earth's magnetic field,
and therefore they cannot be easily accounted for. For this reason, as illus-
trated below, the georeferencing proposed here only relies on position
data, whilst trend data provided by the magnetometer are used only to
assess the quality of the model. Data provided by the accelerometer/gyro-
scope are instead required to constrain the plunge of the view direction,
which in turn is a critical input within the model registration procedure.
Accordingly, we have conducted an ad hoc stability/accuracy test to com-
pare dip data provided by the smartphone with dip data collected using a
Silva compass-clinometer (Supplementary material: Fig. S1). The test ev-
idenced that data provided by the two tools are almost identical, with a
discrepancy of 0.6° (£1°).

4. Modelling results

SfM-MVS processing of the Coll de Nargo outcrop photos in Agisoft
Metashape (formerly PhotoScan; version 1.5.4 for Linux) resulted in
the construction of an unreferenced dense point cloud of ~1.78 x 10°
points, covering an area of 90,449 m?, corresponding to a resolution of
~20 points/m?.

The view directions of the 35 photos in the model's arbitrary ref-
erence frame are presented using stereographic projection in Fig. 3a.
Note that in the ‘pre-alignment’ stereoplot we have indicated the es-
timated view direction and the measured view direction. Following
the procedure described in Tavani et al. (2019), we retrieve the rota-
tion axis and rotation angle to be used to align the estimated view di-
rections to the measured equivalents. The rotation axis, the
estimated-and-rotated view directions, and the measured view di-
rections are indicated in the ‘aligned’ plot within Fig. 3a. After the
alignment procedure described above, the quality of the reconstruc-
tion can be evaluated by computing the angular difference between
the estimated-and-rotated view direction and the measured view di-
rection (Ag). The frequency distribution of the absolute values of Ag
for the Coll de Nargo outcrop test case is presented in Fig. 3b. Ag ver-
sus location along the survey path (i.e. the normalised distance of
each photo from the westernmost photo) and the trend of the mea-
sured view directions are shown in Fig. 3¢ and d respectively. Note
that these plots indicate negligible distortion in the model, as A§, is
almost insensitive to the position along the path and the measured
view direction. It is worth noting at this point that under these cir-
cumstances (i.e. Y not related with X) the R? value of the best fit
line becomes an irrelevant parameter. However, as shown in Fig.
3b, some photos are characterized by large values of Ag. Such high
values are due to measurement or reconstruction errors, or a combi-
nation of both. To evaluate if these photos negatively affect the reg-
istration of the model, we removed seven images from the camera
orientation dataset, with a threshold for omission being set at Ag >
4°, Rejection of these low orientation quality images leads to the cre-
ation of a new model (Model 2: note that the reconstructed scene re-
mains constant for both models, but the dataset on which the
rotation and quality check is computed changes). The rotation axis
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and angle for Model 2 are only slightly different to those of Model 1
(Fig. 3a). Scatterplots of A versus the position along the survey path
and the trend of the measured view direction are comparable to
those of Model 1, as indicated by the close values of the best-fit re-
gression lines (Fig. 3¢, d). A further model is created at this step
(Model 3), by removing six photos having an absolute value of A >
2° from Model 2. Finally, the rotation parameters for Model 3 are
assessed (Fig. 3).

The unregistered model built with the entire photographic dataset is
rotated using the three rotation axes and angles defined for the three
models, producing three oriented 3D models; the three models are
then translated and scaled. The translation vector for each model is ob-
tained by aligning the centroid of the GNSS measured camera location
dataset to the SfM estimated camera locations. The scaling factor is ob-
tained by dividing the sum of the distances of each photo from the cen-
troid in the measured camera location dataset by the sum of the
distances of each photo from the centroid in the estimated and rotated
camera XYZ dataset. This procedure can be further optimized by using
the estimated and transformed camera XY coordinates. These coordi-
nates are aligned to the measured camera XY coordinates using the
alignment function of the CloudCompare software package. This pro-
duces the rotation around a vertical axis of the transformed camera
locations.

The measured camera XY coordinates and the similarity trans-
formed camera XYZ coordinates for the three models are presented in
Fig. 4. For each model, we also provide the frequency distribution of
AZ and AR. As previously described (note that the displayed images
have been acquired at 1.7 m above ground level due to the acquisition
height of the operator), the true vertical difference between the control
and test models (AZ) is nearly 5 m. AR is the distance in the XY plane
between the similarity transformed/optimized camera position and
the measured camera position. Both parameters are comparable in the
three models, indicating that (i) on average, the reconstructed position
is 5 m above the true surface level, and (ii) the horizontal distance be-
tween the reconstructed and measured XY position is approximately
equal to the smartphone positioning error (i.e. 3.2 to 4.5 m as previously
mentioned).

5. Model comparison with aerial LIDAR DEM

Having established the absence of any significant distortion in the
reconstructed SfM-MVS model, assessing the quality of the model
merely implies assessing the quality of the georeferencing procedure.
This is achieved by comparing a morphological feature recognizable in
the photogrammetric models with the equivalent feature in the aerial
LiDAR control DEM. To achieve this objective, a 0.5 m/px orthophoto is
draped onto the aerial LiDAR DEM in MOVE (Petroleum Experts Ltd.,
version 2019), where we digitize the upper edge of the cliff (Fig. 5a).
The cliff is also digitized in the three photogrammetric models directly
in Agisoft Metashape (Fig. 5b) and the resultant polylines are imported
in MOVE. In Fig. 6 each polyline interpreted from the three photogram-
metric datasets is shown in nadir view for comparison with the polyline
interpreted from the aerial LIDAR DEM. Projection of each digitized lin-
eament in vertical section is also shown, with the trace of the section
being indicated on the map. These maps show that in order to match
the two polylines, polylines interpreted from the photogrammetric
models must be rotated anticlockwise around a vertical axis by 2.5°
(Model 1), 1° (Model 2) and 0.5° (Model 3) respectively. The sections
show a vertical shift of polylines interpreted from the photogrammetric
models with respect to the aerial LiDAR-derived polyline of 40 m

Average = 2.9 Average = 3.0

o
Frequency

5

>
%)
&
[9)
=
o
0
2

LC

1°1508"E

=5+ 0 5 510315

r1510€ 1215126 CUCEEBE,.

Frequency ©
(o]
Frequency

5 10,15

1°15'10"E 1°15'12°E m

1°15'08"E

Average = 3.4

Frequency ©
Frequency o

= :
1°15'12"E m

1°15'08"E 1°15'10"E

Fig. 4. Reconstructed camera positions after model georeferencing and comparison with
measured position. For each model, we show the measured (black circles) and
reconstructed (colored) position, with the positioning error provided by the
smartphone's internal GNSS sensor (yellow circle). The frequency distribution of AZ and
AR are also provided. AZ = Z expected in the aerial LIDAR DEM at the reconstructed
camera XY coordinate - Z value provided by the smartphone. AR = distance between
the measured and reconstructed XY coordinates. Average values and standard deviation
of AZ and AR are also indicated.

(Model 1), nearly 9 m (Model 2) and 6.4 m (Model 3). These values in-
clude both the vertical shift due to the previously described Z transla-
tion and disparities in the rotational transform. Given that the
distance between the reconstructed scene and surveys stations is nearly
350 m, the rotation component is about 0.6° and 0.2° for Model 2 and 3,
respectively, indicating a progressive decrease in errors from Model 1 to
Model 3 (i.e. a progressive decrease of errors when omitting cameras
with appreciable deviation in estimated orientation of the camera opti-
cal axis).

Fig. 3. Photo orientation analysis and the models' resultant reconstruction quality assessment. (A) Lower hemisphere stereographic projection of photo's view directions measured with
the smartphone and reconstructed in the reference frame of Agisoft Metashape. For each model, the two stereoplots show view direction before and after the alignment. In the ‘aligned’
stereoplots, the rotation axis and angle are also indicated. (B) Frequency distribution of the absolute difference between the measured and the estimated-and-rotated photo orientation
parameters (i.e. A¢) for the three models. (C) Plots relating A to the normalised position along the survey path for the three models. (D) Plots relating A to the measured view direction

for the three models.



Fig. 5. Digital models of the same cliff used for quality checking. (A) Aerial LIDAR DEM. (B) 3D model constructed using smartphone images. In both models, the edge of the cliff is displayed

as a polyline.
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Fig. 6. Comparison between a polyline digitized in the aerial LIDAR DEM (black continuous lines) and in the 3D photogrammetric models (colored continuous lines). For each model, we
show the projection of polylines in map view and along a vertical section (the section trace is indicated in the section). Dashed colored lines represent the digitized photogrammetric
polylines after rotation around a vertical axis (in map view the rotation angle is indicated) and vertical translation (section: the vertical translation is indicated).

6. Discussion

Over the past decade, smartphone cameras have become increas-
ingly pixel-dense whilst being equipped with progressively larger sen-
sors, allowing to use these devices instead of digital single-lens reflex
or mirrorless cameras, for the photo acquisition stage in SfM-MVS pho-
togrammetric reconstruction (e.g. Sofia et al.,, 2017; Jaud et al., 2019).
Here we have used a smartphone, not only to acquire photos but,
more importantly, to explore the possibility of using the smartphone
sensors for registering the resulting photogrammetric reconstruction.

The first source of error in the proposed workflow relates to geomet-
ric distortions in the reconstructed surface emanating from SfM-MVS
processing. In SfM-MVS photogrammetric models, gross errors due to
erroneous image alignment are easily detectable by visual inspection
of the model. However, ostensibly accurate reconstructions still can be
affected by errors and, in particular, by the ‘doming effect’, which mani-
fests as a scene-wide folding of the reconstructed scene (James and
Robson, 2014). Comparison between measured and estimated photo
orientation (i.e. assessing the value of Ag) allows doming effects to be
detected (Tavani et al., 2019). In cases with negligible doming, Ag
should not relate with the trend of the measured view direction (best-
fit linear regression with a slope of ~0°). A§ versus the position along
the survey path is instead characterized by a best-fit linear regression
with a slope of 1.6° (Fig. 3). This means that a distortion of 1.6° occurs
between the two edges of the photogrammetric outcrop model of the
Coll de Nargo case presented in this study, which for a 400 m wide
scene can be considered relatively negligible.

The second source of error lies in the smartphone magnetometer
and accelerometer/gyroscope, which affect both the computation of
Ag and the final model registration. The trend and plunge of the view

direction of the captured photos are provided by the magnetometer
and accelerometer/gyroscope respectively, with the initial stage of
model registration performed using the aforementioned measure-
ments. However, in our procedure, errors in the measurement of the
trend are later tackled by a second registration step (which uses the
camera XY coordinates to rotate the model around a vertical axis). Con-
versely, errors in the measurement of the plunge are not mitigated, and
the rotation around the horizontal axis relies entirely on the informa-
tion provided by the accelerometer/gyroscope. We have shown that
the difference between manual dip angle measurements obtained by a
Silva compass-clinometer diverges by less than 1° from the measure-
ments obtained by using native smartphone sensors. Moreover, Models
2 and 3 are characterized by rotation around a horizontal axis of less
than 0.6°, providing anecdotal confirmation of the robustness of data
provided by the accelerometer/gyroscope.

The procedure for registering the model in the post-processing stage
is affected by other errors associated with the estimation of camera lo-
cations. Specifically, these errors relate to (i) the GNSS positional mea-
surement carried out with the smartphone and (ii) pose estimation
during structure from motion photogrammetric reconstruction. Posi-
tioning errors affect registration in three ways. Firstly, by introducing
discrepancies in each camera centroid. We estimate that this error is
<4 m laterally (note that this error is close to the estimated error pro-
vided by the GNSS system) and, as detailed above, about 5 m vertically.
The second impact relates to the rescaling of the model. An average po-
sitioning error of about 4 m for a 200 m long acquisition path implies a
maximum admissible scaling error of ~2%. The third issue concerns the
rotation around the vertical axis, which in our procedure is constrained
by the estimates of lateral camera position provided by the smartphone
GNSS: a positioning error of 4 m for the XY coordinates for a 200 m long



acquisition path implies a maximum angular error of 1.4° (i.e. arctan-
gent(4/200)). These maximum errors, however, apply only if the posi-
tion of photographs in the SfM-MVS photogrammetric model is
properly reconstructed for all the photos.

We have shown that incorrectly positioned photos can be recog-
nized by using the Ag parameter. Omitting cameras with appreciable
deviation in estimated orientation of the camera optical axis provides
resultant error characteristics in line with the maximum expected er-
rors alluded to above. Model 3 is characterized by rotation about a ver-
tical axis of 0.5°. For this model, the rotation about the horizontal axis
coincident to the average photo view direction is zero and the rotation
about the horizontal axis perpendicular to the two previous ones is
about 0.2°. Scaling errors or lateral shift is not detectable in any of the
presented models. Representing the largest error present in the SfM-
MVS generated model datasets, a vertical translation of 5 m is, however,
readily recognizable, attributable to the single-frequency GNSS sensor.

High-resolution DEMs are the main input data for a variety of geo-
morphological studies seeking to characterise landforms and Earth
surface processes (e.g. Wilson and Gallant, 2000; van Asselen and
Seijmonsbergen, 2006). LiDAR sensors and optical cameras equipped on
terrestrial and airborne systems permit the production of such high-
resolution DEMs. Different combinations of surveying methods and tech-
niques have limitations and advantages, relating to their cost, logistics of
operation and achievable resolution, accuracy and precision. Surveys of
vast and/or low-relief areas typically require airborne systems (e.g.
Székely et al., 2009; Persendt and Gomez, 2016), whereas vertical take-
off and landing unmanned aerial vehicles (UAV i.e. drones) are preferred
for mapping high-slope areas. However, UAV based photogrammetry has
limited flight times (typically <30 min) due to lithium polymer (LiPo) bat-
tery duration capacity. Thus, terrestrial surveys offer cost and portability
advantages over UAV surveys (e.g. Piermattei et al., 2015), albeit with
the disadvantage of a greater propensity for data-shadows and/or scene
occlusions where steep cliffs have benches and stepwise geometries.
The need of GCPs to georeference SfM-MVS photogrammetric models
partially nullifies some of the advantages of terrestrial SfM-MVS photo-
grammetry. In particular, the portability of GNSS sensors used to retrieve
the position of GCPs, along with the necessity of physical placement of
GCPs within the scene may represent critical limitations. Here, we have
shown that both issues can be addressed using smartphone's cameras,
to produce terrestrial SfM-MVS photogrammetry models that can be
fully georectified using data provided by the smartphone's GNSS, acceler-
ometer/gyroscope and magnetometer sensors. The main limitations of
the proposed procedure are: (1) low-relief landforms or horizontal out-
crops cannot be reconstructed and (2) there is an appropriate scale for
which this approach can be used. Apart from the photo ground sampling
distance (controlling the maximum theoretical resolution of SfM-MVS
photogrammetry models), the scale of the reconstructed scene is deter-
mined by the ratio between the accuracy of the smartphone's GNSS sen-
sor and the width of the scene/acquisition area. In this sense, we have
shown that satisfactory georeferencing can be achieved only when posi-
tioning error is less than 1-2% of the width of the acquisition area/recon-
structed scene. In essence, the proposed method can be particularly useful
for the mapping and monitoring of high-relief slope landforms such as
wide rocky cliffs or banks of incised valleys.

7. Conclusions

In this work we have proposed a novel workflow that utilizes
consumer-grade smartphone sensors to produce fully georeferenced
SfM-MVS surface reconstructions of large-scale (i.e. a few hundred me-
ters to several kilometers wide) scenes. Information provided by the
GNSS, accelerometer/gyroscope and magnetometer allows registering
3D surface reconstructions obtained by SfM-MVS image processing
toolchains, without the need for GCPs, provided the doming effect of
the SfM-MVS photogrammetric reconstruction is negligible and that
the reconstructed scene is considerably larger than the mean GNSS

error. The proposed workflow allows geoscience practitioners to pro-
duce georectified 3D models whilst eliminating the need for expensive
and cumbersome positioning tools. For several hundred-meter-wide
scenes, the error is negligible in terms of scaling and positioning,
whereas rotations of less than 1° about vertical and horizontal axes
can be routinely attained.
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