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Abstract—We propose two training techniques for improving the robustness of Neural Networks to adversarial attacks, i.e. manipulations of the inputs that are maliciously crafted to fool networks into incorrect predictions. Both methods are independent of the chosen attack and leverage random projections of the original inputs, with the purpose of exploiting both dimensionality reduction and some characteristic geometrical properties of adversarial perturbations. The first technique is called RP-Ensemble and consists of an ensemble of networks trained on multiple projected versions of the original inputs. The second one, named RP-Regularizer, adds instead a regularization term to the training objective.

Index Terms—Adversarial robustness, Randomization, Regularization, Computational efficiency

I. INTRODUCTION

Adversarial examples [1] are small perturbations of the input data, specifically designed to induce wrong predictions in machine learning models, even for those achieving exceptional accuracy and with a high confidence in the wrong predictions. Such perturbations are often not even recognizable by humans [2, 3], thus developing suitable defense strategies is crucial in security-critical settings, and especially in computer vision algorithms (e.g. road signs recognition, medical imaging or autonomous driving [4]).

Defense research is currently focusing on different strategies for preventing this kind of vulnerability: deriving exact robustness bounds under some theoretical constraints [5], analyzing the robustness to particularly strong attacks [6], designing defenses that are specific for the chosen attack [7], or developing general training algorithms and regularization techniques which improve resilience to multiple attacks.

Random projections of the input samples into lower-dimensional spaces have been extensively used for dimensionality reduction purposes, but in this work we are mostly interested in using them for providing robustness and regularization guarantees against the adversaries. Our main inspiration for this work is the Manifold Hypothesis [7, 8, 9], which models data as being sampled from low-dimensional manifolds, corresponding to the classification regions, embedded in a high-dimensional space [10]. Therefore, decision boundaries are represented as hypersurfaces of the embedding space. Such approach allows to face the problem of high-dimensionality of the input space, since the number of samples required for learning grows exponentially with the dimension of the space. Geometrical inspections related to this phenomenon lead us to the idea of using random projections of the input data as a defense. We observe that projected versions of the original data are easier to learn and lie in less complex regions of the space.

We propose a training technique, called RP-Ensemble [II-A], which improves the robustness to adversarial examples of a pre-trained classifier. This method projects the input data in multiple lower dimensional spaces, each one determined by a random selection of directions in the space. Then, it trains a new classifier in each subspace, using the corresponding projected version of the data. Finally, it performs an ensemble classification on the original high dimensional data. In Sec. [I-B] we also define a regularization term for the training objective, named RP-Regularizer. This technique combines the norm of the loss gradients, intended as a measure of vulnerability, and the expectation over random projections of the inputs. In doing so, we aim at exploiting relevant adversarial features during training.

We evaluate the adversarial vulnerability of the resulting trained models and compare them to adversarially trained robust models (Sec. [II]). Finally, we discuss the scalability and parallelizability of RP-Ensemble.

II. METHODOLOGY

In the next sections we will refer to $d$-dimensional data samples and to neural network models of type $f(\cdot, \theta) : \mathbb{R}^d \rightarrow \mathbb{R}^K$, with learnable weights $\theta$, solving a classification problem on $K$ classes.

A. RP-Ensemble

RP-Ensemble method is built upon a pre-trained model and can be regarded as a fine tuning technique for adversarial robustness. Let $X \in \mathbb{R}^{n \times d}$ be the $n$ original $d$-dimensional training examples, represented in matrix form, and let $g(\cdot, \theta) : \mathbb{R}^d \rightarrow \mathbb{R}^K$ be the pre-trained network.
First, we project the whole dataset into \( p \) different subspaces of dimension \( k \leq d \), using Gaussian random projection matrices \( \{R_j\} \). Each projection matrix \( R_j \in \mathbb{R}^{k \times d} \) maps the input data \( X \) into its \( k \)-dimensional projected version \( \mathcal{P}_j(X) = XR_j^T \in \mathbb{R}^{n \times k} \), using \( k \) random directions.

The elements of each random matrix \( R_j \) are independently drawn from a \( \mathcal{N}(0,1/k) \) distribution. This particular choice is motivated by Johnson-Lindenstrauss Lemma (II.1), ensuring that the Euclidean distance between any two points in the new low-dimensional space is approximately very close to the distance between the same points in the original high-dimensional space \( \mathbb{R}^d \).

**Lemma II.1** (Johnson-Lindenstrauss Lemma). Given a set of \( n \) points \( \mathcal{M} \subset \mathbb{R}^d \), let \( \epsilon \in (0,1/2) \), \( k > 8 \log n/\epsilon^2 \) and \( A \in \mathbb{R}^{k \times d} \) be a matrix whose entries have been sampled independently from \( \mathcal{N}(0,1/k) \).

Then, for any couple of points \( u,v \in \mathcal{M} \) the following inequality holds
\[
P\left((1-\epsilon)||u-v||^2 \leq ||Au-Av||^2 \leq (1+\epsilon)||u-v||^2 \right) \geq 1 - 2e^{-(\epsilon^2-\epsilon^3)k/4}.
\]

Notice that any two independently randomly chosen vectors in a high dimensional space are almost orthogonal with probability close to one and nearly have the same length [12].

In a high dimensional space are almost orthogonal with each other. This \( k \)-dimensional columns of a random matrix \( R_j \) generated from a Gaussian distribution are almost orthogonal to each other. This procedure yields to a projection in the subspace generated by the columns of \( R_j \).

Next, we train a classifier \( \psi_j(y_i, \theta_j) : \mathbb{R}^k \rightarrow \mathbb{R}^K \) in each projected subspace on the corresponding projected version of the data \( \mathcal{P}_j(X) \). The architecture of the \( \psi_j \)-s mirrors that of the pre-trained network \( g \), except for the first layer, which is adapted to the size of the projected lower dimensional input. Notice that the \( \psi_j \)-s do not share their weights nor the inputs, thus the backpropagation algorithm during the training phase stops at the projected data \( \mathcal{P}_j(X) \).

Finally, we perform an ensemble classification on the original high dimensional data, by summing up the probability distributions from all the projected classifiers together with the predictions from the pre-trained classifier \( g \). Let \( p_{\psi_j}, p_g \) be the probability mass functions for the classifiers \( \psi_j \) and \( g \). The classification of an input sample \( x_i \in \mathcal{X} \) is given by
\[
y_i := \arg\max_{y=1,\ldots,K} \left( \sum_{j=1}^p p_{\psi_j}(y|\mathcal{P}_j(x_i)) + p_g(y|x_i) \right),
\]
for each \( i = 1, \ldots, n \).

**B. RP-Regularizer**

RP-Regularizer is a variant of Total Variation regularization, a well known denoising approach in image processing [13], already used in [14] as a regularization term for improving adversarial robustness. Its computation for a network \( f(\cdot, \theta) \) is made tractable by a numerical approximation on the labeled dataset \( D = \{(x_i, y_i)\}_{i=1,\ldots,n} \), e.g.
\[
||\nabla_x f||_L^1 \approx \frac{1}{n} \sum_{i=1}^n \left| \nabla_x \ell(f(x_i, \theta), y_i) \right|,
\]
which is less complex w.r.t. the computation of the full gradient \( \nabla_x f \). Here \( \ell \) is the training loss function and \( n \) is the number of training samples. Our regularization term, instead, is computed in the \( L_2 \)-norm on suitable random projections of the input points.

The first step consists in sampling the components of the random matrices \( R_j \in \mathbb{R}^{k_j \times d} \) from a Gaussian distribution, as was done in section II-A for RP-Ensemble, but with a randomly chosen projection size \( k_j = 1, \ldots, d \). Then, we project the input data matrix \( X \) in a \( k \)-dimensional subspace
\[
\mathcal{P}_j(X) = XR_j^T \in \mathbb{R}^{n \times k_j},
\]
\( R_j \) being the \( j \)-th projection matrix, for all the projection indexes \( j = 1, \ldots, p \).

Since the penalty for the objective needs to depend on the network’s weights at the current training step, we want to map the projections \( \mathcal{P}_j(X) \) back into the original \( d \)-dimensional space. We do this by means of Moore-Penrose pseudo-inverse [15] \( R_j^+ \) of \( R_j \) and apply it to the projected points
\[
\mathcal{P}_j^+(\mathcal{P}_j(X)) = XR_j^{+T}(R_j^T)^T \in \mathbb{R}^{n \times d}.
\]

Fig. 1 shows an example of this procedure on the MNIST dataset [16]. In a nutshell, it builds on the two projection operators
\[
\mathcal{P} : \mathbb{R}^{n \times d} \rightarrow \prod_{j=1}^p \mathbb{R}^{n \times k_j},
\]
\[
\mathcal{P}^+ : \prod_{j=1}^p \mathbb{R}^{n \times k_j} \rightarrow \prod_{j=1}^p \mathbb{R}^{n \times d}.
\]

The pseudo-inverse is a generalized inverse matrix. It exists and is unique for any given real rectangular matrix and the resulting composition \( R_j^T(R_j^+)^T \) is an orthogonal projection operator on \( \mathbb{R}^d \).

Let \( \ell \) be the training loss function. We propose two possible formulations for the regularization term \( \mathcal{R}(\theta) \) of the objective \( J(\theta) = \ell(\theta) + \lambda \mathcal{R}(\theta) \) on a set of weights \( \theta \). The first one, namely \( \mathcal{R}_{\psi_1} \), adds a penalty which is proportional to the expected norm of the loss gradients computed on the projected data
\[
\mathcal{R}_{\psi_1} = \mathbb{E}_x \left[ \mathbb{E}_P \left[ ||\nabla_x \ell(f(\mathcal{P}^+(\mathcal{P}(x), \theta), y)||^2 \right] \right] \approx \frac{1}{np} \sum_{j=1}^n ||\nabla_x \ell(f(\mathcal{P}_j^+(\mathcal{P}_j(x), \theta), y_j)||^2, \quad (1)
\]

The natural interpretation of $R_{v1}$ is that it allows to minimize loss variation across the $P^j_1 P_j(x_i)$-s.

The second one, $R_{v2}$, minimizes the variation of the loss gradients on the original inputs in randomly chosen projected subspaces

$$R_{v2} = \mathbb{E}_x \left[ \mathbb{E}_p \left[ \left\| P \left( \nabla_x \ell(f(x, \theta), y) \right) \right\|_2 \right] \right]$$

$$\approx \frac{1}{np} \sum_{i=1,...,n} \left\| P_j \left( \nabla_x \ell(f(x, \theta), y_i) \right) \right\|_2^2 \quad (2)$$

At each training step we perform a finite approximation of the expectations on minibatches of data, by randomly sampling the directions, the dimension of the projected subspace and the number of projections.

The two regularization terms $R_{v1}$ and $R_{v2}$ are equivalent as $k \to \infty$.

**Theorem II.1.** Let $R_{v1}$ and $R_{v2}$ be the regularization terms defined in Eq. 1 and Eq. 2 where $P : \mathbb{R}^d \to \mathbb{R}^k$ is a random projection such that the elements of the orthogonal random matrix $R$ are sampled from $N(0, 1/k)$. If $k \in O(d)$ then $R_{v1} \approx R_{v2}$ as $k \to \infty$.

We provide a formal proof of Theorem II.1 in Section VI-C of the Appendix.

### III. Experimental Results

We evaluated the proposed methods on image classification tasks with 10 classes, using MNIST [16] and CIFAR-10 [17] dataset. Our baseline models are Convolutional Neural Networks with ReLU activation functions. We achieved 99.13% accuracy on MNIST and 76.52% on CIFAR-10. The adversarial attacks in our tests are Fast Gradient Sign Method (FGSM) [6], Projected Gradient Descent (PGD) [2], DeepFool [18], and Carlini and Wagner (C&W) in the $L_\infty$ norm [19]. The attacks just mentioned are described in Section VI-B of the Appendix. In all such cases, the maximum distance between an image and its adversarial perturbation is set to $\epsilon = 0.3$. These methods fall in the white-box category, i.e. they have complete knowledge of their target network. However, due to the transferability property of the attacks, they could also be effective on unknown models.

Simulations were conducted on a machine with 34 single core Intel(R) Xeon(R) Gold 6140 CPU @ 2.30GHz processors and 200GB of RAM. We made an extensive use of Tensorflow [20] and IBM adversarial-robustness-toolbox [21] libraries.

#### A. Adversarial robustness

Our approach for evaluating the robustness consists in testing the baseline models against several adversarial attacks, using the generated attacks to perform adversarial training on the baselines and, finally, comparing RP-Ensemble and RP-Regularizer with these robust baselines. Such procedure is intended to investigate the generalization capabilities of our methods, which are completely unaware of the chosen attacks, yet compared to models that should exhibit ideal performances against the adversaries, i.e. the adversarially trained ones.

We trained multiple versions of RP-Ensemble, using all the possible combinations of number of projections and size of the projected subspaces shown in Table II. The choice of the classifiers in RP-Ensemble is arbitrary and does not require any model selection step. Indeed, in our experiments each classifier $\psi_j$ is indexed by the seed $j$ used for sampling the projection matrix $R_j$.

We trained a single version of RP-Regularizer on each dataset, by uniformly sampling the number of projections and size of each projection at each training step, as reported in Table IV. We computed the pseudo-inverse matrix $R_j^\dagger$ by using the SVD decomposition of $R_j$, in order to ensure numerical stability.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of projections</th>
<th>Projection size</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>6, 9, 12, 15</td>
<td>8, 12, 16, 20</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>3, 6, 9, 12</td>
<td>4, 8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of projections</th>
<th>Projection size</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>$n_{proj} \sim U(2, 8)$</td>
<td>$size_{proj} \sim U(15, 25)$</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>$n_{proj} = 1$</td>
<td>$size_{proj} \sim U(5, 10)$</td>
</tr>
</tbody>
</table>

We crafted adversarial perturbations on the original test set using the baseline model, then tested the robustness of RP-Ensemble to the adversaries in terms of prediction accuracy, both on MNIST (Fig. 2) and CIFAR-10 (Fig. 3). Tables III and IV in the Appendix report the exact numerical values for the prediction accuracy. RP-Ensemble brings a general improvement in the adversarial robustness of the baseline model.

Adversarially trained robust models show great results on their
target attacks but perform poorly on the other ones, while RP-Ensemble preserves its robustness across the different attacks.

RP-Regularizer is able to reach competitive performances in comparison to the SOTA models on MNIST (Fig. 4). Prediction accuracies are higher on DeepFool and Carlini & Wagner attacks than on FGSM and PGD, suggesting that this method performs better on algorithms which are optimized to produce perturbations that are closer to the original samples (e.g. C&W), rather than faster in computation (e.g. FGSM). The results are less striking on CIFAR-10 (Fig. 5), but we stress that the robustness of RP-Regularizer improves as the number of projections increases and that on CIFAR-10 we kept it low (always equal to 1) to maintain a balance between computational efficiency and adversarial accuracy. The trade-off between these two objectives needs to be further explored.

In RP-Regularizer $\ell$ is a cross-entropy loss function.

B. Computational efficiency of RP-Ensemble

Classifiers $\psi_j$ from PR-Ensemble are defined in independent projected subspaces, thus their training can be efficiently parallelized. This allows to keep its training time close to that of the baseline, or even lower when choosing a small number of projections (Fig. 6).

Moreover, pairwise distances between the projected points are nearly preserved, so the projected versions of the original images contain most of the original information. This implies that the projection classifiers $\psi_j$ are computationally efficient, due to the dimensionality reduction of their inputs, and are
Fig. 5. Test accuracy of RP-Regularizer on CIFAR-10. We compare the baseline model, the adversarially trained robust models and two different versions of RP-Regularizer model, namely $R^1$ (eq. 1) and $R^2$ (eq. 2). Adversarial perturbations are produced on the baseline model using FGSM, PGD, Deepfool and Carlini & Wagner attacks.

also able to learn features which turn out to be significant as a defense against the attacks.

Fig. 6. Training time of RP-Ensemble on MNIST and CIFAR-10. We compare its efficiency to that of the baseline models and the adversarially trained robust models.

IV. RELATED WORK

A. Adversarial training

One of the simplest and most effective approaches for learning robust models is adversarial training [6]. This process consists in training a classifier by including adversarial examples in the training data, thus it allows to directly convert any attack into a defense. The biggest limitation of this approach is that it tends to overfit the chosen attack, meaning that the adversarially trained model perform well on the attacks which they learned to defend from, but might show poor transferability on other threats. Adversarial training could be interpreted as a form of data augmentation, which significantly differs from the traditional approach: instead of applying transformations that are expected to occur in the test set (translations, rotations, etc.), only the most unlikely examples are added. This method corresponds to a dilation of the manifold: adversarial examples are learned in a halo around the surface, which makes the manifold smoother [22]. In this regard, it should be noted that RP-Ensemble does not perform any data augmentation in the original high dimensional space, since the projected data samples lie in new subspaces. RP-Regularizer, instead, produces new high dimensional examples, which could be formulated as perturbations of the original ones.

In [14] Finlay et al. show that regularization of the loss on the inputs improves adversarial robustness. In particular, they notice that the Total Variation regularization [13] can be interpreted as the regularization induced by a single step of adversarial training on gradient-based attacks.

B. Randomization in a high codimension setting

Randomization has been proven effective as a defense [23, 24], a detection [25] and a regularization [26] strategy against adversarial attacks. Xie et al. [27] apply two random transformations to the input images, Liu, Cheng, Zhang and Hsieh [28] add random noise between the layers of the architecture, Dhillon et al. [29] randomly prune activations between the layers, Xu, Evans and Qi [30] and Liao and Wagner [31] propose input denoising and feature denoising methods. The reasoning behind these techniques is that NNs are usually robust to random perturbations [32], thus incorporating them in the models might weaken adversarial perturbations.

We also explore the geometrical properties related to randomization. Khuory et al. [10] first highlighted the role of codimension in the generation of adversarial examples. Their analysis suggests that adversarial perturbations mainly arise in the directions that are normal to the data manifold, so as the codimension in the embedding space increases there is a higher number of directions in which one could build adversarial perturbations. Our framework is strongly influenced by this finding, as it suggests that by randomly selecting directions it should be more likely to catch features that are significant in the adversarial context.

C. Bayesian interpretation of ensembles

Recent findings suggests a connection between ensembles of NNs and Bayesian NNs, where the goal is to learn the posterior distribution on the weights and use it to perform predictive inference on new observations. Lakshminarayanan, Pritzel and Blundell presented Deep Ensembles [33] as a computationally cheap alternative to Bayesian NNs. Dropout has been used to estimate the predictive uncertainty in MC-Dropout ensembles [34]. Latest research also shows that Bayesian inference is effective at learning adversarially robust models [35, 36]. Moreover, it has been proved that, under specific theoretical assumptions, Bayesian NNs are robust to gradient-based attacks [37].

D. Robustness in a chosen norm

The robustness of classifiers is strongly related to the geometry of the learned decision boundaries. In fact, in order
to learn robust decision boundaries, a model has to correctly classify all the input points lying in a neighbourhood of the data manifold. In particular, adversarially perturbed points always lie extremely close to the decision boundaries [22]. But robustness conditions change under different $p$-norms, meaning that no single decision boundary can be optimally robust in all norms [10]. E.g. if a classifier is trained to be robust under $L_\infty$ norm, poor robustness under the $L_2$ norm should be expected. In general, no distance metric can be considered a perfect measure of similarity [19], so one of the strengths of our methods is that they are totally independent on the norm chosen for the attacks.

V. CONCLUSIONS

Adversarial examples show that many of the modern machine learning algorithms can be fooled in unexpected ways. Both in terms of attacks and defenses, many theoretical problems still remain open. From a practical point of view, no one has yet designed a powerful defense algorithm which could be suitable against a variety of attacks, with different degrees of knowledge about models under attack and their predictions. The most effective defense techniques, e.g. adversarial training, are still too computationally expensive.

We empirically showed that random projections of the training data act as attack-independent adversarial features, that can be used to provide better resilience to adversarial perturbations. We proposed a fine-tuning method and a regularization method, both based on the computation of random projections of the inputs. As future work we plan to improve the computational cost of RP-Regularizer and to compare the performances of our methods to that of other regularization methods, both based on the computation of adversarial training, are still too computationally expensive.
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VI. APPENDIX

A. Prediction accuracy

<table>
<thead>
<tr>
<th>Prediction accuracy (%)</th>
<th>Test set</th>
<th>FGSM</th>
<th>PGD</th>
<th>DeepFool</th>
<th>C&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>99.13</td>
<td>5.91</td>
<td>0.71</td>
<td>34.83</td>
<td>28.96</td>
</tr>
<tr>
<td>Adversarially trained models</td>
<td>FGSM</td>
<td>99.13</td>
<td>98.91</td>
<td>32.55</td>
<td>96.08</td>
</tr>
<tr>
<td>FGSM</td>
<td>99.10</td>
<td>4.60</td>
<td>0.92</td>
<td>99.02</td>
<td>98.34</td>
</tr>
<tr>
<td>PGD</td>
<td>99.10</td>
<td>4.60</td>
<td>0.92</td>
<td>99.02</td>
<td>98.34</td>
</tr>
<tr>
<td>DeepFool</td>
<td>99.10</td>
<td>14.74</td>
<td>3.85</td>
<td>94.63</td>
<td>99.06</td>
</tr>
<tr>
<td>C&amp;W</td>
<td>99.10</td>
<td>14.74</td>
<td>3.85</td>
<td>94.63</td>
<td>99.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n_proj, sizeProj)</th>
<th>FGSM</th>
<th>PGD</th>
<th>DeepFool</th>
<th>C&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td>(6, 8)</td>
<td>97.66</td>
<td>97.57</td>
<td>97.45</td>
<td>97.45</td>
</tr>
<tr>
<td>(15, 8)</td>
<td>97.47</td>
<td>64.82</td>
<td>60.30</td>
<td>97.12</td>
</tr>
<tr>
<td>(12, 12)</td>
<td>97.97</td>
<td>60.54</td>
<td>57.77</td>
<td>94.25</td>
</tr>
<tr>
<td>(15, 15)</td>
<td>97.91</td>
<td>61.65</td>
<td>59.95</td>
<td>94.42</td>
</tr>
<tr>
<td>(6, 16)</td>
<td>98.22</td>
<td>57.09</td>
<td>51.90</td>
<td>96.26</td>
</tr>
<tr>
<td>(9, 16)</td>
<td>98.33</td>
<td>58.10</td>
<td>53.77</td>
<td>96.43</td>
</tr>
<tr>
<td>(12, 16)</td>
<td>98.32</td>
<td>58.93</td>
<td>55.78</td>
<td>96.54</td>
</tr>
<tr>
<td>(15, 16)</td>
<td>98.26</td>
<td>59.85</td>
<td>57.42</td>
<td>96.62</td>
</tr>
<tr>
<td>(6, 20)</td>
<td>98.49</td>
<td>54.37</td>
<td>50.02</td>
<td>96.61</td>
</tr>
<tr>
<td>(9, 20)</td>
<td>98.42</td>
<td>56.28</td>
<td>52.60</td>
<td>96.63</td>
</tr>
<tr>
<td>(12, 20)</td>
<td>98.40</td>
<td>57.56</td>
<td>54.52</td>
<td>96.67</td>
</tr>
<tr>
<td>(15, 20)</td>
<td>98.40</td>
<td>57.91</td>
<td>55.57</td>
<td>96.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test accuracy (%)</th>
<th>Baseline</th>
<th>DeepFool</th>
<th>C&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGSM</td>
<td>99.13</td>
<td>98.91</td>
<td>32.55</td>
</tr>
<tr>
<td>PGD</td>
<td>99.10</td>
<td>4.60</td>
<td>0.92</td>
</tr>
<tr>
<td>DeepFool</td>
<td>99.10</td>
<td>14.74</td>
<td>3.85</td>
</tr>
<tr>
<td>C&amp;W</td>
<td>99.10</td>
<td>14.74</td>
<td>3.85</td>
</tr>
</tbody>
</table>

B. Adversarial attacks

**Fast Gradient Sign Method (FGSM)** [6] is an untargeted attack, i.e. it does not push the misclassification to any specific class. FGSM adds a fixed noise to the input $x$ in the direction of the loss gradient w.r.t. $x$

$$\tilde{x} = x + \epsilon \text{sgn} \nabla_x \ell(f(x, \theta), y).$$

It is a popular choice for adversarial training on a large number of samples due to its computational efficiency, since it only requires one gradient evaluation for each given input.

**Projected Gradient Descent (PGD)** [2] is an iterative attack which starts from a random perturbation $\tilde{x}_0$ of $x$ in an $\epsilon$-norm ball around the input sample. At each step, it performs an FGSM attack with a smaller step size $\delta < \epsilon$ and projects the attack back in the $\epsilon$-norm ball

$$\tilde{x}_{t+1} = \text{Proj}\{\tilde{x}_t + \delta \text{sgn} \nabla_x \ell(f(\tilde{x}_t, \theta), y)\}$$

<table>
<thead>
<tr>
<th>Test set</th>
<th>FGSM</th>
<th>PGD</th>
<th>DeepFool</th>
<th>C&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>99.13</td>
<td>5.91</td>
<td>0.71</td>
<td>34.83</td>
</tr>
<tr>
<td>Adversarially trained models</td>
<td>99.10</td>
<td>4.60</td>
<td>0.92</td>
<td>99.02</td>
</tr>
<tr>
<td>99.03</td>
<td>23.11</td>
<td>35.55</td>
<td>99.20</td>
<td>97.50</td>
</tr>
<tr>
<td>99.10</td>
<td>14.74</td>
<td>3.85</td>
<td>94.63</td>
<td>99.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test set</th>
<th>FGSM</th>
<th>PGD</th>
<th>DeepFool</th>
<th>C&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>76.52</td>
<td>39.77</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Adversarially trained models</td>
<td>83.16</td>
<td>83.01</td>
<td>81.67</td>
<td></td>
</tr>
<tr>
<td>83.44</td>
<td>83.23</td>
<td>82.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepFool</td>
<td>56.51</td>
<td>55.20</td>
<td>54.29</td>
<td></td>
</tr>
<tr>
<td>C&amp;W</td>
<td>57.10</td>
<td>57.85</td>
<td>56.47</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test set</th>
<th>FGSM</th>
<th>PGD</th>
<th>DeepFool</th>
<th>C&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>97.92</td>
<td>62.34</td>
<td>38.96</td>
<td>93.24</td>
</tr>
<tr>
<td>Adversarially trained models</td>
<td>97.82</td>
<td>63.25</td>
<td>42.37</td>
<td>93.86</td>
</tr>
<tr>
<td>97.53</td>
<td>69.12</td>
<td>52.39</td>
<td>94.44</td>
<td>91.96</td>
</tr>
<tr>
<td>98.06</td>
<td>60.64</td>
<td>36.28</td>
<td>93.92</td>
<td>91.05</td>
</tr>
<tr>
<td>97.80</td>
<td>62.78</td>
<td>42.61</td>
<td>94.05</td>
<td>91.73</td>
</tr>
<tr>
<td>97.69</td>
<td>65.25</td>
<td>45.77</td>
<td>93.45</td>
<td>90.70</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test set</th>
<th>FGSM</th>
<th>PGD</th>
<th>DeepFool</th>
<th>C&amp;W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>73.73</td>
<td>39.77</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Adversarially trained models</td>
<td>83.16</td>
<td>83.01</td>
<td>81.67</td>
<td></td>
</tr>
<tr>
<td>83.44</td>
<td>83.23</td>
<td>82.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeepFool</td>
<td>56.51</td>
<td>55.20</td>
<td>54.29</td>
<td></td>
</tr>
<tr>
<td>C&amp;W</td>
<td>57.10</td>
<td>57.85</td>
<td>56.47</td>
<td></td>
</tr>
</tbody>
</table>
DeepFool [18] find the nearest decision boundary to the data point \( x \) in the \( L_2 \) norm and pushes the perturbation beyond this boundary. It iteratively minimizes the classifier \( f \) around the input point until it produces a misclassification:

\[
\tilde{x}_t = \tilde{x}_{t-1} + r_t \\
\arg\min_{r_t} \|r_t\|_2 \\
f(\tilde{x}_t, \theta) + \nabla_x f(\tilde{x}_t, \theta)^T r_t = 0.
\]

Carlini & Wagner (C&W) [19] in the \( L_\infty \) norm searches for the minimal adversarial perturbation producing a wrong classification. It solves the following optimization problem

\[
\min \|x - \hat{x}\|_\infty + c \cdot f(\hat{x}, t) \\
\hat{x} \in [0, 1]^m,
\]

where \( t \) is the target class.

C. \( R_{\epsilon,1} \) and \( R_{\epsilon,2} \) are equivalent as \( k \to \infty \).

Let \( R : \mathbb{R}^d \to \mathbb{R}^k \) be a random projection matrix, \( R^\dagger : \mathbb{R}^k \to \mathbb{R}^d \) its pseudo-inverse and \( x^\dagger = R^\dagger R x \in \mathbb{R}^d \) for \( x \in \mathbb{R}^d \). For any given couple \((x, y) \in \mathbb{R}^d \times \mathbb{R}^k\) and projection matrix \( R \) let us define

\[
T_1(R) := \|\nabla_x \ell(f(x^\dagger, \theta), y)\|_2^2 \\
T_2(R) := \|R \nabla_x \ell(f(x, \theta), y)\|_2^2.
\]

**Proposition VI.1.** Let \( R \) be a random projection matrix whose elements are sampled from \( N(0,1/k) \) and whose columns are orthogonal. Suppose that \( x \in (\ker R)^\perp \) for all \( x \in \mathbb{R}^d \). Then

\[
E_R[|T_2(R)|] = \frac{d}{k} E_R[|T_1(R)|].
\]

**Proof.** A random matrix \( R \) and its pseudo-inverse \( R^\dagger \) induce the direct sum decompositions

\[
\mathbb{R}^d = (\ker R)^\perp \oplus \ker R \\
\mathbb{R}^k = \text{rank } R \oplus (\text{rank } R)^\perp,
\]

where \( \ker R \) is the kernel space of \( R \) and \( \text{rank } R \) is the rank space of \( R \). Moreover, \( R^\dagger|_{\ker R} \) is an isomorphism with inverse \( R^{|\text{rank } R}|_\text{rank } R \) and \( R^\dagger|_{(\text{rank } R)^\perp} \equiv 0 \). If \( x \in (\ker R)^\perp \), then \( Rx \in \text{rank } R \) and \( x^\dagger = R^\dagger Rx = x \), therefore

\[
T_1(R) = \|\nabla_x \ell(f(x^\dagger, \theta), y)\|_2^2
\]

for all \( x \in (\ker R)^\perp \).

Let \( r_i \in \mathbb{R}^k \) be the orthogonal columns of \( R \). Then

\[
E_R[|R||R|||^2] = \frac{d}{k}
\]

for any \( x \in \mathbb{R}^d \). In particular \( E_R[|T_2(R)|] = \frac{d}{k} T_1(R) \).

Notice that when \( \mathbb{R}^k \) is high dimensional we can assume that the columns of any random matrix are orthogonal [38].

We now prove that Prop VI.1 holds for an arbitrary \( x \in \mathbb{R}^d \).

**Proposition VI.2.** Let \( \pi_R : \mathbb{R}^d \to (\ker R)^\perp \) be an orthogonal projection and \( k = \text{dim}(\ker R)^\perp \). Then, for any \( x \in \mathbb{R}^d \) and \( \epsilon > 0 \)

\[
P(\|\pi_R(x) - x\|_2^2 > \|x\|_2^2 \epsilon) \leq \left( 1 - \frac{\epsilon}{k} \right)^k.
\]

**Proof.** Suppose that \( \{v_1, \ldots, v_k\} \subset \mathbb{R}^d \) is a basis for \((\ker R)^\perp \), i.e. that \((\ker R)^\perp = \text{span}(v_1, \ldots, v_k) \). Then any \( x \in \mathbb{R}^d \) can be decomposed as \( x = \pi_R(x) + u \), where \( \pi_R(x) \in (\ker R)^\perp \) and \( u \in \ker R \).

Let \( \alpha_i \) be the angle between \( v_i \) and \( x \). First, we observe that the projection \( \pi_R(x) \) is smaller than any other projection on a single direction \( v_i \)

\[
||\pi_R(x) - x||_2^2 \leq \min_i ||\pi_{v_i}(x) - x||_2^2 \\
= \min_i ||(x||_{2i}^2 \sin \alpha_i) \\
= ||x||_2^2 \min_i |\sin \alpha_i|.
\]

For any choice of \( \epsilon > 0 \)

\[
P(||\pi_R(x) - x||_2^2 > ||x||_2^2 \epsilon) \\
\leq P(||x||_2^2 \min_i |\sin \alpha_i| > ||x||_2^2 \epsilon) \\
= P(\min_i |\sin \alpha_i| > \epsilon) \\
= \prod_i P(|\sin \alpha_i| > \epsilon) \\
\leq \prod_i P(|\alpha_i| > \epsilon) \\
= \left(1 - \frac{\epsilon}{k} \right)^k.
\]

Notice that \( 1 - \frac{\epsilon}{k} \leq 1 \), so \( \left(1 - \frac{\epsilon}{k} \right)^k \to 0 \) as \( k \) goes to \( \infty \). Therefore, from VI.2 we get \( x^\dagger = \pi_R(x) \approx x \) and

\[
\nabla_x \ell(f(x^\dagger, \theta), y) \approx \nabla_x \ell(f(x, \theta), y)
\]

as \( k \to \infty \). This proves that Prop VI.1 is true for an arbitrary \( x \in \mathbb{R}^d \) in the limit.

Assuming that \( k = O(d) \) as \( k \to \infty \), e.g. \( d \to k \to M > 0 \), the two regularization terms differ by a positive constant in the limit, i.e. they are equivalent if weighted w.r.t. \( M \).

This proves the following theorem.

**Theorem VI.1.** Let \( \mathcal{R}_{\epsilon,1} \) and \( \mathcal{R}_{\epsilon,2} \) be the regularization terms defined in Eq. 1 and Eq. 2 where \( \mathcal{T} : \mathbb{R}^d \to \mathbb{R}^k \) is a random projection such that the elements of the orthogonal random matrix \( R \) are sampled from \( N(0,1/k) \). If \( k \in O(d) \) then \( \mathcal{R}_{\epsilon,1} \approx \mathcal{R}_{\epsilon,2} \) as \( k \to \infty \).

Notice that this punctual property on \( \mathcal{R}_{\epsilon,1} \) and \( \mathcal{R}_{\epsilon,2} \) also holds in expectation over the training data when \( \epsilon \) is uniformly
sampled from a compact subset of $\mathbb{R}^d$. Therefore, the equivalence between the two regularization terms holds in practice on mini-batches of training data.