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Choosing the most suitable algorithm to perform a machine learning task for a new prob-
lem is a recurrent and complex task. In multi-target regression tasks, when problem trans-
formation methods are applied, this choice is even harder. The reason is the need to
simultaneously choose the problem transformation method and the base learning algo-
rithm. This work investigates how to bridge the gap of method/base learner recommenda-
tion for problems with multiple outputs. In meta-learning experiments, we use a large
number of multi-target regression datasets to investigate whether using meta-learning
can provide good recommendations. To do this, we compared the meta-models induced
by 3 different ML algorithms, including three variations for each of them, and selected
58 meta-features that we believe are relevant for extracting good dataset descriptions
for the meta-learning process. In the experimental results, the meta-models outperformed
the baselines (Majority and Random) by recommending the most suitable solution for
multi-target regression (for the transformation method and base-learner) with high pre-
dictive performance, including real-world applications. The meta-features and the relation
between the transformation method and base-learner provided important insights regard-
ing the optimal problem transformation method. Furthermore, when comparing the appli-
cation of algorithm adaptation and problem transformation methods, our meta-learning
proposal was capable of statistically overcoming all competitors, which resulted in a pre-
dictive performance using the best choice per problem.
1. Introduction

‘‘Which machine learning (ML) algorithm to choose?” is a recurrent question when deploying a ML-based solution for a
new problem [1]. This dilemma is faced even by ML experts, because, according to the ‘no free lunch theorem’ [2], there is not
a method (algorithm) that outperforms the others for every single problem. The traditional approach is to perform a large set
of experiments using either previously used or popular ML algorithms. This is a common praxis in different areas, such as
sentiment analysis [3] and medical diagnosis citegroup[ citekaur2019diagnosis)]. Methodologies that help to answer this
s, such
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Nomenclature

AA Algorithm Adaptation
aRRMSE Average Relative Root Mean Square Error
AutoML Automated Machine Learning
CD Critical Difference
COR Correlation
CV Cross-Validation
EA Evolutionary Algorithms
ERC Ensemble of Regressor Chains
ML Machine Learning
MLC Multi-label Classification
MOTC Multi-output Tree Chaining
MTAS Multi-target Augmented Stacking
MtL Meta-learning
MTSG Multi-target Stacked Generalization
OOB Out-of-Bag
PT Problem Transformation
RF Random Forest
SMO Smoothness
SST Stacked Single-target
ST Single-target
SVM Support Vector Machine
XGBoost Extreme Gradient Boosting
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as processing cost and shortage of ML experts [4]. Besides, recommending an appropriate model is an important part of auto-
mated ML, also called Automated Machine Learning AutoML, which intends to automate the whole pipeline of end-to-end
ML-based solutions by dealing with new problems more efficiently [5,6].

Among the available methodologies for algorithm selection, meta-learning (MtL), which investigates how to learn from
previous ML experiences, has been successfully used in many applications. It takes advantage of ML to induce meta-models
able to recommend algorithms for a new problem [7–9].

In MtL, usually, a ML algorithm is applied to a meta-dataset, whose predictive features, meta-features, are features
extracted from a dataset, describing its main aspects, and the target, called meta-label, can be the predictive performance
obtained by one or more ML algorithms when they are applied to the dataset. Other meta-labels used are a ranking of
the ML algorithms according to their predictive performance, starting from the top with the best algorithm and the identi-
fication of the best algorithm. Thus, each example in the meta-dataset is associated with a conventional dataset. When an ML
algorithm is applied to the meta-dataset, it induces a meta-model, which can be used later to recommend the best ML algo-
rithm(s) to be applied to a new dataset.

Regarding predictive tasks, MtL has been used to recommend techniques for single-label classification and regression
tasks, and are applied to different domains, such as image recognition [8,10] and text mining [11]. Although the use of
MtL has also been investigated for multi-label classification tasks [12,13], the authors found no work encompassing the
whole pipeline for a growing relevant task: Multi-target Regression MTR, a regression task whose aim is to predict an array
with N continuous values, where N > 1. Previous related work showed that MtL is a promising solution [14] for recommend-
ing the best MTR problem transformation method, but this research was limited to a fixed base-learner. However, problem
transformation methods pose an additional challenge: ‘‘Which base-learner to use as base regressor?”. These two challenges
reflect the complexity of the recommendation of efficient MTR solutions.

MTR methods are able to improve the predictive performance of models that need to predict more than one continuous
output value at the same time [15–18]. The main MTR approaches can be divided into two major branches: i) Algorithm
Adaptation AA [19,20], which modifies traditional ML algorithms - or creates new MTR algorithms - to output multiple tar-
gets concomitantly, and ii) Problem Transformation PT [18,21–23], which transforms the MTR dataset into single-target
datasets to use traditional ML algorithms. In the latter branch, the chosen ML algorithm is referred to as a base-learner or
regressor. From now on, when we refer to MTR methods, we mean MTR PT methods.

In this study, we investigate the use of MtL for recommending MTR methods (ST, Stacked Single Target, ERC, MOTC, MTAS
and MTSG) along with their base regressors. The aim is to maximise the predictive performance, extending the proposal of
Aguiar et al. [14]. To do this, we created a meta-dataset with 792 different MTR problems, each one represented by 58 meta-
features and 6 possible meta-label values (i.e., MTR methods) combined with 2 base regressors: Random Forest RF and Sup-
port Vector Machine SVM. Next, we investigated the application of ML algorithms over this meta-dataset to build an MtL
recommendation of one out of 6 MTR methods and the most suitable base regressor. In particular, 5 meta-models induced
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with Random Forest, XGBoosting, and SVM (linear, radial, and polynomial kernels) were evaluated for accomplishing the rec-
ommendation task. Moreover, we added four AA methods (k-Nearest Neighbours, Decision Tree, Extra Tree, and RF) to the
previous PT methods, creating an extended recommending system. This extended MtL system brought some insights regard-
ing challenges and open issues when recommending a wide range of MTR branches.

The main contributions of this work include:

– The recommendation of both method and base-learner for a new MTR task. Despite the relevance of MTR methods, only

one previous work [14] investigated the use of MtL to recommended these methods, lacking the important step of base-
learner recommendation;

– The evaluation of the recommendation procedures in real-world problems; Meta-learners trained on synthetic datasets

were successfully applied to real MTR datasets;

– The study of a diverse set of meta-features with multiple biases and their contribution to the recommendation of the

optimal MTR solution.

– A study encompassing Algorithm Adaptation and Problem Transformation methods to the recommendation of the opti-

mal MTR solution.This paper is organised as follows: Section 2 provides a brief background on MTR tasks and discusses
the use of MtL for multi-target method recommendation, Section 3 describes the experimental methodology, Section 4
presents and analyses the results of the study, and Section 5 is dedicated to the main conclusions and future work
directions.

2. Related Works

This work relates two major areas: MTR and MtL. The main concepts and literature that are related to our work are pre-
sented below, starting with MTR.

2.1. Multi-Target Regression

Any MTR task shares the following characteristics [24]:

– An input set X, which contains f descriptive variables, so that each instance i has an input vector xi ¼ xi1 ; xi2 ; . . . ; xif
� �

;

– An output set Y, which contains d continuous targets, so that each instance has an output vector yi ¼ yi1 ; yi2 ; . . . ; yid

� �
;

– A set of instances Ewith N pairs of xi and yi;1 6 i 6 N.For a given quality criterion q, the aim of MTR methods is to find a

function h, or a set of functions, that maximises q.

The simplest approach for solving MTR problems is the Single-target ST approach, which consists of treating each output
as an independent problem. This results in d individual models, each model representing a function that maps X to one of the
d targets. Thus, h1 is produced considering X and y1;h2 is produced considering X and y2, and so forth, until the model for the
last target is produced. However, the approach used by ST to address the problem can be considered naive, since it does not
benefit from correlations between Y for improving regression performance.

MTR methods intend to explore the relationships among the targets to better represent the main aspects of the problem,
aiming at better performance. As previously mentioned, MTR methods can be divided into two main research areas: Algo-
rithm Adaptation and Problem Transformation. Some examples of the former are Multi-output Learning via Spectral Filtering
[25], Fitted Rule Ensembles [16], Multi-output Contour Regression [26], Multi-output Parameter-insensitive Twin Support
Vector Regression [27], Ensemble of Randomly Chained Support Vector Regressor [20], Multi-objective Regression Trees
[28,29], Ensembles of Multi-objective Decision Trees [19], Multi-target Regression Trees [15] and Deep Multi-target Regres-
sion [30]. On the other hand, some examples of Problem Transformation are Stacked Single-target SST [18], Multi-target Aug-
mented Stacking MTAS [21], Multi-target Stacked Generalization MTSG [31], Ensemble of Regressor Chains ERC [18], Multi-
output Tree Chaining MOTC [32], Random Linear Target Combinations [33], Deep Regressor Stacking [34] and Deep Structure
for Tracking Asynchronous Regressor Stacking [23]. By complementing the method categorisation proposed in [24], we pre-
sent some examples of methods related to both branches in Fig. 1.

Since we want to explore how the chosen algorithm affects MTR recommendation and vice versa, exploring AA methods
would be out of the scope of this study. However, for completeness, we use a straightforward comparison using AA in Section
4.6 to provide an overview of meta-recommendation achievements when considering both AA and PT.
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Fig. 1. MTR proposed taxonomy.
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Among the problem transformation methods found in the literature, we selected those which followed stacking and
chaining strategies and built upon a shallow structure, which reflects in lower computational complexity. In this set of meth-
ods, SST and ERC [18] methods are a landmark. In recent years, MOTC [32], MTAS [21] and MTSG [31] were proposed and
good predictive results have been obtained.

SST produces d individual models, each one corresponding to an individual target, as in ST. Then, these models are used
along with X to obtain predictions for the targets Y 0 ¼ y01; y

0
2; . . . y

0
d

� �
. These predictions are associated to the original input

set, forming X0 ¼ XjY 0. Afterwards, d new models are trained considering X0 and each target. ERC considers different target
orders for building these models. In the original version of regressor chains, sequential models are trained for the targets
considering the results from the previous models. For instance, y2 uses as input Xjy01; y3 uses as input Xjy01jy02. In ERC, different
regressor chains with different orders are explored and, in the end, the predictions for each target are averaged.

Considering the most recent strategies, MOTC follows the chaining concept of ERC, but uses heuristics to create a tree that
represents the dependency among the targets, instead of creating the chain at random. In the first training phase, one tree is
built for each target as the root in a top-down approach. The targets most correlated to the root are placed as the level 1 child
nodes. Then, the targets most correlated to the level 1 child nodes generate the level 2 child nodes. This process continues
until a stopping criterion is reached. In the second phase, using a bottom-up approach, ST models are induced in the leaf
node. After that, the previous level nodes consider the original input and the predictions of their child nodes as training
input. This process is repeated until the root node builds a model considering the original input set and the prediction of
the level 1 child nodes as input. Using the stacking strategy, MTAS takes advantage of multiple families of regressors. To
do this, it produces k models for each target during the first training phase, where k is the number of different learning algo-
rithms used to generate these models. Afterwards, only useful predictions are concatenated with X for the next learning
phase. In the second phase, one base-learner is chosen to generate the final model for each target.

MTSG also takes into account information about multiple regressor types, such as MTAS. It creates k models for each tar-
get in the first training phase. Next, it generates predictions of the models and verifies which of them are relevant for mod-
elling the original problem. In the second phase, only the selected predictions are considered as the training input (which
differs from the other methods, in which the predictions are concatenated with the original X), along with a single learning
algorithm, producing the final model.
4

2.2. Meta-Learning

The algorithm recommendation problem was first discussed in [35]. In this text, the author explored the problem of
selecting the most suitable algorithm for a given task from a plethora of options. More formally, given a set of algorithms
A, a set of datasets P composed of instances from a distribution D and a performance measureM :P�A ! R, the algorithm
recommendation problem is described as how to find a function able to map m :P ! A maximising the expected perfor-
mance measure for the problems described in D. Different alternatives have been proposed to find this mapping function,
one of them is through Meta-learningMtL [36].

MtL uses ML to recommend the most suitable algorithm for a new dataset by using the knowledge acquired from apply-
ing different algorithms to several other datasets. To do this, MtL uses ML to map the characteristics of each dataset, which
describes them using the performance of a set of algorithms when applied to this dataset. Thus, learning occurs at two levels:
base-level and meta-level. While at the base-level, conventional ML algorithms learn a conventional ML task, that is, inducing
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models; at themeta-level they learn how to learn, inducing meta-models. A more detailed description of MtL can be found in
[36].

In the pipeline of MtL experiments, the first step is to select datasets and ML algorithms. Each selected dataset, described
by the extraction of a set of meta-feature values from it, becomes a meta-instance in a ‘‘meta-dataset”. In parallel, the
selected algorithms are applied to the datasets, and a performance metric (e.g., Accuracy, F-Score, RMSE, etc.) is used to
define which algorithm presents the best performance. This algorithm will label the meta-instance, becoming a meta-target.

MtL has been successfully used in a plethora of works to select the best algorithm, or ranking a set of algorithms [7,37–
39].

Concerning multi-output recommendations, there is some related research [12,40] for Multi-label ClassificationMLC, a
multi-target research area analogous to MTR for classification tasks [41]. Considering L the set of binary outputs (labels),
in MLC, instances can be simultaneously associated with more than one class label, i.e., an ML algorithm must learn how
to associate X to a subset of L. Even though several MLC strategies have been proposed, according to Tsoumakas and Katakis
[42], none of them is superior to all others for all MLC datasets.

Chekina et al. [12] proposed MLC method recommendation using MtL. The experiments were carried out on 11 multi-
label methods that were grouped in two categories: Single-Classifier Algorithms and Ensemble-Classifier Algorithms. 12
datasets were used to create a recommender of what would be the most suitable MLC method. In general, the results showed
that using the recommender model was better than choosing a method randomly.

In another study, Sá et al. [40] used Evolutionary Algorithms (EA) instead of MtL for recommending MLC methods and
hyperparameter configurations. 31 MLC methods were evaluated in 3 different datasets showing that, in most of the cases,
the predictive performance of the EA selection was either better than or similar to a baseline.

To the best of our knowledge, the previous work [14] was the first work to recommend problem transformation MTR
methods using MtL. As an introductory study, RF was fixed as the base-learner for ST, SST, MOTC and ERC and the best rec-
ommender achieved 70.83% of accuracy. The results of this work motivated the investigation of different base-learners, with
more methods and datasets. Moreover, verifying the adequacy of the recommender to real-world problems is also a missing
aspect of [14] and will be addressed in the following sections.
3. Experimental Methodology

The experiments carried out in this work assess the use of MtL to recommend MTR methods and their base-learner. Fig. 2
provides an overview of our experimental methodology.

To induce the recommender (meta-model), a set of MTR methods with different base-learners was applied to several
datasets of MTR benchmarking. These datasets were characterised by meta-feature values. The evaluation step defines the
meta-targets, the classes/labels to be predicted by the MtL recommender system. The next subsections describe each one
of these steps.
3.1. Meta-Dataset

In the experiments, the meta-dataset comprised 792 benchmarking synthetic datasets1 (meta-examples), generated by fol-
lowing [22]. We used synthetic datasets to overcome the lack of real-world datasets [43] that meet the specific scenario of inter-
target dependency and complexity level from input to output relations and cover a different number of input features and
targets.

To create a wide possibility of datasets, the parameters of the dataset generator assumed the values presented in Table 1.
N;m and dwere chosen considering these characteristics in the real-world datasets (that will be shown in Table 3). The gwas
selected for the case where all relations from input to output are the same or there are 2 different groups and gwas included
to increase the predictive task and simulate possible noises in real datasets. The numeric targets were built upon math
expressions of identity, quadratic, cubic, and quartic functions, and their combinations to cover independent targets and
linear/non-linear inter-target correlation.

The inputs of the datasets are generated at random, based on a uniform distribution. The d targets for the g groups are at
first generated by random linear coefficients, and therefore each group will share input to output linear mapping properties.
The initial d targets can be modified by the mathematical expression to insert inter-target relationships. For instance, if ini-
tially Y1;Y2 and Y3 are generated for a synthetic dataset, the final targets might be given by Y1;Y

2
1 and Y3

1, or Y1;Y1 þ Y2 and
Y1 þ Y3, among other possibilities. The noise corresponds to random numbers originated from a uniform distribution from
�0.01 to 0.01 and is added to the respective instances.
1 The generated datasets are available for download in: http://www.uel.br/grupo-pesquisa/remid/?page_id=145
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Fig. 2. Experimental Methodology Overview.

Table 1
Hyperparameters used to generate synthetic meta-examples.

Symbol Hyperparameter Values

N Number of instances {500, 1000}
m Number of features {15, 30, 45, 60, 75, 90}
d Number of targets {3,6}
g Generating groups {1,2}
g % Instances affected by noise {1, 5,10}
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3.2. Meta-Features

Each meta-example is represented by a vector of characteristics (meta-features). In [2], the authors list some require-
ments to be followed by meta-features: they need to have good discriminative power, their extraction should not have a high
computational cost, and the number of meta-features should not be large to avoid overfitting.

In our meta-level experiments, 58 meta-features were extracted from each dataset. They included measures from differ-
ent categories: statistical information about the dataset (STAT), correlation between attributes and targets (COR), perfor-
mance metrics related to linear regression (LIN), distribution of the dataset (DIM) and data smoothness (SMO) [44,45].

It is important to mention that some of these meta-features were designed for problems with a single target. Since we are
dealing with multi-target problems and we want the meta-features to be valid regardless of the number of targets of the
problem, the real value of the meta-features is aggregated for each instance, given that a meta-feature is extracted for each
target. To overcome this problem, the meta-features were extracted for each target and the average, standard deviation,
maximum, and minimum were added to the set of meta-features [14]. All meta-features, apart from the STAT type, were
extracted using the R package ECoL [44]. The STAT meta-features, which are straightforward, were extracted from the data-
set characteristics.
670
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Table 2
Type, acronym, aggregation function (when applied) and description of meta-features used in the experiments. * indicates the meta-features used in
recommendations II and III.

Type Acronym Aggregation Functions Description

STAT n.samples - Number of samples
n.attributes - Number of attributes
n.targets - Number of targets

target.ratio - Ratio between targets and attributes
pc[1–3] - First three components of the Principal Components Analysis

DIM T2 - Average number of samples per dimension
T3 - Average intrinsic dimensionality per number of examples
T4 - Intrinsic dimensionality proportion

COR cor.targets {avg,max,min,sd} Correlation between targets
C1 {avg,max,min,sd} Maximum feature correlation to the output
C2 {avg,max,min,sd} Average feature correlation to the output
C3 {avg,max,min,sd} Individual feature efficiency
C4 {avg,max,min,sd} Collective feature efficiency

LIN regr.L1 {avg,max,min,sd} Distance of erroneous instances to a linear classifier
regr.L2 {avg,max,min,sd} Training error of a linear classifier
regr.L3 {avg,max,min,sd} Non-linearity of a linear classifier

SMO S1 {avg,max,min,sd} Smoothness of the output distribution
S2 {avg,max,min,sd} Smoothness of the input distribution
S3 {avg,max,min,sd} Error of a k-nearest neighbour regressor
S4 {avg,max,min,sd} Non-linearity of nearest neighbour regressor

PRED* blr - Prediction of Base-Learner
method - Prediction of MTR Method

Table 3
Real-world datasets characteristics and their best method and base-learner considering smallest aRRMSE.

Dataset # examples # features # targets Best Method Best base-learner

andro 49 30 6 MTSG RF
atp1d 337 411 6 MTAS RF
atp7d 296 411 6 SST RF
edm 154 16 2 MOTC RF
enb 768 8 2 MTAS RF
jura 359 15 3 MTAS RF
oes10 403 298 16 ERC RF
oes97 334 263 16 ERC RF
osales 639 413 12 SST RF
scfp 1137 23 3 MTAS RF

scm1d 9803 280 16 MOTC RF
scm20d 8966 61 16 ERC RF

sf1 323 10 3 ST RF
sf2 1066 10 3 ST RF

slump 103 7 3 MOTC SVM
wq 1060 16 14 ERC RF
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A complete list of the meta-features used in the experiments is presented in Table 2.

3.3. Recommendation Procedures

When dealing with MTR problem transformation methods, besides choosing a method, it is also necessary to select a
base-learner. Each method and base-learner have their own singularities directly affecting the performance of the meta-
models. To investigate the combination of these algorithms, we defined 3 recommendation procedures:

– Recommendation I - both algorithm and method recommended independently: The set of 58 meta-features was used to

create a model to recommend the method and another model to suggest the base-learner. This recommendation corre-
sponds to the hypothesis that the selection of the method and base-learner can be made separately.

– Recommendation II - first the base-learner, then the method: The set of meta-features was used to first induce a model

to recommend the base-learner, and after stacking the recommendations of base-learner as a new feature, to induce the
meta-model to recommend the MTR method. This recommendation corresponds to the hypothesis that the characteris-
671
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Fig. 3. Class distribution regarding the composition by base-learner.
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tics of the base-learner can be used as an advantage to select the most suitable method, taking advantage of its
combination.

– Recommendation III - first the method, then the base-learner: Based on the meta-features, we initially recommended

the MTR method and after the predicted method was stacked as a new feature, we induced the meta-model to recom-
mend the base-learner. This recommendation corresponds to the hypothesis that the characteristics of the method can
be used as an advantage to select the most suitable base-learner, if they are correlated.

3.4. Meta-Target

Along with ST,five MTR methods were explored in this experiment: SST, ERC, MOTC, MTAS and MTSG, described in Sec-
tion 2. These methods were chosen because they include the most well-known problem transformation MTR methods (SST
and ERC) and shallow methods that presented promising results for solving MTR problems (MOTC, MTAS and MTSG). Even
though it is the simplest approach, ST was included in the experimental setup because it can perform better than MTR meth-
ods in problems with limited inter-target dependency.

These methods were executed for every single meta-example. Their induced models were assessed in terms of lowest
Average Relative Root Mean Square ErrorRRMSE, as defined in Eq. 1, where N represents the number of instances, d the num-
ber of targets, and y; ŷ and y represent, respectively, the true, predicted, and mean values of the targets.
2 http
aRRMSE ¼ 1
d

Xd

t¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN
i¼1

yit � ŷit
� �2

XN
yit � y
� �2

vuuuuuuut
ð1Þ
i¼1
SVM (with a radial kernel) and RF were used as regressors, performing a k-Fold Cross-ValidationCV resampling validation
strategy with k ¼ 10. These algorithms were selected because they are used in most MTR studies [34,32,21,22,31,23].
Besides, the method with the lowest RRMSE [24] was chosen as the best multi-target method for every dataset. The exper-
iments were performed using the mtr-toolkit2, implemented in R.

Thus, our meta-dataset comprised two meta-targets: a multi-class meta-label with six different levels indicating the best
MTR method or ST regression and a binary meta-label with the best base-learner. The class distribution in the meta-dataset
is presented in Fig. 3.

In this distribution, ST delivered the lowest aRRMSE only for 28 meta-instances. This ratifies how the multi-target meth-
ods are important for these methods and the relevance of recommending method and base-learner algorithms for a given
problem.

3.5. Meta-Learners

Five different meta-models, induced by three ML algorithms, were compared: Random ForestRF [46], Extreme Gradient
BoostingXGB [47] and Support Vector MachineSVM [48]. SVM was experimented as meta-learner with linear, radial and
s://github.com/smastelini/mtr-toolkit
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polynomial kernels. These algorithms were selected due to their widespread use and capacity of inducing models with high
predictive accuracy. The three ML algorithms were implemented using the R language3 and the mlr package4 along with their
default hyperparameter values. The k-Fold CV resampling methodology with k ¼ 10 folds was also adopted in the meta-level of
the experiments to assess the predictive performance of the meta-learners.

3.6. Evaluation Methodology

Six evaluation metrics were used to assess the predictive performance of the induced meta-models: Accuracy, Balanced
per class accuracy, Precision, Recall, F-score (f1), and Kappa. They were selected because they are widely used in the liter-
ature to evaluate of ML experiments and can also analyse different aspects of the datasets. These measures use
TP; TN; FP; FN and Total, respectively True Positive, True Negative, False Positive, False Negative and their sum.

Accuracy measures the right predictions of a model. It is obtained by:
3 http
4 http
Accuracy ¼ TP þ TN ð2Þ

TP þ TN þ FP þ FN

This metric is a suitable measure when the target variable classes in the data are nearly balanced. Otherwise, a variation,
balanced per class accuracy, is used.

Precision measures the right predictions in relation to the positive values, i.e.,
Precision ¼ TP ð3Þ

TP þ FP

Recall measures the sensitivity of the classifier to detect positive values.
Recall ¼ TP ð4Þ

TP þ FN

F-score gives a balance of precision and recall as it is obtained by the harmonic mean of these metrics, resulting in
F� score ¼ 2� Precision� Recall ð5Þ

Precisionþ Recall

Kappa measures the agreement between observed and expected accuracy, and is expressed as:
Kappa ¼ Accuracy� expAccuracy ð6Þ

1� expAccuracy
in which
expAccuracy ¼ TN þ FPð Þ � TN þ FNð Þ þ TP þ FPð Þ � TP þ FNð Þ
2 ð7Þ
Total

We used two different baselines from the MtL literature for the comparisons: a model that always recommends the majority
class for the whole dataset (Majority) and a model that provides random recommendations (Random). These baselines are
widely used to endorse the need for a recommendation system [2]. Besides, we used an upper-bound as the ground-truth
(Truth). Thus, we would be able to compare several meta-learners with an ideal one.

After the cross-validation analysis, we also evaluated the recommendation procedures in real-world problems. To do this,
we created meta-learners on synthetic datasets and tested their capabilities when recommending the base-learner and
method for 16 benchmarking datasets of the MTR literature [18]. They encompass data about water quality (andro), air ticket
prices (atp1d and atp7d), electrical machining operation (edm), energy efficiency (enb), soil characteristics (jura), employ-
ment surveys (oes10 and oes97), online sales (osales), online engagement (scfp) prices in supply chain (scm1d and scm20d),
solar flares (sf1 and sf2), concrete properties (slump) and water quality (wq).

Table 3 contains their major characteristics and shows the method and base-learner which achieved the smallest aRRMSE
in each one of them. To determine the two last columns, a 10-fold cross-validation was previously performed at the base-
level.

4. Results and Discussion

The main contributions made by this research, supported by the experimental results, will be summarised under four per-
spectives. First, we present the results considering the predictive performance of the meta-learners (RF, SVM with three ker-
nels and XGboost) and two baselines (Majority and Random) in the synthetic datasets (Section 4.1). Afterwards, the impact
of the recommendation procedures and the need of MtL to recommend the base-learner is discussed in the base-level (Sec-
tions 4.2 and 4.3). Afterwards, we evaluated the MtL when recommending the method and base-learner for real datasets
s://www.r-project.org
s://mlr-org.github.io/mlr-tutorial/release/html/index.html
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available in the literature (Section 4.4). After that, the importance of each meta-feature is assessed to bring to light the best
method for similar problem characteristics (Section 4.5). Finally, we give a broad comparison between problem transforma-
tion and algorithm adaptation MTR methods (Section 4.6).

Except for Section 4.5, the analyses were conducted following the three recommendation procedures to verify whether
using the method to recommend the base-learner (and vice versa) is more advantageous than recommending both indepen-
dently. Moreover, we verified how important it is to use one of them (i.e., a method or base-learner) as a hyperparameter to
predict the other.
Fig. 4. Performance of the meta-models regarding the base-learner and the method for all recommendations.
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4.1. General predictive performance

The predictive performance obtained by the meta-learners and the baselines is presented as radar charts in Fig. 4. Each
figure presents the evaluation metrics for the prediction of the MTR methods and base-learners for each recommendation
scenario described in Section 3.3. In these figures, each line represents a meta-model and each vertex is related to a different
performance measure. The larger the area in the radar chart, the better the meta-model performance is at the meta-level, left
side, and at the base-level, right side.

Looking at all radar charts, it can be observed that all meta-learners produced meta-models with superior performance
than the Random and Majority baselines for all metrics and both targets. The superiority of the MtL recommending system
over the baselines was statistically significant. To evaluate the statistical significance, we used the Friedman test, with a sig-
nificance level of a ¼ 0:05. The null hypothesis is that the recommendations made by the meta-models and by the baselines
are similar. Every time the null hypothesis is rejected, the Nemenyi post hoc test is applied, stating that the performances of
the two approaches are significantly different if their corresponding average ranks differ by at least a Critical Difference CD
value. Whenmultiple algorithms are compared in this way, a graphic representation can be used to illustrate the results with
the CD diagram, as proposed by Demšar [49].

The meta-models (RF, SVM with three kernels and XGB) were compared with Truth (expected method), Majority
(which always predicts the MTAS) and Random (the random selection of a method for each dataset), using the aRRMSE as
the performance metric. This analysis is shown in Figs. 5 (a), (b) and (c) using the results from the Nemenyi test.

As exposed in the diagrams, no solution was similar to Truth. However, the RF, SVM, XGB are connected, which means
they were similar and superior to the baselines Majority and Random. This finding supports the benefit of using MtL rec-
ommending system compared to selecting a specific algorithm for every dataset or selecting the algorithm randomly.
4.2. Analysis of recommendation procedures

Regarding the targets, the recommended base-learners presented superior performance in comparison with MTR, since
the meta-models obtained high predictive performance from the former recommendation. However, the base-learners rec-
ommendation is a binary classification problem, simpler to be solved when compared to MTR, with six different targets.

RF induced a slightly superior meta-model for recommending the MTR method and base-learner in all three recommen-
dation procedures when compared to the other meta-learners (SVM linear, SVM polynomial, SVM radial, and XGBoost).

Regarding Recommendation I, RF obtained 73% of accuracy when predicting the method and 94% when predicting the
base-learner. When recommending the base-learner first and the MTR later (Recommendation II), RF obtained 72% of accu-
racy for the method and 94% for the base-learner. The predictive performance of the RF when using the recommendation in
Recommendation III was the same as in Recommendation I. Besides, it can be observed that there was no statistically sig-
nificant difference between the predictive performance of the recommendation procedures, suggesting that the choice of
method and base-learner can be made independently. The tables with all metrics for all targets are presented in the
Appendix.
Fig. 5. Comparison of the aRRMSE values obtained by meta-models when recommending MTR methods for procedures I, II and III, according to the
Nemenyi test (a ¼ 0:05). Groups that are not significantly different (CD ¼ 0:37) are connected.
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Fig. 6. Error analysis of the methods at base-level and meta-models. The aRRMSE* was obtained using a normalisation procedure for each dataset, in which
the minimum aRRMSE for the dataset assumed value 0 and the maximum, 1.

G.J. Aguiar, E.J. Santana, André C.P.F.L. de Carvalho et al. Information Sciences 584 (2022) 665–684
We complementarily built a heatmap (Fig. 6) which shows the error obtained by ten alternatives: the method randomly
chosen (Random), RF for Recommendation I (that will be denoted as RF_I), Recommendation II (that will be denoted as RF_II)
and Recommendation III (that will be denoted as RF_III), and the error of all methods. The more intense the colour, the
greater the error.

Fig. 6 is one more evidence of the ‘no free lunch’ theorem applied to MTR: none of the methods outperformed all others
for all problems. Generally, the datasets in which MTAS and MTSG obtained the worst values were the datasets in which ST,
SST, ERC, and MOTC obtained the best predictive performance, and vice versa. This allows us to infer that MTAS and MTSG
brought more improvements in datasets where ST had the worst performance. It is a relevant finding, since MTSG and MTAS
are the methods with the highest computational complexity among the 6 methods that were compared.

As observed, in most cases, RF_I, RF_II, RF_III recommended methods with low aRRMSE, even though it was not always
the method that presented the lowest aRRMSE for the dataset. The colour difference between them and Random baseline is
very expressive: there is a prevalence of intense colours in Random, ratifying the relevance of using the recommendation
system over selecting a method randomly. Although MTAS was the majority class of the meta-dataset, when this method
presented the highest errors, RF_I, RF_II, and RF_III hardly recommended it. It shows that the meta-model is not highly biased
by the difference in class distribution.

Relative to the fact that not always the method that presented the lowest aRRMSE for the dataset was recommended,
Table 4 presents a situation where the difference in the aRRMSE value between the best and second-best method was minor.
The best method was MTAS and the second best was MTSG. The method recommended by RF in Recommendation I and III
was MTSG. Although it is considered a miss (not recommending the best), the difference in aRRMSE between the recom-
mended method and the best method was 0.0050, i.e., less than 1% of error in relation to the best aRRMSE. However, if
ST was selected as a method for this dataset, the error would increase to 0.1399, which corresponds to 27.8% of error in rela-
tion to the best aRRMSE.
Table 4
aRRMSE of the recommended methods for a given dataset.

ST SST ERC MTSG MTAS MOTC

aRRMSE 0.6430 0.5698 0.6466 0.5056 0.5031 0.6649
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4.3. Necessity for base-learner recommendation

In the previous work [14], the use of MtL to predict the MTR method was assessed and showed that using a meta-model
was statistically better than selecting the MTR method randomly or using the majority. In continuation, this work evaluates
whether it is necessary to induce a meta-model to predict the MTRmethod and the base-learner. This analysis is presented in
Fig. 7.

The results of the Majority, Random and RF meta-model recommending both method and base-learner meta-targets
(indicated as Majority + Majority, Random + Random and RF + RF, respectively) are compared with the results RF predict-
ing solely the MTR method combined with Majority and Random recommending the base-learner (RF + Majority and RF
+ Random). The upper-bound Truth + Truth is used as ground-truth for the scenario where the best method and base-
learner are recommended for every problem.

Although none of the combinations were equivalent to the ground-truth, using RF to recommend both the method and
the base-learner was ranked as second. Besides, the combinations using RF to predict only the method and not the base-
learner were closer to the worst combination in the rank. These results showed that the predictive performance in the
base-level is improved when we use a meta-model to predict both the MTR method and its base-learner.
4.4. Recommendation in real-world datasets

Table 5 includes the aRRMSE of the base-learner and method recommended by RF following recommendation procedures
I, II, and III in relation to the lowest aRRMSE for each dataset. For comparison purposes, it also shows the relative error cor-
responding to the selection of the majority or the worst method. The relative aRRMSE of Truth is equal to 1 for all datasets.
Besides, we also added the average ranking of each recommendation procedure.

In general, when RF_I, RF_II, and RF_III did not recommend the best option (i.e., presented a value greater than 1), there
was a similar observation to Fig. 6: RF_I, RF_II, and RF_III recommended an alternative with aRRMSE very close to the best,
reflected by small increases in the average relative aRRMSE (2.07%, 3%, and 2.31%, respectively). For these recommendation
procedures, the greatest aRRMSE increase in relation to the best aRRMSE was 13.71% for dataset andro, which presents an
extremely small example size (49).

Focusing on RF_I, which delivered the smallest average aRRMSE increase, the combination method/base learner was cor-
rectly assigned to 6 datasets. For the other 7 datasets, the error was smaller than 2.5%.
Fig. 7. Comparison of the aRRMSE values obtained by meta-models when recommending MTR methods and its base-leaner according to the Nemenyi test.
Groups that are not significantly different (a ¼ 0:05 and CD ¼ 0:27) are connected.

Table 5
Relative aRRMSE of RF_I, RF_II RF_III, Majority and the worst in relation to the best aRRMSE for each dataset.

Dataset RF_I RF_II RF_III Majority Worst

andro 1.1371 1.1371 1.1371 1.1371 2.5378
atp1d 1.0009 1.0009 1.0032 1.0000 1.1450
atp7d 1.0102 1.0102 1.0102 1.0102 1.3449
edm 1.0208 1.0208 1.0208 1.0326 1.3180
enb 1.0000 1.0153 1.0000 1.0000 2.7611
jura 1.0000 1.0000 1.0000 1.0000 1.2318
oes10 1.0000 1.0000 1.0000 1.0071 2.6507
oes97 1.0000 1.0000 1.0000 1.0082 1.8930
osales 1.0067 1.0067 1.0117 1.0067 1.6471
scfp 1.0000 1.0000 1.0684 1.0684 4.0309

scm1d 1.0000 1.0288 1.0288 1.0000 1.4943
scm20d 1.0192 1.0192 1.0192 1.0192 1.8503

sf1 1.0096 1.1152 1.0096 1.1152 1.1840
sf2 1.0712 1.0712 1.0059 1.0712 1.9960

slump 1.0373 1.0373 1.0373 1.0373 1.0844
wq 1.0176 1.0173 1.0176 1.0173 1.1108

Average 1.0207 1.0300 1.0231 1.0332 1.8300
Average Ranking 1.1875 1.3125 1.375 1.375 2.75
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Fig. 8. Comparison of the relative aRRMSE values obtained by meta-models when recommending MTR methods and their base-learner according to the
Nemenyi test. Performances that are connected in a CD ¼ 1:52 are not significantly different (a ¼ 0:05).
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It is also notable that selecting the worst method can be very damaging when demanding small aRRMSE values, increas-
ing 83% on average in relation to the best combination. In none of these datasets did the recommender indicate the worst
possibility, which is also a positive aspect to show recommendation efficacy.

The Nemenyi post hoc test for these datasets is exhibited in the CD diagram in Fig. 8. Taking into account the relative
aRRMSE of Truth, RF_I performance presented no significant difference.

4.5. Meta-features analysis

Taking advantage of the RF induced meta-model, we observed the RF importance given to each meta-feature. This inner
RF’s metric is calculated by permuting the values of a feature, in this case, a meta-feature, in the Out-of-BagOOB instances
and recalculating the OOB Error. Thus, if substituting the values of a feature by random values results in an error increase,
this feature was considered important. On the other hand, if the error decreases, the resulting importance is negative, and the
feature is considered unimportant. [46].

Fig. 9 shows the meta-feature importance for the meta-dataset in all recommendation procedures. The prediction of the
method (in Recommendation III) or the base-learner (in Recommendation II) reached the highest values of feature impor-
tance when they were part of the meta-feature space. This is explained by the high correlation between the method and
base-learner. As shown in Fig. 3 (Section 3.5), the balancing between base-learner and MTR can be used to distinguish
methods.

Additionally, SMO and COR meta-features obtained the highest values of importance for the meta-model used in the rec-
ommendation task. Once each MTR method tries to explore the output distribution in different ways and to model the cor-
relation between features and targets, their selection as the best features corroborates our hypothesis. Particularly, the
minimum and average smoothness of the output distribution (S1) and error of a k-nearest neighbour regressor (S3) obtained
the highest feature importance. This suggests that the distribution of the datasets’ targets differs considerably among them
and some methods benefit more from higher/lower differences in these distributions than others. For instance, ERC and
MOTC deal better with the lowest smoothness values. Table 6 summarises the relationship between the main meta-
features and their trend regarding each method.

This study also shows that the number of targets, attributes, and samples had low importance. This might have occurred
because these meta-features did not influence the predictive performance, indicating that the MTR methods used in the
experiments can deal with different numbers of targets, attributes, and samples in the same way.

4.6. Recommending Problem Transformation and Algorithm Adaptation

The main goal of our research proposal was meta-recommending solutions bounded by Problem Transformation methods
using meta-features from the original problems towards identifying the best predictive method coupled with a base-learner.
However, it is worth considering the solutions based on Algorithm Adaptation (AA) because they are also able to improve the
predictive performance, even requiring structural modifications to fit multiple targets.

We experimented four AA methods: k-Nearest Neighbours (kNN), Decision Tree (DT), Extra Tree (ET), and Random Forest
(RF). These algorithms present high predictive performance and low demand for hyperparameter tuning. It is important to
mention the low demand for tuning, as it is expected to be a fair comparison to PT methods, which were evaluated without
any hyperparameter adjustment. kNN for multi-target is a straightforward extension to multi-label implementation of k-
nearest neighbour method [50], adapted for regression tasks. DT and ET for multi-target are based on generalised regression
trees for predicting several numeric target attributes simultaneously [28]. Finally, RF for multi-target applies multi-objective
decision trees (e.g., DT and ET), which are decision trees that predict multiple target attributes at once [19]. We implemented
the methods using Python scikit-learn5 with default hyperparameters.

The four mentioned AA methods were combined with ST and the 5 PT methods coupled with RF and SVM as base regres-
sors, resulting in a total of 16 possibilities of the best method or method and base regressor. We compared the aRRMSE
obtained from all 792 datasets to find the lowest error and identify the outperformance.

Fig. 10 presents the best aRRMSE distribution among all possibilities. It can be observed that only 10 among the 16 pos-
sibilities are shown, since DT and ET from AA and RF (MOTC), RF (SST), RF (ST), and SVM (MTSG) from PT did not reach the
5 https://github.com/scikit-learn/scikit-learn
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Fig. 9. Average relative importance of the meta-features obtained from the RF importance for both targets when following Recommendation I, II and III. The
names of the meta-features in the x-axis follow the acronyms presented in Table 2.
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Table 6
Meta-features and methods trends with higher (4) and lower (r) relationship.

Meta-features meaning ST SST ERC MTSG MTAS MOTC

Miscellaneous output correlation r r r r 4 r

Variation of max feature/output correlation r r r 4 4 r

Minimal feature/output correlation 4 4 4 4 r 4
Minimal smoothness of output distribution r 4 r r r r

Fig. 10. The frequency of multi-target methods regarding lower aRRMSE among all 16 methods for all 792 datasets (meta-instances). Only 10 methods
were chosen since they achieved at least one meta-instance with the lowest error.
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lowest error for any meta-instance. RF (AA) was the best-ranked method in 462 meta-instances, achieving the best positions
for several methods based on RF as base-learner, i.e., MOTC, SST, and ST. This finding reveals an imbalanced classification
problem for meta-recommendation.Fig. 11.

We induced a RF meta-model after removing the minority multi-targets, i.e., RF (ERC), SVM (MTAS), kNN (AA), RF (MTSG).
The accuracy obtained for recommending the most suitable among SVM (MOTC), SVM (ST), RF (MTAS), SVM (ERC), SVM (SST)
and RF (AA) was 88% (�0:03) and F1-Score 0.69 (�0:03). When comparing the aRRMSE using statistical analysis conducted
for the 16 methods, the meta-recommended approach (meta) and the best method for each meta-instance (18 populations)
with 158 paired meta-instances, we were able to reject the null hypothesis that there are no significant differences between
the methods. We used the non-parametric Friedman test to determine if there are differences between the methods and the
Fig. 11. Nemenyi post hoc test (significance of a ¼ 0:05 and critical distance of 2.09) considering the aRRMSE obtained from all Multi-target methods, best
choice for each meta-instance and the meta-recommendation (meta) over small datasets (18 populations with 158 paired samples). The algorithm
adaptation and single target methods were highlighted in bold and underlined, respectively.
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post hoc Nemenyi test to infer which differences are significant. Based on the post hoc Nemenyi test, we can assume that
there are no significant differences within the linked methods. All other differences are significant.

In other words, our meta-model was capable of recommending statically similar results to the best method for each meta-
instance (i.e., meta-target problem) on a test set of 158 randomly selected problems. It is notable that the AA Random Forest
method and MTAS and MTSG with RF as base-learner were statistically similar. On the other hand, RF with its single-target
approach obtained higher aRRMSE, which was similar to several problem transformation and algorithm adaptation methods.

Altogether, what particularly stands out is the ‘no free lunch theorem’, there is no method that outperforms the others for
every single problem. However, we reduced this gap using our proposed meta-learning approach.
5. Conclusion

In this study, we investigated the recommendation of MTR methods and their base-learners using MtL. A meta-dataset,
composed of 792 MTR synthetic meta-examples, was used for the induction of meta-models to predict the best tuple of
method and base-learner for a given dataset, described by 58 meta-features.

In MtL experiments performed with five meta-learners (RF, SVM with three kernels and XGB), a predictive accuracy
around 73% and 94% was obtained for the MTR methods and their base-learners respectively. Most of the time, the best
meta-models were induced by RF, regarding the predictive performance at meta-level and at base-level (i.e., regressor).
According to the statistical tests, the predictive performance of the meta-models induced by the five MtL alternatives was
superior to all baselines. When using the meta-models to recommend the base-learner and method to the 16 real-world
datasets, RF_I performance was statistically equivalent to recommending Truth.

The statistical tests also showed that the proposed approach was the best option in three recommendation procedures: i)
using only a singular recommendation for method or base-learner ii) selecting the same combination of method and base-
learner for all tasks iii) selecting algorithms randomly. The analysis of meta-feature importance revealed that the smooth-
ness of the output distribution and the correlation between targets were the most useful features to predict the performance
of an MTR method for a new dataset.

As future works, more problems could be generated to cover a broader space and allow more robustness to the recom-
mender. Another possibility would be a hierarchical recommendation system that could recommend an algorithm adapta-
tion or a problem transformation method, and, in the case of the latter, also the base-learner (base regressor). Finally, the
hyper-parameter values of the ML algorithms at the base level could also be meta-recommended, adding a step for an
AutoML pipeline.
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Table 7
Results regarding the recommendation of base-learner following recommendation I.

Meta-Learner Accuracy Balanced Acc. Precision Recall F1 Score Kappa

RF 94% 93% 0.94 0.94 0.94 0.87
SVM_linear 93% 92% 0.93 0.93 0.93 0.85
SVM_poly 91% 90% 0.91 0.91 0.91 0.82
SVM_radial 93% 93% 0.93 0.93 0.93 0.86
XGB 93% 92% 0.93 0.93 0.93 0.86
Random 50% 50% 0.53 0.50 0.51 0.01
Majority 60% 50% 0.36 0.60 0.45 0
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Appendix A

The following tables expose detailed results of those expressed in the radar plots in Fig. 4.
Table 8
Results regarding the recommendation of method following recommendation I.

Meta-Learner Accuracy Balanced Acc. Precision Recall F1 Score Kappa

RF 73% 50% 0.69 0.73 0.70 0.61
SVM_linear 69% 49% 0.67 0.69 0.68 0.57
SVM_poly 63% 39% 0.61 0.63 0.59 0.45
SVM_radial 72% 48% 0.65 0.72 0.68 0.60
XGB 70% 48% 0.66 0.70 0.67 0.57
Random 16% 19% 0.26 0.16 0.18 0.01
Majority 42% 16% 0.17 0.42 0.25 0

Table 9
Results regarding the recommendation of base-learner following recommendation II.

Meta-Learner Accuracy Balanced Acc. Precision Recall F1 Score Kappa

RF 94% 93% 0.94 0.94 0.94 0.87
SVM_linear 94% 93% 0.94 0.94 0.94 0.87
SVM_poly 91% 90% 0.91 0.91 0.91 0.81
SVM_radial 93% 93% 0.93 0.93 0.93 0.86
XGB 91% 91% 0.91 0.91 0.91 0.82
Random 51% 51% 0.53 0.51 0.51 0.02
Majority 61% 50% 0.37 0.61 0.46 0.00

Table 10
Results regarding the recommendation of method following recommendation II.

Meta-Learner Accuracy Balanced Acc. Precision Recall F1 Score Kappa

RF 73% 51% 0.70 0.73 0.70 0.61
SVM_linear 72% 52% 0.70 0.72 0.70 0.61
SVM_poly 63% 39% 0.61 0.63 0.59 0.45
SVM_radial 72% 48% 0.66 0.72 0.68 0.60
XGB 71% 49% 0.67 0.71 0.68 0.58
Random 16% 19% 0.26 0.16 0.18 0.01
Majority 42% 17% 0.18 0.42 0.25 0.00

Table 11
Results regarding the recommendation of base-learner following recommendation III.

Meta-Learner Accuracy Balanced Acc. Precision Recall F1 Score Kappa

RF 94% 93% 0.94 0.94 0.94 0.87
SVM_linear 93% 92% 0.93 0.93 0.93 0.85
SVM_poly 91% 90% 0.91 0.91 0.91 0.81
SVM_radial 93% 92% 0.93 0.93 0.93 0.85
XGB 93% 92% 0.93 0.93 0.93 0.85
Random 50% 50% 0.53 0.50 0.51 0.01
Majority 60% 50% 0.36 0.60 0.45 0

Table 12
Results regarding the recommendation of method following recommendation III.

Meta-Learner Accuracy Balanced Acc. Precision Recall F1 Score Kappa

RF 72% 50% 0.69 0.72 0.69 0.60
SVM_linear 70% 50% 0.68 0.70 0.69 0.59
SVM_poly 65% 41% 0.62 0.65 0.60 0.47
SVM_radial 73% 49% 0.66 0.73 0.69 0.61
XGB 71% 48% 0.68 0.71 0.68 0.59
Random 16% 19% 0.26 0.16 0.18 0.01
Majority 42% 17% 0.18 0.42 0.25 0.00
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