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A B S T R A C T

Pornography is massively available on the Internet, often free of charge. It represents a significant fraction
of the overall Internet traffic, with thousands of websites and millions of users. Studying web pornography
consumption is useful to understand human behavior, and it is crucial for different disciplines, helping in
sociological, statistical and behavioral research. However, given the lack of public datasets, most of the works
build on surveys, limited by multiple factors, e.g., unreliable answers that volunteers may (even unconsciously)
give. In this work, we analyze anonymized accesses to pornography websites using HTTP-level traces collected
from an operational network. Our dataset includes anonymized traffic from about 15 000 broadband subscribers
over three years. We use it to provide quantitative figures on pornographic website consumption, focusing on
time and frequency of use, habits, and trends. We also compare web pornography users’ interests with those
who do not consume web pornography, showing notable differences.
1. Introduction

Pornography and technology have enjoyed a close relationship in
recent decades, with multimedia technologies hugely increasing the
porn sector’s audience. Major technological revolutions led to new
forms of expression and access to pornography. From the limited mar-
ket reachable through public theaters, the introduction of videotapes
in the 1970s abruptly changed the way of consuming pornography,
allowing access to the content in the privacy and comfort of each
person’s home. Later, the birth of cable TV and specialty channels in the
1990s allowed a further step toward accessibility and privacy, giving
the possibility to retrieve content directly from home, removing the
need to pick up the products from a physical store. Finally, the Internet
revolutionized the market again, guaranteeing direct delivery to every
person with a broadband connection. After a first phase, when the
users exchanged files through Peer-to-Peer software [1,2], nowadays,
they can interact through forums and webcams, enjoy content free
of charge, and, at the same time, anonymity while expanding the
audience [3]. Price et al. [4], in a study published in 2016, testify
the increase of pornography consumption in the US since 1973. In
2017, the most popular pornographic platform worldwide (Pornhub,
according to Alexa ranking) claimed 80 million daily accesses to its
website.1 Thus, it is of no surprise that Internet pornography’s role as
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a prevalent component of popular culture and the importance of its
study has been recognized for a long time [5,6].

Many studies focused on web pornography (WP) aim to describe
consumption patterns or pinpoint eventual pathologies correlated to
excessive use. However, such works typically come from the medical
and psychological communities and are based on surveys covering
a rather small number of volunteers. Grubbs et al. [7] provide a
recent and comprehensive literature review on the subject. Moreover,
previous studies [8,9] report that people tend to lie, either consciously
or unconsciously, when answering to private-life concerning surveys,
especially about sexuality. Indeed, some people declare more WP usage
than real (e.g., to show to be uninhibited), while others understate their
actual consumption, fearing social blame. These behaviors take the
name of social desirability biases and egosyntonic/egodystonic feelings
(i.e., being or not in accordance with the self-image). Both of them
make surveys less reliable than other sources of information.

In contrast to previous works, in this study, we investigate WP
through passive network measurements collected from an Italian In-
ternet service provider’s operational network. Our dataset includes
anonymized Internet accesses of about 15 000 broadband subscribers
over three years. Useful to our analysis, MindGeek, the largest WP
1
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company operating many popular websites, switched to encryption
only in April 2017, becoming the first big player in the WP industry
to adopt HTTPS [10]. As such, the vast majority of WP websites used
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regulation, rooted in Western traditions’ moral judgment. Increasingly,
WP is investigated as an enabler and mediator of sexual relations in so-
ciety, manifesting societal relations of gender, sexuality, and power [5].
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plain-text HTTP up to March 2017, allowing us to leverage HTTP-level
measurements and obtain detailed figures of WP consumption. Using
recent advances in data science and machine learning, we extract only
user actions to WP portals from a deluge of HTTP data, thus discarding
uninteresting downloads, e.g., images, scripts, etc. We use these data to
understand WP consumption of broadband subscribers from a variety
of viewpoints.

In this work, we do not propose novel methodologies to identify
Internet pornography. Instead, we refer to the term WP to any on-
line material that, directly or indirectly, seeks to bring about sexual
stimulation [11]. Therefore, we use the term pornographic website to
escribe services that provide actual pornographic videos, sell sex-
elated merchandise, help in arranging sexual encounters, etc. We
efer only to adult pornography websites, and we do not advocate the
nclusion of child pornography websites in our research. Thus, this
aper has no application whatsoever to child pornography. The word
ornography, in this article context, refers exclusively to content that
s legally accessible in the territories of the EU and the US.

Our analysis computes statistics inspired by surveys detailed in
ociological and behavioral literature and from WP portal reports. We
estrict our analysis only to those that, given our data, we were able
o compute. Our results enhance the visibility and the understanding
f topics related to WP consumption, giving a less mediated overview
f users’ behaviors, mostly confirming what emerges from sociological
nd behavioral surveys by proving a comprehensive representation of
P-related conducts. The main contributions of this paper are:

• Providing a thorough characterization of WP consumption using
passive measurements from 15 000 broadband subscribers.

• Showing how users moved to mobile devices through the years,
even if the time spent on WP remains constant.

• Showing that typical WP sessions last less than 15 min, with users
rarely accessing more than one website. WP sessions are usually
longer than sessions on generic websites.

he main findings show:

• Less than 10% of users consume WP more than 15 days on a
month, and repeated use within a single day is sporadic. There
is not a linear correlation between the time spent on the web and
the fruition of WP.

• Users who consume WP are more interested in gaming and tech-
nologies than those who do not. WP users present bias toward
addictive activities such as online gambling.

• A few WP websites and corporations rule the market, and search
engines are the main means to reach WP.

This paper extends our preliminary work [12] in several directions.
e compare the characteristics of web browsing for WP and non-WP

essions, showing notable differences. We provide a thorough compari-
on of WP and non-WP users’ behavior in terms of interests, deepening
he correlations with possibly risky behaviors, e.g., online gambling.
urthermore, we offer a discussion about our work’s implications both
rom a computer network and a sociological perspective. The remainder
f the paper is organized as follows: Section 2 summarizes related work.
ection 3 describes data collection, methodology and privacy issues,
hile Section 4 presents all our results. Finally, Section 5 discusses the

mplications and limitations of our findings as well as future work, and
ection 6 concludes the paper.

. Related work

Pornography, and, in modern times, web pornography is still seen
s a risk and thus to be filtered out. The reason, according to Paaso-
en [27], can be found in the historical background of censorship and
n feminist research, WP is a topic at the core of the theoretical di-
ide between anti-pornography and porn-sympathetic or pro-sex schol-
rs [28]. Despite the stigma, researchers started addressing the topic
rom different perspectives, studying the relationship between humans
nd web pornography and how it is perceived.

ociology. Most previous works on online pornography study the inter-
ction between users and WP by leveraging the information included in
urveys proposed to groups of volunteers. Vaillancourt-Morel et al. [16]
xamine the potential presence of different profiles of pornography
sers and their relation to sexual satisfaction and sexual dysfunction.
he authors evaluate a poll involving 830 adults and group users’
ehaviors in three clusters according to the usage of web porn: recre-
tional, highly distressed, and compulsive, each category associated
ith different reactions. Daspe et al. [13] investigate the relationship
etween the frequency of pornography consumption and the personal
erception of this behavior, pointing out that often there are sizeable
iscrepancies. Another analysis of the phenomenon is provided by
rubbs et al. [14], who analyze two participant sets, students and
dults. They show that moral scruples can infect the self-impression
ver their consumption. Short et al. [15] propose a critical analysis
f WP, showing the various limitations of state-of-the-art studies that
stimated WP consumption, concerning its definition, usage, and the
ncertainty of its measurements.

omputer science. Other works study WP using network measurements
ather than relying on surveys. In 2004, the authors of [6] high-
ighted the importance of pornography as a principal component of
opular culture and the importance of studying, acquiring, and cat-
loging pornographic websites as part of public library collections.
rtiz et al. [21] study Chilean websites containing human images
nd classify them in ‘‘normal’’, ‘‘porn’’, and ‘‘nude’’, to automatically
iscover WP websites. Tyson et al. [24] extract trends and character-
stics in a notable adult video portal (YouPorn) by analyzing almost
00 k videos, together with metadata such as page content, ratings, and
ags. In a similar direction, Mazieres et al. [20] produce and analyze

semantic network of WP categories extracted from the xHamster
ortal, finding predominant classes, and inspecting their meaning.
chuhmacher et al. [22] address a similar problem, from a differ-
nt viewpoint. In their work, the authors inspect nicknames of users
ommenting on videos of the YouPorn website. They divide nickname
lasses: male-given name, female-given name, and explicit content, and
ook for their relation with category tags. This analysis results in an
xploration of users’ interests to provide suitable recommendations.
oletto et al. [17] study users’ activities in social networks related to
P. The goal is to explore these communities and extract information.

he authors analyzed the communities’ seclusion features and the
sers’ characteristics in terms of age, habits, and gender. Recently,
u et al. [29] compare in their article WP video consumption to
eneral video streaming services such as YouTube. They find notable
ifferences in terms of video duration and frequency at which users
ate videos. Moreover, the views for WP converge around the most
opular videos in contrast to videos on YouTube. Zhang et al. [26]
nalyze the traffic from a vast IPv6 only academic Chinese network,
ooking for adult content. They filter raw packets with a Naïve Bayes
pproach, crawling webpages, and analyzing the content. The results
how that only a few platforms moved to IPv6. Farelly et al. [18]
nalyze a broad set of video from the WP website xHamster, and
ind that they tend to have longer videos compared to mainstream
treaming sites and garner more views. xHamster has been studied also
y Wong et al. [25] and Song et al. [23]. They use active measurements
o collect metadata on almost 4 million unique videos that span the
ifetime of xHamster from 2007 to 2018, finding significant differences
etween adult streaming services and traditional streaming ones. In
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Table 1
Related works summary on WP.

Paper User data Survey based Multi websites Active meas. Passive meas. Objective

Sociology
Daspe et al. [13] Yes Yes – – – WP use and personal perception
Grubbs et al. [14] Yes Yes – – – Moral scruples and self in WP
Short et al. [15] – Yes – – – Review of WP works
V-Morel et al. [16] Yes Yes – – – Categories of WP usage

Computer science

Coletto et al. [17] Yes – Yes Yes – Explore social network communities
Farrelly et al. [18] – – – Yes – Analysis of WP xHamster
Grammenos et al. [19] – – – Yes Yes Session pattern access
Mazieres et al. [20] – – – Yes – Semantic analysis of xHamster categories
Ortiz et al. [21] – – Yes Yes – Classify chilean pornography images hubs
Schuhmacher et al. [22] – – – Yes – YouPorn categories
Song et al. [23] – – – Yes – WP vs. traditional stream
Tyson et al. [24] – – – Yes – Trends and characteristics in YouPorn
Wong et al. [25] – – – Yes – Analysis of xHamster
Zhang et al. [26] – – Yes Yes Yes Inspect which WP services moved to IPv6
Our work – – Yes – Yes Longitudinal analysis of WP use

Table 2
Dataset description.

Duration 3 years (2014–2017)

Unfortunately, during the period considered in the paper, the probe
suffered some outages, lasting from a few hours up to some months,
3

Subscribers ≈ 15 𝑘
due to software bugs introduced by updates and hardware failures. As
Log size 20.5 TB

WP websites 59 989
WP visits to webpages 58 238 419
WP sessions 4 135 322

non-WP websites 5 456 846
non-WP visits to webpages 1 176 453 716
non-WP sessions 33 705 684

recent work, Grammenos et al. [19], they gather and analyze data from
a significant Content Delivery Network, covering 1 h of access logs for a
porn website, combining the study of log data with metadata scraping.

We summarize the related work in Table 1, separating those from
the sociological and medical community and those from the com-
puter science field. The table shows how the majority of the latter
builds on active network measurements – i.e., the authors automatically
download and analyze webpages using the so-called web crawlers, and
mostly focus on analyzing a single WP portal. The few other works
that leveraged passive measurement data, i.e., [17,21,26], focus on
circumscribed WP categories or analysis. To the best of our knowledge,
we are the first to use passive measurements – i.e., data collected from
regular users – to study the consumption of different WP websites over
an extended period.

3. Measurements and methodology

3.1. Data collection

In this work, we build on network measurements coming from
passive monitoring of a population of broadband subscribers over three
years (from March 2014 to March 2017). We have instrumented a
Point-of-Presence (PoP) of a European ISP, where the traffic of ≈ 10 000
ADSL, and ≈ 5 000 FTTH subscribers is aggregated. ADSL downlink
capacity is 4–20 Mb/s, with uplink limited to 1 Mb/s. FTTH users enjoy
100 Mb/s downlink and 10 Mb/s uplink. Each subscription refers to an
installation, where all users’ devices (PCs, smartphones, etc.) connect
via WiFi or Ethernet cable through a home gateway. Relevant to our
analysis, the ISP provides each subscriber with a fixed IP address,
allowing us to track them over time. Nonetheless, a small fraction
of subscribers abandoned the ISP during the observation period, and
few new ones joined. All ADSL subscribers are residential customers
(i.e., households), while a small number of business subscribers exist
among the FTTH customers. We report details of our dataset in Table 2.
such, the results we present have missing data for those periods, as
noticeable in Fig. 1.

To gather measurements, we rely on Tstat [30], a passive meter
that builds rich per-flow summaries with hundreds of statistics for each
TCP and UDP flow issued by clients. Besides, Tstat integrates a DPI
module that creates log files containing details for all the observed
HTTP transactions. For each transaction, Tstat records the URL, the
client identifier, and other HTTP headers of requests and responses.
Our measurements are based on the inspection of HTTP headers and,
thus, neglect all encrypted traffic. However, no primary WP portal
used encryption at the time we collected the dataset. We copy the
generated log files to our back-end servers with a daily frequency.
We store data on a medium-sized Hadoop cluster to allow scalable
processing. All processing is performed using Apache Spark and Python.
The stored data covers three years of measurements, totaling 20.5 TB
of compressed and anonymized log files (related to around 138 billion
flow records).

3.2. Definition of user and dataset limitations

Our PoP is located at the Broadband Remote Access Server (BRAS)
level. A unique and fixed IP address identifies each subscription. How-
ever, subscriptions refer to households where potentially more than one
person surfs the Internet, sharing the same public IP address. As such,
relying on the client IP to identify a user would not be precise enough
to study habits and behaviors. Similarly to [31], in our work, we define
a user as the concatenation of the client IP address and the user-agent as
extracted from the corresponding HTTP header. The user agent string
is sent in the form of an HTTP request header. It contains information
about the agent originating the request, details on the system, e.g., the
operating system (and their versions), the client browser, and the
content display framework. The use of the user agent allows us to
perform analyses in a per-browser fashion – i.e., each user-agent string
observed in a household. With this definition, a single person may
appear multiple times with different identifiers if they use various
devices, or their device incurs software updates that modify the user
agent string. Simultaneously, two users with the same machine, running
the same operative system, and using the same browser, would be
considered the same. Privacy requirements limit any finer granularity.

The evaluated dataset includes only a regional sample of households
in a single country. Users in other regions may have diverse browsing
habits. Equally, mobile devices have only been monitored while con-
nected to home WiFi networks. As such, our quantification of browsing
on mobile terminals is a lower-bound since we do not capture visits
performed under mobile networks.
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3.3. User action extraction

Starting from an HTTP-level trace, we filter the data to identify
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those HTTP requests containing an explicit user action. This step aims
to isolate users’ behavior discarding all HTTP traffic related to internal
objects of webpages such as images, style-sheets, and scripts, helping
the analyses focus only on the intentionally visited webpages. To this
end, we rely on the methodology described in our previous work [32]
that develops a machine-learning model to pinpoint intentionally vis-
ited URLs (or click stream) from raw HTTP traces. The employed
approach has a core module based on a supervised classifier that can
recognize user actions in HTTP traces. It achieves an accuracy of ≈ 98%
nd can be successfully applied to different scenarios, including smart-
hone apps [33]. We refer the reader to [32] for a detailed description
f our methodology for user action extraction and a comparison with
ther literature proposals (e.g., [34,35]).

After this phase, we obtain 1.1 billion user actions/visited webpages
owards more than 5 million different domains. For each user, we
etermine information about the operating system in use (e.g., Win-
ows 10), the browser (e.g., Chrome), and if the device was a PC, a
martphone, or a tablet. We extract this information from the original
TTP request user-agent, using the Universal Device Detection library.2

n the remainder of the paper, we only consider user actions, to which
e refer to the term visited webpages.

.4. Session definition and WP filtering

After the extractions of the intentionally visited webpages, we per-
orm a further step to identify sessions of continuous activity. To this
nd, we group data by user and process HTTP transactions by time.
e then identify a session as follows: when a user accesses a website,
e open a new session and account all subsequently visited webpages.
e terminate a session if we do not observe any user action for a period

f 30 min. While defining a browsing session is complicated [36], we
onsider a time larger than 30 min as an indication of the end of
he session as it is often seen in previous works (e.g., [37]), and in
pplications like Google Analytics.3

Finally, we want to filter only those entries referring to WP web-
ites. Studying innovative methodologies to isolate traffic towards a
articular class of services automatically is out of this work scope, and
e employ a list-based approach to perform classification. We build
n publicly available lists, achieving robustness by combining three
ifferent sources.4 These three lists provide a set of domain names that
ffer different WP content (ranging from video streaming to thematic
orums). To avoid false positives, we consider only those domain names
ontained in at least two over three lists. We come up with 59 989
nique entries, arranged over 460 top-level domains. We observe an
verage of 13 k active WP users per month.

Like the general definition of session expressed above, we can then
efine WP sessions: we open a new WP session when a user accesses
pornographic website and accounts for it all subsequent WP visited
ebpages until we do not observe any WP usage for 30 min. In total
e obtain more than 4 million WP session in our dataset (see Table 2).

.5. Privacy and ethical concerns

Passive measurements potentially expose information that may
hreaten users’ privacy [38]. As such, our data collection program
as been approved by the partner ISP and by our University’s ethical
oard. Moreover, this specific data analysis project was also subject to
privacy impact assessment.

2 github.com/piwik/device-detector.
3 support.google.com/analytics/answer/2731565?.
4 www.shallalist.de/categories.html, www.similarweb.com, and

si.ut-capitole.fr/blacklists/index_en.php.
Fig. 1. Usage trends from March 2014 to March 2017.

We undertake several countermeasures to avoid recording any per-
sonally identifiable information. Before any storage, all client identi-
fiers (i.e., IP addresses) are anonymized using the Crypto-PAn algo-
rithm [39], and URLs are truncated to avoid recording URL-encoded
parameters. We vary encryption keys monthly to prevent persistent user
tracking that may leak excessive sensitive information. Private data
such as cookies and Post data are not monitored at all. We store logs in
a secured data center in an encrypted format. We emphasize again that,
in our research, we only consider adult pornography websites obtained
through open datasets, referring exclusively to content that is legal in
the territories of the EU and the USA.

4. Results

In this section, we report the most significant figures that emerge
from our analysis. We first focus on the temporal dimension, showing
the evolution of WP consumption from 2014 to 2017 in terms of volume
and device type. We then characterize WP sessions in terms of duration
and frequency and quantify WP pervasiveness in the monitored popula-
tion. We also show the peculiarities of WP browsing and compare the
interests of WP and non-WP users. Finally, we provide some figures
about the popularity of services.

4.1. WP consumption trends over the years

Our first analysis describes WP consumption trends from 2014 to
2017. We include notable results in Fig. 1. In Fig. 1a, we show the
time spent on WP by monitored users. The blue (solid), red (dash-
dot), and green (dashed) curves report, respectively, the 25th, 50th and
75th percentiles of the total per-user daily time spent on WP, i.e., the
sum of the duration of all WP sessions. Curves are calculated only for
active users, i.e., users visiting at least one WP website in a day. Curves
are not continuous due to the lack of data caused by outages in our
measurement infrastructure. The outcome shows a rather stable trend
over the observation period, with half of the users spending less than
18 min per day on WP; however, almost 25% of users reach 40 min of
daily activity. The statistics above have a daily-based outlook on WP
activities, and they do not provide figures about the repeated use of

https://github.com/matomo-org/device-detector
https://support.google.com/analytics/answer/2731565
http://www.shallalist.de/categories.html
https://www.similarweb.com/
http://dsi.ut-capitole.fr/blacklists/index_en.php
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WP across multiple days by the same user, a topic that we will analyze
later. Measuring the fraction of users accessing WP is not easy using
our data, as a single identifier – the client IP address – identifies a
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broadband subscription, potentially shared by multiple users. However,
we notice that every day 12% of subscribers access WP websites, and
this value is constant across the years. We provide further analysis
of WP pervasiveness in Section 4.4. As it emerges from our previous
work [2], during the same period, the daily traffic per broadband
customer has increased at a constant rate, almost doubling from 2014
to 2017. We do not see a similar increase in WP traffic.

We can compare these results with statistics from surveys, fortifying
or confuting what the participants declare. For instance, Vaillancourt-
Morel et al. [16] study the characteristics of WP users, showing that the
majority of the chosen sample uses WP for recreation only, on average
for 24 min per week. On our dataset, we find that, on average, a user
accessing WP spend 37 min per week. Despite the different user bases,
this result can be seen in the user’s tendency to lie when answering
surveys [8,9].

Then, we investigate the evolution in device category use (PCs,
tablets, and smartphones). We compute, for each device category, its
share in terms of the number of sessions. Fig. 1b shows the results.
We notice that though PCs and laptops (red surface) still cover a
relevant fraction of visits in 2017, smartphones (blue surface) have
largely increased their share from 27% to 42% at the expense of PCs.
The volume of tablets, reported in green, is instead rather constant.
Not shown for brevity, the evolution of the daily time spent using
different devices did not change consistently throughout the years (see
Section 4.2 for more details). Not visible in the picture, the absolute
number of users with PCs remained more or less constant throughout
the years, while smartphone users increased by about 32%. Finally,
the other metrics we will explore in the next sections did not exhibit
significant trends worth mentioning here. As there is no significant
increase in the usage over the years, interesting conclusions could be
drawn in terms of the ‘‘addictiveness’’ of pornography itself. Constant
availability on the smartphone does not significantly increase the WP
consumption in the sample over the observed period of time.

Take away: the overall WP consumption remained constant over the
years, and stands, in median value, on 18 min per day. Still, we see a sharp
increase in smartphone usage.

4.2. Characterizing WP sessions

As previously shown, WP consumption for each user is rather stable
across the years. As such, we now restrict our investigation to one
month, allowing more straightforward data processing without sacrific-
ing the analysis accuracy. Therefore, in the remainder of the paper, we
restrict the study to the last month of our dataset that neither includes
public holidays nor measurement outages, i.e., October 2016.

In this section, we characterize WP sessions, separately for the three
device categories, showing the results in Fig. 2. We first characterize
WP sessions in terms of duration — given the definition of a session
as continuous access to WP, given a 30 min timeout. Fig. 2a shows the
empirical cumulative distribution function (CDF) of session duration,
expressed in minutes. The duration is larger for PCs than for tablets and
smartphones. While most of the sessions are rather short, i.e., less than
15 min for PCs and 10 for smartphones, we observe sporadic longer
sessions up to one hour or more, with the 75th percentile reaching
22 min. On a global scale, Pornhub has found similar results.5 The
verage session time reported by Pornhub for Italy is 9 min and 30 s,
imilar to what we observe from our analysis.

We now draw the attention to the number of webpages accessed
ithin WP sessions, whose CDF is reported in Fig. 1b. Remind that

5 See footnote 1.
Fig. 2. CDF of WP session characteristics, divided by device type.

Fig. 3. Number of distinct days in which users consumed WP in a month.

this number is calculated only for explicit user actions, thus discard-
ing other HTTP transactions for images, scripts, and others. Here the
difference among devices is limited, with users accessing in median 5
or 6 webpages in a session, with 28% of them limited to one or two.
However, in 30% of the sessions, more than 10 webpages are visited
in one session. Similarly, in Fig. 2c, we report the distribution of the
number of unique websites accessed during a WP session.6 Results show
that smartphone users tend to focus on a single WP website at a time
(78% of sessions). In contrast, PC users are more prone to visit multiple
websites. For all the devices, very few sessions include visits to 4 or
more different websites.

Finally, Fig. 2d reports the number of daily sessions for an active
user. Given a user that accesses WP content on a particular day, we
count the number of sessions they undertake. The figure shows that
users hardly make repeated use of WP within a day, without differences
among devices. Only in 20% of cases, we observe repeated use, with
a higher number of daily sessions related to more marginal behaviors.
Please acknowledge that we start counting from one, as our data hardly
allows us to estimate the number of monitored users not accessing WP
content.

Take away: During WP sessions, users tend to remain on a single
website, for a median time of 10–15 min, depending on the adopted device.
A user that accesses WP, rarely does so more than once per day.

4.3. Usage frequency and seasonality

We now focus on the frequency of WP consumption over the con-
sidered month. In Fig. 3, we report the CDF of the number of days of
activity of the WP users in the dataset. The figure indicates that the
monthly frequency is generally low, with 76% of the users visiting WP
five or fewer days in a month. Still, some users show reiterate usage,
8% of them consuming WP more than 15 times a month. These results

6 We easily identify websites using the hostname extracted from URLs.
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Fig. 4. Average hourly percentage of number of WP sessions and total traffic.

confirm what is found by Daspe et al. [13], who show that the 73% of
the participants to a survey access pornography no more than once or
twice per week, and only 11% more than five times per week. Given
the nature of our dataset, we cannot estimate the number of users
not consuming WP. Still, an analysis of per-subscription traffic to WP
is provided in Section 4.4.

The volume of WP sessions also varies during the hours of the day.
Fig. 4 provides the average percentage of sessions across the 24 h of
the day (red solid line). For ease of visualization, we start the 𝑥-axis
from 4 A.M., corresponding to the lowest value of the day. The two
higher peaks are immediately after lunchtime (2 P.M.–4 P.M.) and
after dinner (9 P.M.–midnight). In addition to WP traffic, the figure
also reports the overall trend considering all WP and non-WP HTTP
transactions, regardless of their nature (dashed blue line). We notice
some discrepancies comparing WP to the total traffic; the peaks do
not overlap, and the latter is more balanced over daylight hours. A
hypothesis for those differences may be related to the fact that access-
ing pornographic websites is likely to be a private and leisure activity
confined to intimate moments, linked to intimacy, and restricted by
social rules. We also provide a breakdown across both hours and days of
the week, with Fig. 5 showing the heatmap of the percentage variations
from the gross weekly average (white color). Warmer tones register
values below average, while colder ones show values above. Notice
some clear diminishing traffic on Saturday evening (7 P.M.–midnight)
and some increased traffic on Saturday, Sunday, and Monday morning
(9 A.M.–1 P.M.). Indeed, many commercial activities are closed on
Monday morning in the monitored country, perhaps influencing this
behavior. Again, Pornhub data shows comparable results, with their
heatmap having peaks of traffic in more or less the same time frames (2
P.M.–5 P.M.) and (10 P.M.–midnight). Considering the cumulative daily
access, Mondays register the highest values and Saturdays the lowest.

Take away: Overall, 76% of the users visit WP five or fewer days in a
month. Consumption has two peaks after lunch and after dinner. It is steady
Fig. 6. Cumulative percentage of subscriptions accessing WP at different time in the
trace.

Fig. 7. Share of time spent on WP by users, grouped in different usage classes.

during working days, while we observe a decrease on Saturday night and an
increment on Saturday, Sunday, and Monday morning.

4.4. WP pervasiveness

We now provide a general analysis of the fraction of monitored
subscribers consuming WP websites. Unfortunately, our dataset does
not contain fine-grained information about WP pervasiveness, being the
client IP address shared by all users surfing the web from a subscription,
i.e., a household. Still, we can show the fraction of subscriptions where
at least one user accessed WP during our observation period. In Fig. 6,
the 𝑥-axis represents the 31 days of our reference month (being day 1
October 1st, 2016 and day 31 October 31st, 2016), while 𝑦-axis reports
the cumulative fraction of subscriptions that accessed at least one WP
website. Considering the first day, less than 12% of

subscriptions accessed WP, but this fraction raises to 27% after a
week. At the end of the month, it reaches 38%, meaning that more
than one subscription over three generated traffic towards WP websites
at least once in a month. For comparison, 45% and 3% of subscribers
6

Fig. 5. Weekly breakdown of hourly WP usage. Heat-map of deviation from hourly average.
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Fig. 8. Comparison of session duration and thinking time related to WP and non-WP fruition.

ccess YouTube and Netflix daily, respectively. Considering social net-
orks, 60% and 25% of subscribers contact Facebook and Instagram

7

activity, irrespective of the type of content, with session rarely lasting
more than half an hour. Considering all traffic, PCs sessions are longer
7

aily, respectively. Finally, we observe that this picture did not evolve (12 min in median), while those on mobile phones are shorter (only

rom a temporal perspective. As we mentioned in Section 4, overall,
2% of users are observed accessing WP on a daily basis with basically
o variation over the years. Also, the number of users accessing WP
eekly and monthly is rather flat over time.
Take away: Weekly, 27% of households access WP at least once, while

8% do so monthly.

.5. WP vs. non-WP browsing

We now explore the peculiarities of WP browsing in contrast to
on-WP activity through the comparison of different characteristics.

Firstly, we investigate the pervasiveness of WP browsing in different
sers’ classes, grouped by the monthly amount of time spent on the
eb. To this end, given a WP user, we sum the duration of all their
rowsing sessions (WP and non-WP sessions). Then, we group users into
our bins for different time spent on the web and compute for each one
he fraction of time spent on WP individually. Fig. 7 depicts the portion
f time dedicated to WP in four monthly usage bins, namely [1 − 10)
(red solid line), [10 − −20) h (blue dashed line), [20 − −50) (green

ot-dashed line), and [50 − −100) h (yellow dotted line). Interestingly,
he figure shows a clear decrease in the fraction of time dedicated to

P when the overall amount of time spent on the web increases. For
nstance, the median time spent on WP from users that browse the web
etween 10 and 20 h is 15%, while for users that browse for more than
0 h, the median is only 8%. The absolute value of time spent on WP,
ot shown here for brevity, slowly increases with overall time. Hence,
hese results highlight how the time spent for WP fruition is growing
ess than linearly concerning the total browsing time. Bringing together
hese results with the analysis reported in Fig. 3, we can assume that,
or the monitored population, WP browsing is an occasional activity.
xcept for a small fraction of the population, access to WP resources is
uantitatively limited and not growing proportionally to the rest of the
raffic.

Subsequently, we consider the characteristics of browsing sessions,
iming at comparing WP with non-WP consumption. We analyze two
etrics, namely the session duration and the thinking time (TT),

.e., the period (in seconds) between two webpage visits within a
ession. Fig. 8 shows separately the distributions for the device classes,
.e., Mobile, PC, and Tablet. We use boxplots in which the boxes span
rom the 1st to the 3rd quartile, while whiskers report the 5th and the
5th percentiles; black strokes represent the median.8

Fig. 8a illustrates the distribution of session duration comparing WP
nd non-WP.9 The figure shows that browsing is generally a concise

7 The reader can find a deeper analysis in our previous work [2].
8 The choice of using boxplots instead of plotting CDFs has the goal of

asing the readability of the results and avoiding overlapping lines.
9 For the session duration of WP browsing, refer to Fig. 2a.
5 min in median). Tablets stay in the middle. We notice that WP
sessions are generally longer than non-WP. Indeed, WP sessions last
10–15 min in the median, depending on the user device, while non-
WP in the order of 5–12 min, suggesting that users that choose to
devote their time to WP, generally invest more time than for classical
browsing. We put this result in the perspective of the WP website
popularity, which reveals that the most accessed WP are video portals
(see Section 4.7). Indeed, video consumption is intuitively a longer
activity than browsing, and WP online videos are on average longer
than non-WP ones [18].

Fig. 8b depicts the distribution of TT for the different device classes.
Recall that TT is the amount of time between two user actions within
a session. It is worth to mention that the non-WP category contains
user actions over many different content topics. Thus, what we see in
the output is an average of users’ behavior while browsing. The figure
shows minimal differences between device classes and WP/non-WP. In
general, PC sessions have slightly shorter TT than mobile and tablets,
with differences in the order of a few seconds, looking at the median.
WP has longer median TT for all devices classes, but again few seconds
separate the distributions. This result suggests that users have a similar
approach for WP and non-WP in terms of time spent on a webpage,
i.e., before opening the following page.

Take away: There is a less than a linear correlation between the time
spent on the web and the fruition of WP. WP browsing exhibits peculiar
characteristics, with longer sessions. We found negligible differences in terms
of thinking time between webpage accesses.

4.6. Interests of WP and non-WP users

We here focus on users’ behavior in terms of personal interests,
comparing those who consume WP with those who do not. Non-WP
users are those that do not access a single WP content (considering
October 2016). We characterize their interests using the list of websites
they visit. We categorize each visited website using the Investigate API
of the Cisco Umbrella platform.10 This service provides a categorization
into a topic based on the content of the website (e.g., News). We
consider users interested in a topic if they access at least one website
belonging to it. This technique allows us to compute the share of users
interested in each class. We consider 11 topics, from generic News and
Sport to topics related to specific user behaviors such as Gaming and
Gambling.

We show the results in Fig. 9 using a radar plot, separately for
WP and non-WP users. The two lines report the percentage of users
interested in a specific topic. In general, WP users consume more
diverse content: in fact, the WP users’ curve covers a larger area than

10 https://docs.umbrella.com/investigate-api/docs/introduction-to-cisco-
investigate.

https://docs.umbrella.com/investigate-api/docs/introduction-to-cisco-investigate
https://docs.umbrella.com/investigate-api/docs/introduction-to-cisco-investigate
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Fig. 9. Interests of WP and non WP users.

Fig. 10. Top-15 WP websites ranked according to percentage of users accessing them.
umulative percentages of their visits with respect to all WP visits are also shown.

he non-WP curve. While, for some topics, we do not notice significant
ifferences (News, E-commerce, Health, and Fitness), in some cases,
sers’ interests considerably diverge. Significant differences hold for
ambling, Games, and Technology classes. We observe that 51% of
P users access Gambling websites, while this happens in only 27%

f non-WP. This result is particularly interesting in the perspective of
ther studies that establish a connection between WP and other kinds of
ddiction, e.g., to gambling or drugs, or association to violent thinking
r conducts, e.g., search for weapons [40]. We also investigated other
inds of biases, like the connection to discriminating ideas, such as
acism, but the data points were too few to draw any statistically
ignificant conclusion.
Take away: WP users are more prone to visit websites related to

gaming and technology. Moreover, they are considerably more interested in
addiction-prone services, like gambling websites.

4.7. Most contacted WP websites

This section briefly illustrates the most popular WP websites and
how the traffic is distributed among them. Similarly to the global
Internet trend, a few big players dominate the market. Looking at
the Alexa rank for 2016, three WP websites appear among the top-
50, namely pornhub.com, xvideos.com, and livejasmin.com, with the
first one, ranked 29th, just behind linkedin.com, and the other two
respectively 47th and 49th. Considering our dataset, we observe similar
positioning for WP websites, with top-tier WP aggregators leading the
rank. In Fig. 10, we show the percentage of users reached by the
top-15 WP websites using bars (left-most 𝑦-axis) and the cumulative
percentage of visits to these services (red line, right-most 𝑦-axis). We
first note that the top-15 websites are all video-based WP services, some
of them also offer chatting functionalities, but we do not find any forum
representative. In total, users accessed 7 048 different websites during
the entire month. The top-3 websites in our dataset match exactly
Fig. 11. Top-15 websites present in the referer HTTP headers on the beginning of WP
sessions. Notice the log scale.

the Alexa ranking, with pornhub.com being accessed by 34% of users.
Global tendencies are reflected in our top-15, with only two websites
being local representatives of the monitored country (pornototale.com
and lupoporno.com). The red line reporting the cumulative percentage
of WP visits supports us to highlight significant results. The leading WP
webpage pornhub.com accounts alone for 14% of total accesses, while
the top-15 together account for approximately 63% of all WP visits.
Even if not reported in Fig. 10, the percentage reaches 90% considering
the top-204 websites, confirming the concentration of users around top
services. Interestingly, very similar numbers hold true for the overall
traffic observed in our dataset (including also non-WP websites), with
the top-15 accounting for 61% of traffic and 90% due to 195 websites.

We are also interested in studying the behavior of the WP website
popularity distribution to check if it follows a power law. A power-law
probability density function is defined as 𝑝(𝑥) = 𝑐 ⋅ 𝑥−𝛼 . We consider
ll WP visits in the dataset to check this behavior, hence more than
8 million visits towards almost 60 thousand WP websites. Accurately
itting a power-law distribution to empirical data, as well as measuring
he goodness of that fit, is not trivial [41]. We are interested in studying
he tail of the distribution (i.e., the few very popular websites), and we
heck if and from what minimal value 𝑥𝑚𝑖𝑛 the scaling relationship of
he power law begins. We use the methods described in [41] to find
he optimal value of 𝑥𝑚𝑖𝑛 by creating a power-law fit starting from

each unique value in the dataset, then selecting the one that results
in the minimal Kolmogorov–Smirnov distance between the data and
the fit. In our case, we obtained a value of 𝑥𝑚𝑖𝑛 equal to 1 501, and a
igh significance value, meaning that the distribution follows a power
aw after that value. This indicates that the WP website popularity
istribution has an ‘‘heavy-tail’’ that follows a power law, similar to
ther natural phenomena. Later in Section 5, we put this result in the
erspective of the studies on the Web ecosystem.

We notice that 3 out of 15 WP websites represented in Fig. 10
elong to MindGeek, a company owning pornhub.com, redtube.com,
ouporn.com, and dozens of other websites [42]. MindGeek websites
ccount for more than 20% of accesses in our dataset, making it the
arket leader. For comparison, the following website in terms of users

nd visits is xvideos.com (owned by WGCZ Holding), with less than half
f the users of MindGeek services, according to our data, suggesting
gain a scenario where the ecosystem is lead by a few big players in a
ominant position.

Finally, we investigate how users reach WP websites — i.e., from
hich search engine or aggregator website. To this end, we employ

he Referer header of HTTP requests, which reports the URL of the
reviously accessed website. This mechanism allows a web server to
dentify where users are coming from, from a page containing a link
o the website. For our analysis, we use the Referer of the first
TTP request of a WP session. About 29% of these requests are without
eferer, hence in these cases users request the first WP webpage in a
ew window/tab of the browser or starting from bookmarks. We then
onsider the websites that are found in the Referer header, and show
esults in Fig. 11. As expected, most users access WP through the Google
earch engine (71.8%). In the second position, we find (3.1%) which

http://pornhub.com/
http://livejasmin.com/
https://www.linkedin.com/
http://pornhub.com/
https://pornototale.com/
https://www.lupoporno.com/
http://pornhub.com/
http://pornhub.com/
http://redtube.com/
http://youporn.com/
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means that users search for WP directly on the search bar of Android
phones. We then find other popular search engines such as Bing (2.8%)
and Yahoo (1.3%). We observe Italian aggregator portals that include
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far from over, as illustrated here, hence the importance of unbiased
material which will help to contextualize further WP use and its effects
on individual behavior as well as society at large. Sociological studies
a
b
b
a
c
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L

a web search service, namely Libero (0.4%) and Virgilio (0.3%). Cu-
riously, the remaining 9 websites appear to be temporary WP portals
that were neglected by our list – e.g., zzhamster.com or redtube8x.com.
They monetize users that navigate through them to reach the legit WP
website. As such, they are prosecuted by legitimate content providers
and often blocked by national authorities. This controversy is why they
were not included in our WP lists, and none of them can, at the time
we write this article, be accessed anymore from Europe or the US.

Take away: Few websites are responsible for the majority of accesses,
with the tail of the number of visits following a power law. WP replicates
the overall web scenario, where a few big players lead the ecosystem in a
dominant position. Search engines, and in particular Google, are the primary
means to reach WP websites.

5. Implications and limitations

In this section, we discuss the implications of our work from a
twofold perspective. We first analyze how our results fit in the context
of the web ecosystem and then focus on the implications for the study
of human sciences in general. Finally, we discuss the limitations of our
work in terms of employed datasets (and generalizability of our results)
and give the basis for future work.

Implications for computer science and networking studies. To the best of
our knowledge, our work is the first attempt to study the WP ecosystem
using passive measurements. Indeed, we study how a population of
broadband subscribers consume WP, and, in contrast to other works
relying uniquely on active measurements, we can characterize the
behavior of the users also while accessing non-WP content. Our results
show that WP ecosystem follows the same empirical law of the web in
general. Few popular websites attract most of the traffic, while there
is a long tail of infrequent ones. The web ecosystem has already been
proved to follow a power law distribution [43], also when restricting
to online video popularity [44], Wikipedia pages [45] and Peer-to-
Peer content [46]. Here, we show that the WP sub-ecosystem follows a
similar law as well (see Section 4.7). Our work also confirms the rise of
mobile devices already reported in industrial reports [47] and research
papers [33]. Indeed, Section 4.1 shows that mobile traffic has largely
increased their share from 27% to 42% at the expense of PCs.

Implications for social sciences. The body of research on the impact
f pornography on users as well as on society at large is divided
cross ideological lines and shows significant biases, which currently
reclude internally valid causal conclusions on the effects of its use,
ccording to Peter et al. [48]. Hence, the importance of research
hat provides a playing field for further sociological, psychological as
ell as psycho-social studies on the detailed effects and concrete use
f WP. This paper creates this playing field. The effects, moral and
egal implications, of excessive use of WP are still largely debated
y various sociological, pedagogical and psychological works today.
oteworthy are the main arguments on whether or not users, as well
s performers of pornographic acts, are harmed in the production or
onsumption of pornographic material [49]. Historically, this debate
as influenced by 19th and 20th century anti-obscenity laws, and later
ostly held by feminist activists and scholars in Europe and the United

tates [49]. Recently, these debates shifted online and are embodied in
art by the growing ‘‘noFap’’-movement, a group of mostly male WP
sers that restrict the use of pornographic material and claim to gain
trength and control over their lives through restriction of masturba-
ory practices [50]. Contrastingly, sex-positive activists promote sexual
reedom and expression as a way of women’s liberation [49]. Helped by
treaming platforms and websites such as OnlyFans.com, sex workers
re gaining independence from producers and are the owners of their
elf-produced content. The debate on the effects of WP on society is
re largely based on categorization and attaching research to individual
ehavior. The presented paper offers the opportunity to study the
ehavior regarding WP use in an ideologically neutral way, examining
nonymized traffic in a central European context. Anonymization here
an be a means to avoid gender and age biases. Clearly, it can only be a
tarting point for further research, but, however, we find a compelling
ne.

imitations. The paper analyzes the activity of approximately 15 000
subscribers. Despite the not negligible size especially if compared to the
classical survey approaches, the considered population is just a fraction
in the global set of WP users. Thus, the analysis is limited by the partial
view obtainable from the study of our sample. The limitations appear in
different dimensions. Given the nature of our data, identified by passive
traces, it is impossible to obtain a more fine-grained characterization
of the subscriber. This constraint prevents us from safely asserting
the distinction of users within a household. Furthermore, compared
to classical surveys, we have no capability to select a balanced or
randomized set of users. This shortcoming limits a thorough sociological
analysis of different groups across different demographics, such as
gender, age, and education. Finally, our data describe the activity of
a group of subscribers in a European country. Different continents and
cultures come with different habits, preferences, and motivations for
internet content consumption. The lack of data on WP use in other areas
of the world limits the spectrum and our study’s generalization.

Future research. The number of interactive pornographic streaming por-
tals like OnlyFans.com has increased drastically in the past years.
Future research could compare classic pornographic websites with little
to no user interaction, in the form of chats and the like, to interactive
streaming services in which users can directly communicate with the
performers by giving tips or expressing wishes. Studies in this direction
could help understand fringe behaviors, like daily WP use, for up to
one hour. The steady percentage of regular, daily users could be using
private chat rooms and streaming portals, granting them exclusive
access to a performer/sex worker. These fringe behaviors could be
studied in depth while relying on the presented work.

Sociologically, the map of interests can be studied further to identify
risky behaviors and dissect behavioral patterns of excessive WP users.
The findings could help prevent and alleviate perceived pornography-
addiction and identify which behaviors are problematic for the daily
lives of WP users. The link between risky behavior, e.g., online gam-
bling and WP use, should be investigated further; the presented paper
offers a starting point for research.

6. Conclusion

In this paper, we offered a quantitative analysis of the WP consump-
tion by 15 000 broadband subscribers. To the best of our knowledge, we
are the first to use passive network measurements to study users’ in-
teractions with web pornography services. We followed an exploratory
approach on data, focusing on questions, topics, and metrics typically
requested and analyzed in previous surveys and research works, e.g.,
frequency of use, and the time spent on WP.

Our results are useful for researchers studying web service consump-
tion and human behavior at large. Furthermore, the chosen metrics
allow a comparison with the outcomes of previously conducted surveys
and mostly confirmed their results. In general, we observe that users
consume WP in sessions of 10-15 min and rarely do more than once per
day. Accesses concentrate on two peaks, i.e., after lunch and dinner. WP
browsing sessions are generally longer than other sessions, and users
consuming WP have different behaviors with regards to non-WP users,
with more interest in gaming, technology, and online gambling. Finally,
WP traffic volume converges around a few big players, following the

http://www.redtube8x.com/
https://onlyfans.com/
https://onlyfans.com/
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Internet’s general trend. This work contributes to understanding actual
monitored user behavior, without having to consider survey biases. It
aims at providing data to be used in further research on web pornog-

w
w
C

[16] Marie-Pier Vaillancourt-Morel, Sarah Blais-Lecours, Chloé Labadie, Sophie Berg-
eron, Stéphane Sabourin, Natacha Godbout, Profiles of cyberpornography use
and sexual well-being in adults, J. Sex. Med. 14 (1) (2017) 78–85.

[17] Mauro Coletto, Luca Maria Aiello, Claudio Lucchese, Fabrizio Silvestri, Adult

raphy use and linked behaviors in various disciplines. Moreover, it
provides data outside of the influence of private actors, which might
be subjected to bias in the course of protecting customers or company
revenues.
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