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Abstract

When studying and planning to use mobile robots that need to be deployed
in any application scenario, these robots, depending on the context, are always
subjected to different types of interactions. These can be classified into three
major groups: interactions between robots and their surroundings, interactions
between the robot and other robotic devices, and interactions between robots
and humans. Therefore, it becomes necessary, in the study and design phase,
to take into account, study, model, and address these interactions in order to
achieve proper and optimal performance of the robot, and to to avoid unpleasant
situations.

In this dissertation, the interactions occurring on deployed mobile robots are
addressed in different contexts. Specifically, this dissertation is divided into two
main declinations: mobile robotics for space applications and for the industrial
setting. Finally, with a focus on robot interactions, considerable attention is
placed on the development of methods needed to address and solve them.

The main achievements obtained for mobile robotics for space applications
field are the control of vehicles for space exploration in exotic applications, e.g.
manipulation of objects via towing, and the study of the dynamics of complex
robotic systems such as articulated planetary rovers and landers. On the other
hand the main achievements for mobile robotics in industrial settings field are the
development of a framework for the synthesis of a fleet manager that controls a
fleet of tethered robots, and the development of a framework and pipeline for the
development of smart controllers for mobile robots navigating moving crowds.

This dissertation is structured into four major chapters. The first provides
an introduction to mobile robotics from a very general point of view, along with
a classification of the various types of interactions that occur on robots. An
overview of the use of mobile robots in the two macro fields of application con-
sidered, in general, is also provided, along with the problems and challenges
characteristic of each of these fields. Finally, it provides a brief overview of the
methodology and tools that will be used in subsequent chapters.

The second chapter focuses on the development and application of mobile
robots in the context of space mobile robotics. The problem of soft-landing of an
innovative robotic lander for space exploration is presented. Next, an innovative
prototype named Archimede, of a four-wheel steerable rover is featured. Its design
includes a suspension system, which ensures higher operational speeds. Moreover,
every single aspect and component of the rover is first described, followed by a
focus on steering capability and impact dissipation. The interaction between the
wheels and the ground is then studied. Finally, it proposes a detailed study on
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a technique for manipulating ground-resting loads, i.e. towing through elastic
elements. In this context, the employment of this technique on the Archimede
rover is studied and validated.

The third focuses exclusively on the development and application of mobile
robots in the field of industrial mobile robotics. First, a problem characterized by
robot-environment and robot-robot interactions will first be addressed. More pre-
cisely, a multi-robot problem is considered in which individual robots are chained
together with cables, in order to meet the existing demands of a specific industrial
context. Therefore, a high-level controller is presented, which assumes the role
of the fleet-manager using techniques originally developed for redundant manip-
ulators. This system aims to manage the fleet of mobile robots and at the same
time allow them to perform tasks. Next, one of the many types of human-robot
interaction is presented, i.e. the problem of navigating a mobile robot through a
moving crowd. Specifically, the controller of the mobile robot is based on artifi-
cial neural networks, and trained in appropriate simulation environments using
Reinforcement Learning techniques. The performance of the controller is then
validated numerically and experimentally.

Finally, the fourth and final chapter will report the conclusions of this disser-
tation work and on the explored line of research.



Chapter 1

Introduction

1.1 Introduction to mobile robotics

Mobile robotics is a relatively new field and is a subgroup that belongs to the
larger group of robotics. A mobile robot, as the name suggests, assumes the exis-
tence of a locomotion system integrated with it, which allows the robot to move
and explore its surrounding environment, and in which it’s designed to operate.
These kinds of robots are more flexible compared to the classical industrial manip-
ulators, which on the other hand are characterized by having a limited operating
space, while that of mobile robots is potentially unlimited and they can perform
their operations anywhere. However, since these robots must be able to move and
interact with their surroundings in a safe manner they must be equipped with an
appropriate perception system for sensing and understanding their surroundings,
and they must also possess a certain degree of “intelligence”.

Over the past decades, this area of robotics has seen a significant increase in
interest from the scientific community, and subsequently, numerous studies have
been carried out on mobile robots. This has resulted in considerable improve-
ment of these systems, their inclusion in more and more applications, and to the
development of more and more autonomous systems in the past decades. It is
speculated that in the near future, these kinds of robotic systems may be ex-
tended further into every aspect of life, therefore helping humans perform their
tasks and facilitate their everyday life.

Nowadays, there are different types of mobile robots, and an example of how
they can be classified is based on the environment in which they are designed
to operate [1]. Therefore, within the most common, there can be found ground-
based mobile robots, also known as Unmanned Ground Vehicles (UGVs); aquatic
or marine mobile robots, also known as Unmanned Underwater Vehicles (UUVs);
and finally aerial or flying mobile robots, also known as Unmanned Aerial Vehicles
(UAVs). Another environment in which they can operate is for space exploration
purposes, and this field of robotics is usually referred to as space robotics.

Nowadays, ground-operating mobile robots constitute the majority of mobile
robots, given their simplicity compared to other types of systems, and the greater
number of available applications in which they can be put to. Despite this,
lately the scientific community and others have been placing great attention on
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(a) (b) (c)

Figure 1.1: In a) the QinetiQ-Talon-IV-EOD robot attempting on moving a simu-
lated improvised explosive1; in b) the TRAMPER underwater vehicle (Wenzhöfer
et al. [2]); in c) the MQ-1 Predator UAV2

UAVs and their potential applications, which will most likely see an explosion
of their applications in the near future. The applications of ground-operating
mobile robots, which are potentially unlimited, are numerous. Some examples
can be distinguished: for example, one can find examples of domestic mobile
robotics (see, for example, the rather common house cleaning robots), robotics for
use in industrial environments (so for example mobile robots applied to logistics
and transportation of materials for the production process), mobile robotics for
applications in the health service (think of mobile robots that move along hospital
corridors and transport medicines, or provide samples), in search and rescue
applications, or in the military, and so on. Figure 1.1a shows a QinetiQ-Talon-
IV-EOD (where EOD stands for Explosive Ordnance Disposal), as an example
of mobile robot operating on ground. This is a tracked mobile robot used by the
U.S. military that is being used for defusing operations.

UUVs, i.e. mobile robots which are operating in marine environments, in-
stead, have been used for numerous applications, and in general, they are used
in contexts that are considered dangerous or even unreachable for human beings,
e.g. extreme marine depths. Additionally, some applications examples can be
summarized in: survey operations, sampling for oceanic research, e.g. biodiver-
sity, mapping of the seabed, climate research and monitoring, search for oil and
gas resources, underwater pipeline inspection and their repair, wreck exploration,
and so on. Moreover, these kinds of robots have applications in the military sec-
tor, for example, they can be used for ocean and underwater surveillance, placing
or defusing underwater mines, anti-submarine warfare, and so on. As an example,
Figure 1.1b illustrates the UUV TRAMPER which is a UUV autonomous ben-
thic crawler equipped with oxygen sensors to perform long-term flux time series
measurements at abyssal depth [2].

Finally, UAVs, or aerial mobile robots, are also nowadays used in multiple
diverse applications. Some example scenarios that see their use are: transport-
ing suspended payloads, performed alone or cooperatively with other UUVs; for
aerial photography and film-making; search and rescue operations; archaeological

1DVIDS, Public Domain Dedication, via NARA & DVIDS PUBLIC DOMAIN ARCHIVE
2U.S. Air Force photo/Lt Col Leslie Pratt, Public domain, via Wikimedia Commons

https://nara.getarchive.net/media/a-talon-robotics-platform-moves-a-simulated-improvised-92f395
https://commons.wikimedia.org/wiki/File:MQ-1_Predator_unmanned_aircraft.jpg
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sites exploration; public order surveillance; recreational use; delivery of goods
and drugs; inspection of infrastructure such as buildings, pipelines, power lines;
inspection of disaster sites; climate monitoring; agriculture and so on. As for
the other two types of mobile robots, they are also widely used in the military,
such as for surveillance and espionage operations and attack operations. A very
famous example of this type of mobile robot UAV is the MQ-1 Predator UAV
which is shown in Figure 1.1c.

Moreover, each of these three categories of mobile robots can be further clas-
sified into subcategories. Since this dissertation work is focused on ground and
space mobile robotics, marine and aerial mobile robotics are left out because they
are considered out of scope. For this reason from now on, only the mobile robots
operating on the ground will be considered and described in detail.

As for UGVs, these can be further classified depending on the type of loco-
motion system they utilize to move in the surrounding environment. According
to Bruzzone and Quaqlia in [3], there are three main categories, which are:

• Legged robots (L): Legged robots are inspired by the movement of man or by
the animal kingdom; moreover they use mechanical joints which guarantee
their final movement. These kinds of robots have the advantage that they
can be used vigorously on uneven and soft ground [4]. But at the same
time they are a lot more complex as they possess many degrees of freedom
and require a great deal amount of energy for their movement [5]. It follows
that having a high number of degrees of freedom presents challenges also
in control aspects. These kinds of robots can be further classified based on
the number of legs that they use, e.g. one leg (hoppers), bipeds, tripeds,
quadrupeds, and so on. In Figure 1.2a and Figure 1.2b are reported two
examples of legged mobile robots. The first one is the quadruped BigDog [6],
while the second is the well-known biped Atlas, both from Boston Dynamics.
Another example is the quadruped Bert from DLR [7].

• Wheeled robots (W): Wheeled mobile robots (WMR) are characterized by
the fact that they consist of a rigid body, usually called chassis, and by a
system of wheels which fulfills the following two main tasks: providing the
stability of the robot and allowing its movement in the surrounding environ-
ment. Wheels are cheap and simple and are very efficient on flat terrains.
Moreover, from a control point of view, it is easier to control wheels rather
than legged systems. When it comes to driving on uneven or soft terrain, on
low friction surfaces, or in crossing obstacles other locomotion systems are
preferred. Usually, they don’t present balance problems, because usually
these robots are designed such that the wheels of the robot are in contact
with the ground at all times. Again these robots can be further classified
based on how many wheels they use, and also on the type of wheels they
use; which can be a standard wheel, castor wheel, Swedish or Mechanum
wheel, ball, or spherical wheel. For a complete discussion about the wheels
type and their characteristics, the reader is referred to [8]. In Figure 1.2c is
reported the well-known Roomba wheeled mobile robot; which is a differ-
ential drive robot and is used in indoor environments for domestic cleaning
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purposes.

• Tracked robots (T): Tracked robots, unlike those on wheels, use tracks to
move in the surrounding environment. This type of locomotion is partic-
ularly suitable for motions on soft surfaces, uneven terrains, snow, sand,
mud, etc. While they are not particularly suitable on flat and hard ground.
In Figure 1.1a is reported a picture of the QinetiQ-Talon-IV-EOD, as an
example of tracked mobile robot.

(a) (b) (c)

Figure 1.2: In a) the quadruped BigDog climbing a steep slope (Raibert et al. [6]);
in b) the Atlas humanoid robot developed by Boston Dynamics and DARPA3; in
c) the Roomba cleaning differential drive robot4

The locomotion systems described above are the main ones that can be found
employed on common mobile robots, but those are not the only ones that have
been studied and that can be found in the literature. More precisely hybrid
systems can be found. The rationale for exploring and studying hybrid systems
is to combine the advantages provided by both considered locomotion systems.
These hybrid locomotion systems can be for example the ones used for Legged-
Wheeled robots (LW) [9], Legged-Tracked robots (LT) [10], Wheeled-Tracked
robots (WT) [11] and Legged-Wheeled-Tracked robots (LWT) [12]. For a full
review about those systems, the reader is referred to [3].

Apart from the ones aforementioned, in the literature exist also other special
locomotion systems, and all of them copy and take their cue from the counterpart
biological system. For example, it is possible to find, snakes-like robots [13],
worms-like robots [14], and so on.

Another way mobile robots can be classified is based on their degree of
decision-making autonomy, the following are in fact distinguished:

3DARPA, Public domain, via Wikimedia Commons
4Piperpet, CC BY-SA 4.0, via Wikimedia Commons

https://commons.wikimedia.org/wiki/File:Roomba_805_charging.jpg
https://creativecommons.org/licenses/by-sa/4.0


1.2. ROBOT INTERACTIONS 5

• Autonomous Mobile Robots (AMRs): they have decision-making autonomy,
and they do not need human intervention to perform the tasks they are
required to do;

• Non-Autonomous Mobile Robots : differently from the previous ones, they
do not have decision-making autonomy, and they require some level of inter-
action with the human. For example, Automated Guided Robots (AGRs)
belong to this class.

In this section, a brief introductory overview of mobile robots, together with
their classification, existing types as well as locomotion systems of UGVs have
been provided. As this dissertation work is focused on terrestrial mobile robotics
with locomotion systems that use wheels, therefore topics regarding other types
of mobile robots will not be explored in greater detail. Moreover, this disser-
tation focuses attention on the application of WMRs in two main fields: space
applications, and industrial applications. Hence, in the next sections a small in-
troduction paragraph is reported about WMRs in these macro fields. Moreover,
it will be provided a small section about the interactions that a mobile robot
could be subjected to during its functioning.

1.2 Robot interactions

As already mentioned in the previous section, a mobile robot by its nature is
designed to operate and move in the surrounding environment. For this reason,
these kinds of robots are usually equipped with a large variety of sensors that
are essential to them and allow the robot to “sense” and acquire knowledge of
the surrounding environment. In addition, several different interactions occur
throughout the life and functioning of the generic WMR, regardless of the en-
vironment and context in which they work. This section aims at providing a
brief overview and description of the single kind of interaction that can occur.
Furthermore, these interactions with the robot can be then classified basically:

• Environment-Robot Interaction;

• Robot-Robot Interaction;

• Human-Robot Interaction;

In the following the single interactions to which a mobile robot can be subjected
will be described more in detail:

Environment-Robot Interaction

For what concerns Environment-Robot interactions, these can assume many dif-
ferent forms. Focusing the attention on WMRs, the most apparent and always
present is the one with the terrain, through the contact processes between it and
the robot’s wheels. Undesired interactions with the environment may also hap-
pen, e.g. collisions with obstacles in the environment. Specifically, still regarding
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the interaction with the terrain, in space application robotics impacts with the
terrain can occur frequently and with different severity, together with normal
obstacle negotiation operations. Moreover, in this contexts, the robotic system is
frequently required to have other interactions with the environment such as per-
forming drilling and rock and soil sample collecting. Another example of physical
interaction of WMR with the environment occurs when performing manipulation
tasks. If we think about a mobile manipulator, which has a robotic arm installed
over the mobile base, it is possible to conclude that this robot is required to
navigate to a target location, and once arrived it has to grasp and manipulate
an object. In this way, the mobile robot is experiencing another environment-
robot interaction through grasping. Some other operations that need interactions
between the robot and the surroundings are: opening doors, assisted lifting of
objects, and cleaning windows [15]. It is important to point out that the inter-
actions with the environment are not exclusively physical, but can also take on
other more abstract forms. For example, considering a robotic application inside
a Smart Factory that highly exploits the Internet-Of-Things (IOT), the robot in
this context may also interact with the environment through the network. For
example, the robot can communicate its status and therefore trigger the load-
ing/unloading process in a pallet moving application. In addition, the robot can
receive and interpret signals from the environment such as the colors of the traffic
lights in order to understand if it’s free to move or has to stop and wait.

Robot-Robot Interactions

For what concerns Robot-Robot interactions, these can assume many different
forms as well. These kinds of interactions arise when in the same operational
space coexist two or more robotic systems. These interactions can be physical,
desired, and undesired, or can be more abstract. As for the previous case, the
most apparent physical and undesired interaction is the collision between two or
more mobile robots that are sharing the same environment. In many contexts and
for some applications multiple mobile robots can coexist in the same environment,
forming a Multi-Robot System (in short MRS). In these contexts, sometimes, a
given task can not be performed by a single mobile robot, but instead, a team
of them is needed, such that they perform the assigned task in a cooperative
way. Additionally, not only cooperation between mobile robots can be found,
but applications can be found in which there are multiple robots performing
their own operations, while at the same time being aware of the other robots.
In these contexts, each robot (agent) must be capable of communicating and
exchanging data with the other ones that share the same environment. In the
literature, a large number of works can be found about cooperative MRS, and
applied to every kind of application. These kinds of systems are really interesting
because they can perform a task in a shorter time by exploiting parallelism,
flexibility, and redundancy of the overall system. An example of this can be
found in the research by Hichri et al. in which they presented a methodology to
manipulate and transport by lifting payloads and exploiting cooperation between
mobile robots [16].
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Human-Robot interactions

Human-Robot Interactions (HRI for short) is a complete science in itself and is
the last kind of interaction that a mobile robot may be subjected to during its
operational life. HRI is a very hot topic nowadays and had been largely studied
in the past years, and a lot of work about it can be found in the literature. This
is because efforts are being made to develop and obtain robotic systems that are
fully autonomous and as collaborative as possible with humans, and ultimately
that do not cause harm and injury to them. Indeed flexible and dynamic settings,
such as the ones of the Smart Factories, require the employment of several robotic
systems that are considered “friendly” and can, other than coexist with persons in
the same workspace, perform tasks in a collaborative way with them. Other than
the industrial settings, another example of mobile robots which is being studied
is to assist people with disabilities and to be employed in hospitals. In every
setting that those systems will be deployed, HRI must be taken into consideration
and addressed. An example in the field of HRI is given by the teleoperation of
mobile robots. Specifically, approaches can be found that employ haptic interfaces
for robot teleoperation [17, 18], eye-tracking for teleoperation without the need
of hands and other input devices, but just with the eyes [19], speech signals
recognition or augmented reality. HRI is a bi-directional type of interaction, and
not only the human can communicate with the robot but the other way around
happens as well. In fact, mobile robots can communicate their “intentions” in
many ways to humans that are in their immediate vicinity. For example, they can
use lights placed on the side of the robot and make them blink in the direction
the robot wants to turn, exactly as with automobiles. Another example is that
they can show by projecting on the floor the intended path they plan to follow
[20]. The projected path can even be projected before it is actually happening,
hence communicating to the humans their future states and giving them more
time to react to the signaled intention. Other examples that can be found in
literature, are leveraging the audio signals, the spoken language, the mounted
displays, or the projection indicators [21]. Yet another example of mobile robot
intent signaling, is provided by the research of Berg et al. Specifically, they
have studied the problem of HRI, and proposed an approach in which the mobile
robot receives input gestures and eye-tracking and outputs its information with
a projector, in order to improve interactions with humans [22].

1.3 Fields of application

This section aims to summarize and describe the two main fields of application
of mobile robots, which will be touched upon by the various topics throughout
this dissertation. In fact, as will be seen in the following chapters different robots
and different application field-specific topics will be explored separately. The two
main fields of application of mobile robots considered in this dissertation are mo-
bile robotics for space exploration applications, and mobile robotics in industrial
settings, with a focus on the topic of Smart Factories and Industry 4.0. These
two application fields will be discussed separately in the following paragraphs, in-
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cluding for each a description of the environment, history, evolution, challenges,
and objectives, as well as the interactions that the mobile robots can be subjected
to in these settings.

1.3.1 Space exploration mobile robotics

The term Space exploration mobile robotics usually refers to that branch of mobile
robotics that employs certain autonomous, semi-autonomous or telecontrolled
vehicles used for planetary and celestial bodies exploration and generally during
space missions, in which they are employed to complete a specific task in a given
time window. These kinds of mobile robots are used to collect pictures, samples of
the soil, dust and rocks, perform scientific investigations on the collected samples,
and search for traces of water and life forms.

Two examples of real mission planetary rovers that have been used can be seen
in Figure 1.3. More precisely, Figure 1.3a shows the Apollo Lunar Roving Vehicle
which was used by astronauts in the missions Apollo 15, 16, and 17 during 1971
and 1972; while Figure 1.3b shows the Mars Exploration Rover (MER) Curiosity
which has been used during NASA’s Mars Science Laboratory (MSL) mission.

(a) (b)

Figure 1.3: In a) the Apollo Lunar Roving Vehicle5; in b) the Curiosity MER
rover6.

Rover requirements

Although mobile robotics for space applications or for planetary exploration, does
not differ substantially from ordinary mobile robots operating on the ground, they
are designed to operate in more hostile scenarios and are subjected to substan-
tially more strict requirements. In fact, mobile robots for space applications need
to face specific environmental issues resulting from: the need to operate in hos-
tile and unstructured environments, such as micro-gravity and vacuum, loose soil,

5NASA/Dave Scott, Public domain, via Wikimedia Commons
6NASA, Public domain, via Wikimedia Commons
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high level of dust, mostly unknown environments, large temperature changes; as
well as technical issues related to mass, size and power restrictions, limited com-
munication with the base and limited data storage, computational power and
transmission capabilities as well as huge transmission delays, making real-time
operations unfeasible [23]. Moreover, each component and the equipment must
be designed to guarantee to be fault free for the whole duration of the mission. It
follows that, besides the environmental constraints, these kinds of mobile robots
are subjected to also mission-related constraints, such as lifetime and durability.
In fact, a failure of parts of the rover is something highly unwanted, since from
it can depend the success or the failure of the whole mission. Hence, as a con-
sequence into a huge waste of materials, money, and resources. Therefore, it is
required to these systems to be very reliable.

Localization and positioning

One of the key challenges in space application robotics is the accurate position-
ing of the mobile robot. Since global positioning approaches in these contexts
are not possible or inaccurate, and then a planetary rover can not leverage the
well-known GPS technology, they must rely on relative positioning approaches.
In these systems, effective positioning is typically achieved by means of relative
positioning such as dead reckoning, in which information coming from different
sensors are fused together, typically by leveraging the Extended Kalman Filter
(EKF), for better position estimation [24]. An example of this can be found
in planetary rovers that use positioning systems integrating wheels encoders, or
wheels odometry (WO), with Inertial Measurement Unit (IMU) gyroscopes and
accelerometers readings [25]; or that integrates with sun sensors [26]. Although
relative positioning can be achieved by just using the wheels odometry, it must be
pointed out that this technique is characterized by having several problems and
it’s affected by errors. In fact, it is subjected to numerical drift due to integration
errors, which accumulate; moreover, it is apparent that in this context this ap-
proach can be extremely compromised when the wheels undergo high wheel-slip
conditions. The need follows to apply sensor fusion to integrate other sensors,
in order to achieve accurate positioning. Moreover, positioning of the planetary
rover can be effectively achieved also with visual odometry (VO) which is obtained
by means of stereo-cameras [27]. Accurate pose estimation systems are essential
for closing the navigation control loop of the vehicle [28]. Even though the ma-
jority of the positioning sub-systems are based on dead reckoning, some efforts
in the past years have been done in the investigations of absolute positioning
systems [29].

Navigation and path-planning

Another typical challenge that is related to planetary rovers is the one related to
path-planning and navigation operations. As mentioned above due to communi-
cations constraints, i.e. transmission delay and bandwidth, these kinds of systems
can not be constantly teleoperated remotely by a human operator. It follows that
these kinds of systems must be able to guarantee a certain level of autonomy. As
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a consequence of this, much attention has been posed by the scientific community
and researchers toward the autonomy of these systems, although the development
of fully autonomous planetary rovers is still an open challenge for robotics [30].
Specifically, current planetary rovers are not completely autonomous, but they
are rather semi-autonomous systems. In fact, high-level path-planning opera-
tions and operations planning are conducted from the base station and then the
best path is communicated to the rover. At this point, the rover has to move
through those way-points. Usually, the autonomy of the rover is exploited in
this operation, i.e. implements autonomous navigation through the commanded
way-points.

Path-planning is a very well-known topic in the general mobile robotics field
and is defined as the procedure to find an obstacle-free set of way-point that lead
the robot from a starting point to a final one. Possibly this path is obtained as
the best path which minimizes a certain criterion [31], for example, a traversabil-
ity index, in the case of planetary rovers. Examples of available path planning
algorithms for mobile robots are the A* [32], the D* [33], the RRT [34], Potential
Fields based approach [35], Probabilistic Roadmaps [36], and approaches that use
Digital Elevation Maps (DEM) [37].

Moreover, planetary rovers employ their own global path planners. They use
sensors and cameras to generate a terrain map of their surrounding, then their
path planner is responsible for finding an optimal traversable path which the
rover must then follow [38].

Mobility and rough terrain negotiation

In the mobility challenge, understanding the wheel-soil interaction plays an im-
portant role, since it can affect the overall mobility of the rover, thus affecting
the performance and the success of the planetary mission. Concepts of the clas-
sical terramechanics field [39], typically used for off-road vehicles, are usually
applied to study the wheel-soil interactions of planetary rovers [40]. The correct
understanding of the wheel-soil interaction helps also to characterize potentially
harmful phenomena, such as wheel slippage. Specifically, many studies have been
conducted through the past years in order to develop methods that allow us to
estimate this phenomenon and compensate it, such as traction control [41], since
due to excessive slippage the wheel can sink and lead the rover to end up stuck
into the soil [42]. Additionally, within this field over the understanding of the
wheel-soil interaction, it is required to properly design the overall locomotion
system. Planetary rovers mostly use wheeled locomotion systems, rather than
others such as legged or tracked ones, because they are simpler and have high
energy efficiency, but are known to be characterized by low traversability [43].
Subsequently, a related challenge consists of the proper design of the suspension
system, which can be passive, e.g. the well-known rocker bogie mechanism [44],
or active [45]. It follows that passive suspension systems do not present problems
related to the addition of dedicated actuators, additional control systems, and
the necessity to reconfigure the structure, which after all introduces new points
of failure into the system. When doing suspension system design, one tries to min-
imize mass, which as seen is a stringent requirement in this field, and at the same
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time maximize performance, as well as ensure the highest level of traversability.
In fact, the mobile robot is not only required to move over a horizontal granular
terrain. In fact, it will need to be able to move in very unstructured environ-
ments, be able to overcome obstacles in its path without getting stuck in loose
soil, climb up slopes, and move into craters. Consequently, the suspension system
must provide these requirements, and at the same time ensure high stability of
the robot, i.e., that it does not tip over. Other than the suspension system design
it is needed to design the wheels of the rover. In fact, depending on the type of
terrain on which the rover will have to operate, it will be necessary to design
the diameter and width of the wheel, as well as the number, height, and shape
of the grousers [46, 47], in order to maximize traction and minimize wheel’s slip,
hence the probability of sinkage, but also sustain loads and punctual forces com-
ing from overcoming stones. Moreover, a distinction must be made between the
design for only traversability purposes, and the design for also landing operations,
thus requiring to resist to impacts, as was the case for NASA’s MSL mission [48].
Finally, in this phase of the design process, must be chosen the actuators, the
controllers of the drives, and related sensors.

Milestone missions

In the past years, many different planetary rovers have been used in real and
successful space missions. In the following will be summarized the most remark-
able ones. The Lunar Roving Vehicle (LRV), from the NASA agency, has been
used for the first time in 1971 and is the first human-guided vehicle in space
missions. Specifically, it has been used by astronauts during Apollo’s missions
15, 16, and 17 respectively. Subsequently, in 1969, it was the turn for the lunar
rover Lunokhod 1, successfully deployed on the moon, and passed to the history
as the first-ever planetary rover remotely operated, that has been successfully
deployed on a celestial body. After this remarkable mission, still the Soviet space
agency successfully deployed in 1973 the second lunar rover, called Lunokhod 2.
In 1997 the NASA space agency successfully landed and deployed the Sojourner
rover on Mars, as part of the Path Finder mission [49]. Sojourner passed to the
history as the first-ever rover that operated outside the Earth-Moon system. Still
in the interest of exploring Mars, the NASA space agency, started the well-known
Mars Exploration Rover mission, in which deployed on the Red Planet’s surface
two twin rovers in 2004, called Spirit and Opportunity respectively [50]. Later
the same agency, as part of the Mars Science Laboratory mission, also landed
in 2012 the well-known rover called Curiosity on Mars [51]. The last known and
successful mission conducted by NASA is the Mars 2020 mission within which a
rover called Perseverance and a drone called Ingenuity landed on Mars in 2021
[52]. Other remarkable missions that have been seen in the past come from the
Chinese Space Agency. Specifically, within the space mission Chang’e 3 mission
they successfully deployed the Yutu rover on the Moon’s surface in 2013 and
passed to the history as the first Chinese lunar rover. Subsequently, in 2019 they
have landed the Yutu-2 rover, within the Chang’e 4 mission, on the far side of
the Moon [53, 54]. Finally, the most recent mission is the Tianwen-1, in which
they have successfully landed in 2021 the Zhurong rover on the Mars planet [55],



12 CHAPTER 1. INTRODUCTION

thus becoming the first Chinese rover to operate on another planet.

New concepts and research outlook

Apart from planetary rovers that have actually been used in real missions, many
researchers have designed and studied mobile robot systems with potential use for
the space exploration scenario. As an example, the Rocky-7 Mars rover prototype
[56], the Micro 5 Lunar rover prototype, the DLR LRU rover [57], the DFKI’s
SherpaTT rover [58–60], or a reconfigurable robot for space applications [61]. For
a full and comprehensive review of the past and present of planetary rovers, the
reader is referred to [62].

Additionally, not only wheeled conventional wheeled planetary rovers have
been investigated for space exploration applications. As for example, Massari et
al. in their research have shown the development of a 6-legged mobile robot for
space exploration [63]. Other examples include quadruped-legged robots [64], hy-
brid wheeled-legged rovers [58], or snake-like mobile robots for space exploration
[65].

Within the field of Mobile robots for space applications, fall also different
systems, such as the robotics landers. In fact, in some studies found in literature
it has been considered highly versatile systems such as walking landers [66, 67],
i.e. they work as a movable base.

One of the key challenges related to this applications field is the development of
systems that grants faster mobility, which would grant a longer traveled distance,
thus expanding the range of possible operations and experiments during a single
mission [68]. Current planetary rovers are very slow, due to terrain constraints
and energy and power requirements, but it is speculated that the development
of faster planetary rovers will produce heavy repercussions on the research and
development of systems for space exploration. A fast rover is referred to as one
which can achieve stable speeds greater or equal to 1 m/s, which is ten to hundred
times the operational speed of the current planetary rovers [69].

Another fascinating challenge, in the context of space exploration mobile
robotics, is about the robotic planetary settlement setup which can be performed
by only mobile robots, or by mobile robots and a human crew in a collaborative
manner [70], also by using in-situ resources [71].

Summarizing the mobile robots employed in planetary exploration missions
are subjected to mostly interactions with the environment. The predominant
interaction is the one resulting from contacts between the vehicle and the soil,
which occur in wheel-soil interaction for wheeled rovers or in leg-soil interaction
for legged ones. Additional interactions with the environment occur when probing
soil, rocks, and so on, e.g. with the embedded robotic arms; or when manipulation
operations are carried out. Eventually, these mobile robots can be subjected to
Robot-Robot interactions if employed in a Multi-Robot System, as is for example
the case of the Perseverance rover and the Ingenuity drone. However, the contacts
that occur between the soil and the vehicle are the most critical and need to be
taken into account and carefully investigated. For this reason, the next section
will provide a brief overview of the contact models between rigid bodies that will
be used in the next chapters.
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1.3.2 Mobile robotics for Industry 4.0 and Smart Facto-
ries

The general term Industrial Mobile Robotics refers to that branch of mobile
robotics where mobile robots are studied and designed for use and can operate
in industrial and manufacturing settings.

Typically and historically, the robotic systems installed in this field are of fixed
type. Usually, they are robotic arms installed in assembly and production lines
in contexts where there is a high repeatability of operations and the need to keep
production volumes constant. Therefore, usually in factories, it is possible to find
robotic arms which are confined in their working area, and it is possible to find
them performing many different repetitive tasks such as: soldering, assembling,
painting of parts, drilling, surface finishing, and so on.

Industrial setting and Industry 4.0

We are living in a time in which factories are in rapid evolution and are experienc-
ing the fourth industrial revolution, which is commonly called Industry 4.0. This
term was introduced for the very first time in Germany, specifically at the 2011
Hannover Messe [72]. The initiation of this process was made possible by the
increasing digitization and level of automation achieved, the exponential increase
in computing, and the ability to store huge masses of data. Moreover, it is also
due to the fact that the global request has changed to a more customized pro-
duction rather than a mass production. The term Industry 4.0 is based on nine
fundamental pillars: big data and analytics, autonomous robots, simulation and
digital twins, horizontal and vertical system integration, the industrial Internet
of Things (IoT), cyber security and Cyber Physical Systems (CPS), the Cloud
and Cloud Computing, additive manufacturing and augmented reality [73]. It is
speculated that by the adoption of these technologies, the industries and manu-
facturing facilities that will accomplish the transition to Industry 4.0, will have
enormous benefits in the future. These can be summarized in increased quality of
the products, creating new business models, agility and flexibility, more efficient
organization, manufacturing innovation, better and safer work environments, be-
ing more competitive in the global market, reduce costs, improve efficiency, re-
duce waste of resources, transition to mass customization from mass production
[74,75].

Smart Factories

The term Industry 4.0, comes also with a very important and well-known concept
that is the one of the Smart Factories, referred to the manufacturing sector [76].
These are basically factories in which are implemented all the key features of In-
dustry 4.0, with the objective of obtaining the aforementioned benefits. Within
these contexts, the tendency is to have a production line that is highly automated,
and exploit the IoT, i.e. where the systems, the sensors, and the machines are all
interconnected through the internet, and they are allowed to interact and com-
municate with each other, and at the same time keeping a high level of flexibility
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of the production lines and plant and of the processes, as well as customization.
Additionally, IoT allows gathering huge amounts of data from every system in the
network, which can therefore be post-processed by using Machine Learning (ML)
and Artificial Intelligence (AI) techniques in order to optimize processes, produc-
tion, and so on [77]. It follows that predictive models can be therefore be created,
for example for maintenance purposes and machines auto-diagnostics, thus lead-
ing to a reduction of downtime, hence reducing costs [78]. Moreover, this can be
exploited to perform continuous learning, thus having always better-performing
systems.

Robotization and advanced automation

As mentioned above one of the pillars is the highly autonomous robotization
within Smart Factories and production plants. It follows that a strong intro-
duction of smart and autonomous robots, both fixed and mobile ones, into the
industry has to be done. Specifically, mobile robots are gaining more a more pop-
ularity and are finding always more applications within this context over the past
few years [79]. In fact, considering the requirement for flexibility in Smart Facto-
ries, the exponential evolution of technologies, increasingly sophisticated controls,
automation, and the development of increasingly safe and autonomous mobile
robots, has meant that these types of robots are gaining a foothold within indus-
tries precisely because of their flexibility. In fact, they have proved to increase
manufacturer productivity and flexibility [80]. Nowadays, these systems are effec-
tively employed and used for loading/unloading operations, material transporta-
tion and intralogistics [81].

Figure 1.4: Omron LD Series AMR7

Human-robot interaction

Another very important and key aspect that needs to be taken into account and
faced when deploying mobile robots in industrial environments is the so-called
“Human-Robot Interaction” (HRI), which has been introduced in the previous

7Auledas, CC BY-SA 4.0, via Wikimedia Commons

https://commons.wikimedia.org/wiki/File:Omron_LD_Mobile_Robot.png
https://creativecommons.org/licenses/by-sa/4.0
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paragraph. In fact, these robots, do not always operate in a completely isolated
environment, as perhaps might have been the case with the old manipulator
robots that were typically fenced in. But in all likelihood, these will have to be
employed in environments where there is not only the mobile robot, but other
people who, along with the robot, are doing their work. This means that the robot
should employ strategies and possess controllers to tackle effectively the HRI issue
[22]. Moreover, the tasks assigned to the robot and the humans may be separate
and independent, or it may be required that these two actors somehow share the
environment and safely work together [82]. It is thus necessary for these robotic
systems to be able to handle these interactions. Moreover, it is also likely that
the robot presence will not be limited to one room, but it will need to be able to
move between different areas of the industry. These considerations translate into
the fact that the usage of mobile robots in the workplace shared with humans,
leads to an increase in safety requirements [83].

Multi-robot environment and fleet management

Moreover, within a Smart Factory setting it’s most likely that there won’t be
a single mobile robot, but rather a fleet of mobile robots [84], in which each
mobile robot can either perform the assigned task on its own or it is required
that they interact with the other actors of the fleet in order to perform the task
in a co-operative way. The fleet is usually handled and controlled by the so-called
fleet manager [84–86]. However, it follows that this context brings problems with
the planning and management operations of the fleet. Moreover, since Smart
Factories exploit the concept of the IoT, these mobile robots can interact, not
only with humans or with their peers, but may interact with any smart machinery
inside the network, e.g. trigger loading/unloading operations when the robot
arrives at the station.

Outlook on Industry 4.0 robotics

In addition, several other more technical issues may arise which are not trivial to
solve when a mobile robot is to be used, as for example: the safe navigation of
the robot in an environment where other machinery, people, and other robots are
present and can be highly dynamic; the continuous mapping of the environment;
and most importantly, the continuous and precise localization of the robot in the
environment.

Considering just the problem of robot navigation within these complex set-
tings, it follows that the mobile robot must have a controller which grants it
advanced obstacle avoidance capabilities, in order to avoid humans in the envi-
ronment. It is apparent that the robot should always prefer to avoid crashing
into humans and causing them injuries, rather than continuing the execution of
the assigned task.

Figure 1.4 shows the Omron LD Series as an example of an Autonomous
Mobile Robot (AMR) which can be used in industrial settings.

Summarizing mobile robots employed in these settings are subjected to a large
variety of interactions: with other robots, with the environment in general, and
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finally with humans. All these interactions need to be taken into account at a
certain level and with the appropriate details.

1.4 Methodology

In this section is provided a brief introduction about the methodology and the
tools that have been used throughout this dissertation. Specifically, the following
topics will be touched within this section: the modeling of multi-body systems
in which are presented the formulation for the dynamics of these systems as well
as an introduction to two software packages that have been largely used in this
dissertation; a brief overview on the soil contact models that are essential in
the field of contact dynamics; the robotic middleware “Robot Operating System”
(ROS) which has been used in every part of this dissertation; and a brief overview
of the approaches that allow for the modeling of cables as elastic elements.

1.4.1 Modeling of Multi-Body Systems (MBS)

In robotics, and more in general in the field of mechanics, a general and complete
functional system can be composed of multiple single bodies (which are often
called links), which can be connected together through appropriate “connections”
(which are often called joints), in order to provide them with relative motion. The
overall system is then called a Multi-Body System (in short MBS), i.e. a system
composed of multiple bodies possessing relative motion with each other. Given an
MBS, in the 3D space, with n links and j joints, it follows that the “mobility” of
a set of rigid bodies in the three-dimensional space, i.e. the number of DOFs for a
kinematic chain is defined, by using the Chebychev–Grübler–Kutzbach criterion,
as follows:

M = 6n−
j∑︂
i=1

(6− fi) (1.1)

where, fi is the degree of freedom of the joint i.
In literature can be found a lot of different formulations of the equations of

motion for an MBS system. The most general formulation of the equations of
motion for an MBS system, according to [87] is:

M (q, t)q̈ = f(q, q̇, t) (1.2)

where,M (q, t) ∈ Rn×n is a positively defined matrix and is commonly referred
to as the mass matrix, q ∈ Rn×1 is the vector of the n generalized coordinates,
i.e. the number of Degrees Of Freedom (DOFs), thus q̇ and q̈ express its first
and second order time derivatives, respectively; while f(q, q̇, t) is referred to as
the right-hand term of the differential equations and contains the external forces,
as well as the Coriolis terms, t represents the time variable. The above equation
results in a system of n differential equations of the second order.

The above formulation can be easily demonstrated for MBS forming an open
chain (i.e. MBS systems exhibiting chains or tree topologies), however many MBS



1.4. METHODOLOGY 17

are also composed of closed chains. The addition of these elements results in the
introduction of additional constraint equations into the general formulation for
MBS. Consider instead an MBS which contains closed loops. The formulation for
the EOMs for these kinds of systems, in compact form, is defined as follow [88],

Mq̈ + JTλ = f (1.3)

where,

f = fext + fc (1.4)

where λ ∈ Rm×1 is referred to as the vector of the Lagrange multipliers, J ∈ Rm×n

is the constraint matrix, often called as the Jacobian matrix, fext is the vector
of the external forces applied to the MBS, and fc is the vector that contains
the Coriolis and centrifugal forces and depends on the quadratic terms of the
velocities. The term JTλ is explained as the vector of the constraint forces.

Since λ is a vector of the Lagrange multipliers and are unknown, then it is
needed to introduce m more equations in order to solve the equations system in
Eq. (1.3). Assuming a set ofm independent algebraic constraints, these according
to Nikravesh [89] can be expressed as:

Φ(q, t) = 0 (1.5)

by differentiating Eq. (1.5) two times with respect to time is, therefore, possible
to demonstrate the following relation:

Jq̈ = γ (1.6)

where,

J =
∂Φ

∂q
(1.7)

where γ represent the right hand side of Eq. (1.6), resulting from the double time
differentiation of Eq. (1.5). Furthermore, it follows that:[︃

M JT

J 0

]︃ [︃
q̈
λ

]︃
=

[︃
fext + fc

γ

]︃
(1.8)

The augmented system derived and shown in Eq. (1.8) is the system of equa-
tions that describe the dynamics of constrained MBS, which therefore needs to
be solved and time-integrated in order to evaluate the motion of the MBS.

Simple MBS, with a low number of DOFs or particular systems that greatly
simplify the systems of equations, can be solved analytically or simulated man-
ually with a little effort from the user. However, when the number of DOFs
increases, also the complexity of the system increases greatly and the derivation
of the equations of motion becomes impossible, and such systems have to be sim-
ulated with appropriate software packages. Nowadays, exists a large number of
software packages that are capable of simulating MBS, from the most simple to
the most complex one, in an effective way. However, within this paragraph will
be mentioned only two different software packages, since they have been used in
the various parts of this dissertation. These are MSC ADAMS and Gazebo.
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ADAMS

MSC ADAMS (Automated Dynamic Analysis of Mechanical Systems), owned
by MSC Software Corporation, is a very common commercial software package
and is well-known in the scientific community. It is largely used in the research
community, but also highly used in industries. The solver runs in FORTRAN
and C++. Its role is to solve the dynamics of complex MBS, and therefore the
analysis of the distribution of the loads between the single parts. It follows also
that it acts as a fundamental tool when designing a new mechanism, indeed it
comes with utilities for parametric design and optimization.

ADAMS comes with a GUI, which drastically helps building the final system.
In fact, within it, it’s really easy to define new bodies, either rigid or flexible,
specify their inertia parameters, connect them with many different joints, apply-
ing external forces as well as contact forces. All this is done in a visual way, thus
extremely speeding up the process of building the MBS. Moreover, it offers the
capability to import directly CAD models generated from other software pack-
ages, e.g. SolidWorks. It is apparent that this, from an end-user perspective, it’s
a huge key benefit.

ADAMS is largely used in the automotive field and in the field of vehicle
dynamics, especially through its ADAMS/CAR, Adams/Chassis, Adams/Vehicle,
and ADAMS/Tire modules [90–92]. Although this software package is widely
leveraged in the automotive field for many purposes, e.g. optimizing suspension
systems, due to its general-purpose nature it is also largely used in many other
fields, for example, it has been used to simulate general mechanical systems such
as a dynamic pointing system for satellites [93], to perform dynamical simulations
on robotic systems, both industrial fixed manipulators [94] and mobile robots
[95,96], analysis of car suspensions [97], or perform dynamical simulation of soft-
landing operations for planetary landers [98–102]. Another application in the
field of robotics is provided by Bonilla et al. in 2014, which used the ADAMS
software to simulate grasping with the Pisa/IIT SoftHand [103].

Moreover, ADAMS provides the user with a very useful and powerful tool that
enables co-simulation with Matlab/Simulink. This is a key feature because it is
possible to create the control algorithm in Simulink and then apply the control
signals directly into ADAMS. An example of this can be found in the work of
Song et al. in which the authors have used this feature in order to simulate a
humanoid robot [104].

Last but not least, ADAMS doesn’t come with just the Simulink co-simulation
feature. In fact, for example, it provides also the ADAMS-EDEM co-simulation
which permits the integration of ADAMS, which describes systems as MBS, with
the capability to simulate and interact also with bulk materials simulated with
DEM methods. This is very useful when it is desired to have a realistic behavior
of the loose soil, for example for the optimization of heavy equipment, e.g. exca-
vators, [105], in the field of the terramechanics in general or for investigations on
vibratory fishing [106].

In Figure 1.5a can be seen a snapshot of a multi-body simulation done in
ADAMS, for the planetary rover prototype Archimede, for the case of driving on
uneven terrain and obstacle negotiation.
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Gazebo

As stated at the beginning of this section, the other software package for MBS
simulations that has been used within this dissertation is Gazebo which represents
a really valid open-source alternative to the ADAMS software package described
in the previous paragraph.

Specifically, Gazebo, which was first introduced by Koenig and Howard in 2004
[107], is an open-source multibody simulator, currently owned by Open Robotics,
and it is mostly used to simulate robotic systems. Despite the large use of this
software to simulate the dynamics of robotics systems, it can be used to simulate
every kind of mechanical device, due to its multi-purpose nature, even in different
environment elements. Additionally, the entire Gazebo dynamic simulator is
written in C++, thus granting it to be very computationally high-performing.
Moreover, a key benefit is that it allows the user to choose between different
physics engines. Specifically, the ones included are ODE, Bullet, Simbody, and
DART. This is particularly useful because, based on the problem it is desired to
simulate, the right choice of the physics engine could lead to better and more
accurate results.

Gazebo comes with a GUI, the gzclient, which can be used to visualize the
ongoing simulation, interact with it, log data, and can be used to perform the
modeling of the robotic system. Moreover, other than the model of the robot, it
allows modeling of the environment, which is called the “world” in the Gazebo
ecosystem. Inside the gazebo world, different objects can be placed and these
can be either static, i.e. fixed with the environment, or dynamic, i.e. they can
move because of the actuation or because of the interaction with another system.
Moreover, it is possible to model all the desired kinds of environments, as an
instance one can model the most simple environment (for example just a bunch of
boxes placed here and there), passing to a very structured world (such as the exact
recreation of an office or a building floor, comprising desks, doors, ornamental
objects and so on), up to the most unstructured world (such as the recreation of a
terrain from Digital Elevation Maps (DEMs), thus containing slopes, rocks, and
so on). Although Gazebo allows the modeling of the robotic system directly inside
its GUI, the best practice is to perform modeling by editing the SDF (Simulation
Description File) files, which are basically XML files that describe the structure
of the robotic system; the visual, inertial, as well as collision properties of the
links of the MBS; the properties of the joints, i.e. ideal or not; and so on. Inside
the SDF files the model of the robot is described by a tree or a chain topology,
i.e. body1, joint1, body2, joint2, body3.

As already mentioned, this software package is very common and well-known
in the robotic community and in research, and this is due to the fact that it
is open-source and provides, apart from those described above, many features,
such as the possibility to include inside the robot model multiple sensors, actu-
ators as well as controllers, which mimics the real ones. Moreover, it allows the
simultaneous simulation of multiple robots. Thus, multi-robot systems, fleets,
and so on, sharing the same environment and interacting with each other, can
be effectively simulated by utilizing this software package. As a consequence of
these features, Gazebo is one of the natural choices among the various dynamic
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simulators, for robotics. Moreover, Gazebo provides the possibility to extend the
simulation environment and therefore add to it special functionalities which are
obtainable by including opportunely user-written C++ plugins. Additionally,
as a consequence of this, it can be easily coupled with other software packages.
In fact, it is possible to find the Gazebo-Matlab/Simulink co-simulation feature,
which is apparent to be very useful for control applications aspects, as well as
the powerful ROS-Gazebo bridge, where ROS will be described in its dedicated
section.

Additionally, the fact of being highly modular and potentially indefinitely
extendable with the proper C++ plugins makes Gazebo a really versatile tool.
In fact, Gazebo is not restricted to simulations of only robotic manipulators and
wheeled ground vehicles, but with the use of proper plugins, it can be used to
simulate systems operating in completely different environments: aerial, marine,
or even micro-gravity. Specifically, for example, Manhães et al. developed a
package called UUV Simulator, which extends the Gazebo simulator capabilities
to the marine field and the simulation of UUVs [108]. In the same context Banu
Theja et al., in 2022, analyzed the performance of an underwater vehicle by
leveraging the integration of ROS and Gazebo [109]. Moreover, Zhou et al.,
in 2020, in their research proposed a framework for simulating UAVs which uses
ROS and Gazebo simulation environment as well as an attitude controller trained
with Deep Reinforcement Learning [110]. On the same field, Bernardeschi et al.
in 2019 in their research studied the cooperation of UAVs by exploiting ROS and
Gazebo simulator [111].

Other examples of the usage of Gazebo, as a dynamic simulator for robots,
can be found: for the UUVs [108], for the UAVs [112–114], and an example of a
simulation for a crawler [115].

In Figure 1.5b can be seen a snapshot of a multi-body simulation in Gazebo,
for the planetary rover Archimede.

(a) (b)

Figure 1.5: Snapshots of the simulation environment for the Archimede rover: in
ADAMS/View a); and in Gazebo b).
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1.4.2 Soil Contact Models

In this paragraph is reported a brief overview and description of the two main
methods typically used to model and solve the problem of the Contact Mechanics,
as well as the main methods that will be used throughout this dissertation.

In the field of mechanics, the problem of contact arises when two distinct
bodies come into contact with each other. As was mentioned earlier, in both
fields of application of mobile robots that have been presented, i.e. industrial
and space exploration, mobile robots are subject to this kind of contact phenom-
ena, classified as interaction with the environment. While in mobile robotics for
industrial applications contacts with the underlying surface is not so relevant, in
the field of space exploration robotics, as mentioned, contacts with the soil play
a fundamental role and need to be carefully addressed. In the latter case, for
example for the case of a rover, the best practices in simulating these vehicles are
usually the modeling of the rover as an MBS and the interaction with the soil
with an appropriate Soil Contact Model (SCM) implementing the terramechanics
theory [116]. However, for preliminary studies, and to study the overall behavior
of the vehicle, such detailed and accurate models are not necessary, but models
for rigid-body contact and MBS can be used.

It is apparent that the effects of contact interactions have a significant in-
fluence on the overall dynamics of an MBS, thus these phenomena and effects
should be carefully modeled in order to obtain accurate simulations. Specifically,
the motion of an MBS exposed to unilateral interactions, such as contacts and
friction, is the subject of the field known as contact dynamics.

The contact dynamics is present in most practical examples and mechanisms.
For example, it is present in wheel-soil interaction in the field of vehicle dynamics,
robotic grippers, robotic hands, particles in Discrete Element Methods (DEM),
legged and walking mobile robots, joint limits, internal contacts in the mechanism,
and so on. As it can be seen contacts are not always unwanted phenomena but
can be also functional, for example for the tasks of walking, grasping operations,
or the motion of the well-known problem of the woodpecker toy.

The fields of “Contact Mechanics” and “Contact Dynamics” are science on
their own, therefore a full and detailed review of these fields is out of the scope
of this dissertation. On the other hand, a brief overview of the contact dynamics
methods that will be used is provided in the following. In the literature can
be found many approaches for solving contacts between different bodies. Those
methods can be further classified into two main categories:

• Non-Smooth Methods : In these methods, the contact conditions are ex-
pressed as unilateral constraints. The resolution of impacts using these
methods is usually done for example by solving a linear complementary
problem (LCP). Contact condition can be for example taken into account
by using the Signorini non-penetrability condition [117].

• Penalty Methods (or Regularized approaches): These methods are based on
the assumption that the colliding bodies are allowed to slightly penetrate
one into the other, and a penalty is therefore applied to them in the op-
posite direction of the contact. These methods are simple methods, which
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are based on the application of a reaction penalty force, and are computa-
tionally efficient. However, they come with some drawbacks which are that
it is needed to tune the parameters which are not easy to estimate, and in
some conditions, or with big step size can be numerically unstable.

It must be pointed out that within this dissertation, where it had been nec-
essary to model and therefore solve the contact dynamics problem, only the
penalty-based approaches have been used. For this reason, only these models
will be considered from now on.

During the past decades, much attention has been posed by the scientific
community in the field of “Contact Dynamics”. Indeed, during this period a
large amount of force-based contact models have been developed.

All the penalty approaches, i.e. the force-based contact models, found basis
on the work done by Hertz on the contact mechanics. In the following just a
few models will be outlined, while for a comprehensive and detailed review of
all the contact models developed the reader is referred to the following research
[118–120]. In his formulation, the normal contact force resulting from contacts
between colliding bodies can be assumed to follow a non-linear elastic response
[121].

Fn = kδn (1.9)

In Figure 1.6 is reported the schematic representation of the Hertz-Medelin
frictional contact model between two colliding spheres.

Another very important formulation of the normal force is first given by Kelvin
and Voight, and simply described by a parallel spring-damper system [122]:

Fn = kδ + cδ̇ (1.10)

The same model can be further improved by considering it as a non-linear
spring-damper system [122]:

Fn = kδn + cδ̇ (1.11)

For what concerns the tangential friction force, this force usually is described
with a model following the well-known Coulomb friction formulation, and it can
be solved either with non-smooth approaches or with penalty methods. Moreover,
during the past decades, many different formulations for the Coulomb-Friction
model have been formulated, for example as step, ramp, or continuous functions.
However, a full review of these models is out of the scope of this dissertation.

1.4.3 Robot Operating System (ROS)

This paragraph aims at providing a brief overview of the Robot Operating System
(ROS), its features as well as its capabilities, since it has been widely utilized
within this dissertation for the development of robotics applications, compris-
ing mobile robot models and their control, and that are presented in the next
chapters.
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Figure 1.6: Graphical representation of the Hertz-Mindlin contact model between
two colliding particles.

Robot Operating system has been first introduced by Quigley et al. in 2009
[123]. ROS is not an Operating system for robots, but it is a middleware or
framework for the development of robotic applications and robot programming.
Specifically, ROS comes with a huge set of libraries and tools, which help the final
user build a robotic platform, which can be a prototype for research purposes or a
commercially available platform. The tools and libraries available in ROS provide
functionalities such as visualization, data logging, motion planning, drivers for
the hardware such as sensors and actuators, communication, computer vision,
machine learning, robot control and actuators control, simulation software, and
perception. In Figure 1.7 is reported a schematic representation of the ROS
ecosystem with emphasis on the set of tools it provides.

On the other hand, a very important feature of ROS is that it can also be seen
as a communication layer between different processes. Moreover, it is flexible, and
distributed and allows a robotic application to be highly modular. Specifically,
every robotic application in ROS is scaled down in a set of separate nodes, where
each node represents a single process that grants the correct functionality of a
single component of the robot. In the ROS philosophy, each node should be
independent from each other. Moreover, should be only responsible for a specific
task. This fact allows the robotic application to be completely modular, hence the
crash, i.e. the failure, of a single node in ROS will not compromise the execution
of the whole system. As an example a node can be the process that deals with
the calculation of the kinematics of the robot; or that deals with operating a
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Figure 1.7: The ROS ecosystem showing the set of tools it provides.

sensor, extracting its readings, and processing the data acquired. Within a ROS
application, each node is allowed then to communicate with each other by means
of specific data structures, known as messages, exchanged through appropriate
channels known as topics and services. Moreover, the nodes of a robotic system
can also be distributed over a set of physically separated machines, and still, work
and communicate with each other over the ROS network. It follows that thanks
to these very important features (distribution and communication), ROS allows
robot fleet applications to be developed quite comfortably. Another feature of
ROS is that it is independent from the programming languages used. In fact,
ROS applications can be developed by using C++, Python, Java, Matlab, and
so on, leveraging the respective ROS clients. Another very important feature of
ROS is that it allows being coupled with many other software packages through
the appropriate ROS bridges. Specifically, it can be found ROS-Matlab, ROS-
Gazebo, ROS-VREP bridges, and many others.

For a full and detailed discussion of the ROS framework topic, the reader is
referred to the following [124,125].

ROS is well known in the robotic community, in the research field, and in the
industry. It is widely used in contexts such as academia and research institutes,
due to its flexibility, modularity, for being open-source, and because of the large
number of available packages that allow for fast robot programming and proto-
typing. On the other hand, some industries also have adopted ROS as part of the
software for their robots. There is a large community, in which each individual can
contribute with his projects and of course obtain modules and libraries needed for
his applications. A large number of examples using ROS and robotic applications
using ROS can be found in the literature. As for example Köseoğlu et al. in 2017
presented the design of an AMR whose software was based on ROS [126]. On the
same line about the development of an AMR prototype leveraging ROS there is
the research of Du et al. [127]. Another example of the design and development
of an AMR based on ROS is provided by Kuzin and Sziebig in 2020, where their
research presented SROS as a low-cost AMR for educational purposes [128]. An-
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other claimed low-cost mobile robot based on ROS, called EUROPA is presented
by Karalekas et al. in 2019 [129]. In the research from Mishra and Javed in 2018,
the authors proposed a mobile robot, for service applications where the platform
is required to map the structured surrounding environment, localize itself and
then navigate in it [130]. Su et al. in 2021 presented a simulation environment
based on ROS, Gazebo and RViz [131].

Other applications example is provided by Beraldo et al. in 2018, which in
their research presented ROS-Health as a framework for neurorobotics, build over
the framework ROS [132]. Marian et al. in 2020 used ROS to control a mobile
robot in the Gazebo simulation environment [133]. Yao et al. in 2015 used ROS in
order to test multi mobile robots collaboration algorithms and therefore simulate
a game of robot soccer in the Gazebo simulation environment [134].

1.4.4 Cable modeling

This paragraph aims at providing the reader with a brief overview of some meth-
ods that can be used to model flexible elements like cables, and which are used
within this dissertation. Cables are interesting elements, which possess a great
level of flexibility. It follows that due to their great flexibility they can not be
treated as rigid bodies, but other kinds of approaches must be used. In litera-
ture can be found a large number of works presented by many researchers which
try to model kinematically and dynamically the cables. The models available
in the literature differ from each other by the complexity which is introduced
in the cable model, as instance one can take into account or not also torsional
and flexural stiffness of the cable, and the assumptions made. Within this para-
graph are reported three different methods among all the existing ones, which
have also been used in the next chapters of this dissertation. These models are
respectively the catenary model, the lumped-mass model, and the model as an
unilateral constraint.

• Cable as a catenary curve: This method for cable modeling is based
on the use of a mathematical relation to describe the shape of the cable
in static conditions. This mathematical relation describes a curve which is
called catenary. As already stated this approach defines only the shape of
the cable and allows the extraction of the tensions of the cable in equilib-
rium conditions. This approach cannot be used to describe very well the
dynamics of the cable. Although many different and extended formulations
of this cable model have been done, e.g. elastic catenary models [135], in
the bi-dimensional case the most general equation for the catenary curve is
defined as follows,

y(x) = a cosh
(︂x
a

)︂
(1.12)

where y is the ordinate, x is the abscissa of the catenary curve and a is a
coefficient, which is defined as:

a =
T0
λg

(1.13)
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where T0 represent the horizontal tension of the cable, λ its specific mass and
g the gravitational acceleration. Although, the great simplicity of this cable
model, it has been largely used by different authors for the applications in
their research. An example of this can be found in the work from Su et
al., which applied catenaries to a suspended parallel camera robot system
[136]; or in the work from D’Antonio et al., in which they instead considered
catenaries between two quadrotors [137].

• Discrete lumped spring-damper-mass approach: In this approach
the cable is divided into n particles having mass mi. Each of these particles
is then connected to the previous one and the next one through a parallel
spring-damper system, responsible to keep the particles close to each other.
It is worth noting that by using this method it is possible to model in a very
easy way a flexible tether. Moreover, it is possible to model its dynamics
and derive its equations of motion. The system of EOMs can be expressed
in a matrix form as follows,

Mẍ+Cẋ+Kx = F (1.14)

where M is referred to as the mass matrix, C is referred to as the damping
matrix, K is referred to as the stiffness matrix, x is the 3n vector of the
generalized coordinates in the Cartesian space, and finally, F is the vector
of the external applied forces.

Another advantage of using this method is that it is possible to include
the already-seen force-based contact models, to simulate scenarios in which
the cable touches the ground or hit some obstacle. In fact, the contact
models are included in the dynamics of the system by just computing the
contact forces and then applying them to the system as a set of external
forces directly to the interested particles. As an example this can be seen in
Figure 1.8, where a cable suspended between two different height hanging
points has been discretized in 20 elements and left free to lye on the floor.

This approach has been largely used in research studies involving mooring
cable systems [138–140]. For example in this field of application hydrody-
namical forces, together with contact forces and gravitational forces, take
place on the cable nodes, and influence its dynamics. For a comprehensive
discussion about the lumped spring-damper-mass model for the dynamics
of an elastic cable, the reader is referred to the following review [141]. An-
other approach that must be reported, and very similar to the just described
lumped-damper-spring model, is the one in which each body of the cable
is connected to the other by means of a rigid link. An example of this
approach can be found in the work of Goodarzi et al. in 2015, in which
they studied the problem of transporting a payload with a multicopter and
a cable from a control perspective [142].

• Unilateral elastic constraint (traction only condition): This is the
most simple model which can be used to describe an elastic cable element.
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The idea behind this model is that since the cables are flexible elements,
which can exert tension only when pulled, but when compressed they do
not exchange forces, but go slack, it is reasonable to model the cable as an
unilateral constraint. This formulation considers an elastic cable that is in
continuous traction condition, i.e. the cable is always taut. Consider the
two anchor points of the cable as pi and pj , its length at rest is defined
as l0, while the equivalent stiffness of the cable is kc,eq. The model is then
defined as follows,

T =

{︄
kc,eq (l0 − ||pi − pj||) pi−pj

||pi−pj ||
, if ||pi − pj || ≥ l0

0v, if ||pi − pj || < l0
(1.15)

where T is the tension vector exerted by the elastic cable. The model
described by Eq. (1.15) basically states that when the cable is taut, it
experiences an elongation, hence it exerts a tension force that follows an
elastic law of the form T = kc,eqϵ. On the other hand, when the cable goes
slack, then the tension force is considered to be null, disregarding the real
behavior of the cable and its shape. It can be stated that since this model
is elastic it follows the Hooke’s law, hence the equivalent stiffness is defined
as follows,

kc,eq =
EAc
l0

(1.16)

where Ac is the cross-section of the cable and E is the Young modulus of
the elastic cable. Although this model of the cable is really simple and
it introduces many simplifications and assumptions, it has been used in
several works. An example of this can be found in the research from Lin et
al., in 2020, in which they used this formulation to model the cables of a
Cable-Driven Parallel Robot (CDPR), used for throwing operations [143].

1.5 Outline

Within this section will be provided a brief outline of how this dissertation is
structured, as well as the studies and topics that will be covered in the next
chapters. Moreover, it will be provided also for each of the topics that will be
covered a small summary about their novelties and contributions to the state of
the art.

Specifically, in this dissertation, the attention is posed to the different in-
teractions that a wheeled mobile robot is subjected to or may be subjected to
during its operational life, and about their effects on it and try to address them.
As it has been said in the earlier sections these interactions can be classified into
robot-environment interactions, robot-robot interactions, and human-robot inter-
actions. More precisely, all these three types of interaction are, in the following
chapters, considered in specific and different applications and therefore conducted
studies intended to solve problems of scientific interest. In addition, each of the
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Figure 1.8: Lumped mass model for the cable, laying on the floor.

interactions seen is applied in both presented contexts of mobile robotics appli-
cations, namely, mobile robotics for space applications and mobile robotics for
industrial applications.

More specifically, this dissertation is subsequently divided into two large parts,
namely Part I and Part II. The first part introduces and presents three differ-
ent studies and applications of mobile robots for applications in space missions
and planetary exploration contexts. The second part, on the other hand, intro-
duces and describes two different studies and applications of mobile robots for
applications in industrial contexts.

Going into more and more detail, Part I consists of several sections, each
describing and addressing a specific problem of mobile robotics applied in space
exploration contexts and focusing on the specific interaction the mobile robot is
subjected to. These sections can therefore be listed as follows:

A. VRD-based lander : In Sec. 2.2 is firstly presented the design of a robotic
lander whose soft-landing mechanism leverages the Variable Radius Drums..
This robotic system under investigation is subjected to Robot-Environment
interactions, due to contact with the soil. Subsequently, it will be developed
an analytical-based dynamics model, along with a description of the modeling
of the lander in ADAMS. The proposed soft-landing mechanism will be then
evaluated for two different test cases, and the analytically-based model will
be numerically validated through direct comparison with the ADAMS one.

B. Archimede planetary rover : In Sec. 2.3 is firstly presented the design of a
four steerable wheels planetary rover, called Archimede, whose suspension
system is based on the concept of the S-Structures. Along with the design
is described in detail also the hardware and the software parts of the mobile
robot, which is completely developed in ROS. Moreover, it will be described
the odometry subsystem, and the control approach of the mobile robot that is
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based on the Ackermann steering and the ICR projection technique to fulfill
the joint’s limits avoidance additional task. Subsequently, it will be devel-
oped an analytical-based dynamics model, along with a description of the
modeling of the rover conducted in ADAMS and Gazebo software packages.
The odometry subsystem will be then validated numerically first, as well as
in Gazebo dynamic simulations, therefore it will be validated experimentally
with drive tests in a sandbox. Finally, the analytical-based and the ADAMS
numerical dynamic models will be validated through outcomes comparison
with the experimental prototype, for the cases of two impact tests, and obsta-
cle negotiation. Finally, this robotic system under investigation is subjected
to Environment-Robot interactions, due to continuous contact with the soil.

C. Towing Manipulation strategy : In Sec. 2.4 will be presented a strategy for
objects manipulation through towing operations by means of mobile robots.
A formal modeling of this problem will be first presented leveraging the quasi-
static motion assumption. Therefore, two dynamics models will be developed.
As a case study, it will be considered the Archimede rover as a test bed
for towing the objects. Therefore controllers for trajectory tracking based
on the ICR projection will be described and introduced in the control loop.
Subsequently, the dynamics model’s outcomes will be compared to quantify
the deviation from the quasi-static approach. Finally, the presented approach
is validated experimentally. Within this application, the robotic system is
subjected again to Environment-Robot interactions, due to: on one side to
contact with the soil, on the other side due to interactions with the towed
object through the towing medium.

On the other hand, Part II consists of two sections, each describing and ad-
dressing a specific problem of mobile robotics applied in industrial settings and
therefore focusing on the specific interaction the mobile robots, that have been
considered, are subjected to. These sections can be listed as follows:

D. Tethered Mobile Robots : In Sec. 3.2 will be firstly presented a framework,
and a detailed and formal formulation, that leverages an analogy between
the Tethered Mobile Robots system and a redundant manipulator, and al-
lows for the creation of a fleet manager. The control approach will be pre-
sented, including the constraints as additional tasks. Subsequently, based
on an industrial request, a case study will be selected and the presented ap-
proach validated over four different scenarios. Finally, the approach is vali-
dated through dynamic simulations in Gazebo dynamic simulations. Within
this robotic application the mobile robots are subjected to two kinds of in-
teractions: firstly the Environment-Robot interaction due to contact with
soil, and proximity to obstacles in the environment; secondly to Robot-
Robot interaction through the tether connection and the proximity con-
straint.

E. Crowd Navigation: In Sec. 3.3 will be firstly described and modeled, in a
simulated environment, the problem of a mobile robot navigating a crowded
environment with moving pedestrians. Subsequently, the approach chosen,
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based on reinforcement learning, is described together with the choice of
the used neural network. Subsequently, the neural network training and
testing results are shown, validating numerically the presented approach.
Finally, the approach is validated experimentally in a real setting, with
a real mobile robot and pedestrians. Within this application, the mobile
robot is subjected to two kinds of interactions: firstly with the environment,
through contact with the soil, and then with the proximity to surrounding
obstacles; secondly the robot is subjected to Human-Robot interaction,
which in this case must avoid at all costs.

Finally, in Chapter 4 are provided the conclusion remarks relative to the
present dissertation.

Summarizing, in Table 1.1 are reported in a tabular form the main investi-
gations and applications that will be covered in this dissertation and presented
in the next chapters. Moreover, the table identifies the type of analysis that has
been conducted (theoretical, numerical, or experimental) together with the type
of interactions that occur, and the robot is subjected to in the specific considered
applications.

Activities

Type of Interactions A B C D E

Robot/Robot ✗

Environment/Robot ✗ ✗ ✗ ✗ ✗

Human/Robot ✗

Type of Analysis

Theoretical ✗ ✗ ✗ ✗

Numerical ✗ ✗ ✗ ✗ ✗

Experimental ✗ ✗ ✗ ✗

Table 1.1: Summary of the main topics discussed in this dissertation. For each
topic is marked the type of interaction encountered and the type of analysis that
has been done.

Finally, the novelties and the contributions of this dissertation, by grouping
them by the investigated application, can be listed as follows,

A. The contributions of the VRD-based lander investigation can be summarized
in: the design and the numerical validation of a three-legged robotic lander
designed for space applications; the leveraging of VRDs and cables for the
synthesis of a mechanism of soft-landing which is designed to ensure a constant
force acting on the pads; the experimental determination of the characteristics
of the soil, and further implementations of a non-linear parallel spring damper
contact model in which these parameters are used; and the introduction of
three ratchets acting as a retention mechanism.
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B. The contributions for the Archimede planetary rover investigation can be
summarized as the development of a novel four wheels steering rover proto-
type, with articulated legs; the development of the firmware and software of
the rover all based on ROS; the development of the dynamics model of the
rover and numerical validation; the experimental validation of the numerical
models; the development of an odometry sub-system for the rover and its nu-
merical and experimental demonstration and accuracy evaluation, as well as
an approach for joint limits avoidance based on the projection of the ICR and
Ackermann steering; the development of ROS packages for high-level control
as well as the modeling of the Gazebo simulation environment.

C. The contributions of the Towing Manipulation strategy investigation can be
summarized in: the formulation and implementation of a quasi-static ap-
proach for the path planning of a towed object; the implementation of a con-
tinuous contact model; the development of dynamics models for this problem;
the application of this approach to a four wheels steering planetary rover sub-
jected to joint limits constraints and successive determination of the influence
of its kinematics; and finally the experimental validation of the approach.

D. The contributions of the Tethered Mobile Robots investigation can be sum-
marized in: the formal formulation of a kinematic analogy between a chain
of tethered mobile robots and a redundant manipulator; the application of
this framework for addressing a specific industrial problem, thus evaluating
the feasibility of a chain of mobile robots and validating the developed frame-
work; and finally the development of ROS packages for dynamic simulations
in ROS-Gazebo and validation of the approach.

E. The contribution for the Crowd Navigation investigation can be summarized
as the development of an extension of the model of moving crowds; the de-
velopment of a functional Convolutional Neural Network based architecture
to tackle this problem; the validation and comparison between the two cho-
sen algorithms; the presentation of the developed parallel and asynchronous
strategies to speed up neural network training speed; and finally the devel-
opment of a ROS package for robot control and numerical and experimental
validation of the algorithms and approach.
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Chapter 2

Mobile Robotics for Space
Applications

2.1 Introduction

Mobile robotics have found large use also within the space exploration applica-
tions field. This is a consequence of the fact that these environments are extremely
hostile and inhospitable contexts for human beings. It follows the need of deploy-
ing robotic and autonomous systems in this field, which are able to operate and
perform tasks that a human either it’s impossible to do or that are too dangerous.
After these considerations, many attempts and many pieces of research have been
conducted in the past years on the development of these kinds of systems. These
efforts have been focusing on the reliability, durability, and autonomy of these
robotic systems.

As a consequence of all these research efforts, numerous space missions have
been seen successfully launched, and their results have had major impacts on
many fields of science, and some of these missions have been briefly described
in Sec. 1.3.1. Within these missions, many different systems have been used
and studied. Moreover, it could be seen the evolution of these systems and the
technologies used, which are increasingly complex, within these space exploration
missions.

Within these space exploration missions, it is possible to classify the robotic
system used into two large main groups: the landers, and the rovers. The first
one contains all those mobile robotic systems whose main purposes are the safe
and soft landing and deployment of the payload and the scientific equipment on
the surface of a celestial body. These can be fixed, and movable, thus having lo-
comotion, disposable or reusable systems. Moreover, another important purpose
is that they also serve as the basis for the other systems that have been deployed.
The second group contains all those mobile robotics that possess locomotion and
mobility, and are designed to cover large distances, even far away from the landing
site, and therefore perform the various requires tasks, e.g. soil and rock sampling
or taking images of the surroundings. All the robotic systems falling in both
groups are very complex systems to study and develop because they need to be
carefully designed to operate in unknown or partially known environments, which

35
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are also unfriendly. Apart from the various environmental constraints and mis-
sion constraints, which have been described in section Sec. 1.3.1 and which these
systems are subject to throughout their operational life, several interactions take
place on these systems during their operations. Mostly these ones fall into the
Environment-Robot classification described in Sec. 1.2. The most critical one is
the interaction with the soil of the celestial body these systems need to operate,
which in general is not ideal, it can be soft, and its properties are in general
unknown and may vary along the celestial body surface.

For robotic landers, Environment-Robot interactions with the soil play an
important role in the design process of the landing system. In fact, the char-
acteristics of the soil and the contact models must be fully understood, and
adequately described, in order to design a landing system for the robotic lander
which grants: a safe and soft landing on the celestial body, controlled deceler-
ation, and impulsive forces in order to prevent damages to the carried payload
and instrumentation, stability to landing conditions perturbations. For the ex-
ample of the walking landers, this interaction is not limited to ground impact
only but occurs during the whole locomotion of the mobile robot. It follows, that
for landers contact with the soil is not a drawback and unwanted phenomenon,
but on the other hand, it is functional to the successful landing operations and
deployment of the systems.

Also for the robotic rovers the soil interaction plays a fundamental role in
the design of these systems, in particular in their locomotion systems. In fact,
also for this case the characteristics of the soil and the contact models must be
fully understood and described for the design process of the locomotion system,
which must grant: adequate traction of the rover, high mobility on loose soils,
withstands impacts occurring during traversing, and obstacle negotiation capa-
bilities. It follows that, for robotic rovers, the soil interaction is again a functional
phenomenon, which is needed for the locomotion of the mobile robot, in these en-
vironments. Interactions with the environment inevitably occur when the robot
performs sampling operations.

Current iterations in mobile robots for space applications are dictated by
the demand for the development of systems that are capable of covering greater
distances in less time, in order to increase the investigative capabilities of the
rover and the number of experiments that can be done during a single mission.
One of the many goals is to transfer a well-known approach in the industry,
which is that of collaborative multi-robot systems. Another goal toward which
much attention and interest is being looked at, and this concept may be applied,
is the creation of precursor and robotic space bases. In this context, multiple
robotic systems are deployed on the surface of the celestial body and are intended
to work collaboratively in order to build a precursor base before the arrival of
human beings. This multi-robot system can be composed of several mobile robots,
manipulators, and landers that are all connected to each other and work and
perform operations together. A step in this direction was taken during the Mars
2020 mission, in which a rover, called Perseverance, and a drone called Ingenuity
were deployed. It follows that in this context other interactions with the single
robot will arise. These are the Robot-Robot interactions, between the robots
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composing the multi-robot system and other Environment-Robot interactions.
For the latter, it is apparent that, for the example of building a precursor base,
the mobile robots must be capable of manipulating loads on the ground, thus
another interaction arises.

Considering what has been described and mentioned above, this chapter aims
to address some of the described issues and challenges that characterize the in-
troduction of mobile robots in space applications. Specifically, in Sec. 2.2 will be
presented a novel three-legged robotic lander prototype, whose soft-landing mech-
anism is based on the use of Variable Radius Drums (VRDs). In this section will
be first provided an introduction and an in-depth state-of-the-art analysis spe-
cific to this problem. Subsequently, it will be described its design and modeling
and the contact interaction with the soil will be addressed. The section will
also describe the modeling of the lander in the ADAMS software package, and
dynamic simulations will be conducted on two different landing conditions and
finally validated the proposed robotic system.

In Sec. 2.3 will be presented a novel four wheels steering planetary rover pro-
totype, called Archimede, which is completely based on ROS. The rover possesses
a suspension system based on the use of articulated legs, which leverage the con-
cept of the S-Structures. In this section will be first provided an introduction
and an in-depth state-of-the-art analysis specific to this problem. Subsequently,
it will be described its design, its software architecture which is based on ROS,
and its dynamic modeling. Subsequently a planar kinematic and odometric sub-
system, build on the former, will be presented. Moreover, a kinematics model,
satisfying the Ackermann steering condition and an approach based on the ICR
projection, used to fulfill kinematics constraints, will be presented. Subsequently,
the modeling of the rover in ADAMS and Gazebo will be described. Tests both
in simulations and in experimentation will be conducted in order to demonstrate
and evaluate the developed odometry subsystem accuracy. Subsequently, dy-
namics simulations will be conducted, and then compared the results with the
same experimental setting, thus validating the models, the rover, and finally the
approach.

Finally, in 2.4 will be presented an in-depth investigation of the towing ma-
nipulation strategy of objects applied to mobile robots, and path planning of the
towed object. Specifically, in this section, it will be first provided a description of
the strategy, together with an introduction and an in-depth state-of-the-art anal-
ysis specific to this problem and to the general problem of the planar sliding prob-
lem. Subsequently, it will be described the modeling of the problem leveraging
the quasi-static motion assumption. It will be therefore presented the approach
for the path planning of an object being towed, together with the development of
two dynamic models. Subsequently, the kinematics model of the Archimede rover
and its control architecture will be introduced, in order to evaluate the effects
of the kinematics constraints on the planned trajectories. Moreover, dynamics
simulations are conducted in order to evaluate the deviation from the quasi-static
assumptions. Finally, the experimental validation of the approach with the rover
Archimede will be presented.
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2.2 VRDs-based robotic lander

In this section, we aim to study and address an application belonging to the first
macro group of robotic systems for space applications, which are the landers,
and the related delicate soft-landing operation. Specifically, this section aims
to present the design and study of an innovative three-legged robotic lander for
space exploration. This robotic lander uses mechanisms based on VRDs that
provide controlled deceleration during soft-landing operations. At the same time,
this study aims to describe, model, and address the ground interactions that
occur during the landing phase through the accurate modeling of ground contact
patterns and their subsequent validation in simulated environments.

Indeed, in the case of robotic landers, the system is subjected to interactions
through contact with the environment, through the lander’s pads. It follows that
this specific application falls into the Environment-Robot interactions group. It
is well known that contacts are an issue when simulating MBS. However, even if
they are an issue from a numerical perspective in this study contacts are func-
tional phenomenons for the correct functioning of the robotic lander for two main
reasons: the first is that contacts forces are needed in order to simulate landing
operations; the second is that, as it will be seen, contacts are essential for the re-
tention mechanism. Indeed, this mechanism uses a contact interference approach
to lock the rotations of the leg.

Summarizing, the contribution of this sections can be listed in:

• The design and the numerical validation of a novel three-legged robotic
lander intended for space applications;

• The use of VRDs and cables to create a soft-landing mechanism that ensures
a constant force acting on the pads and the introduction of ratchets as
retention mechanisms which allows greater stability;

• The experimental determination of the soil’s properties, and successively
used in the implementations of a non-linear parallel spring damper contact
model for the numerical methods.

2.2.1 Introduction

In space exploration, the task of landing on a planet, an asteroid, or any other
celestial body is crucial and can decide the fate of the entire operation. Many
missions in the last decades have failed as a result of the lander crashing to
the ground during this sensitive operation. Despite these unsuccessful missions,
numerous others were successful, and numerous systems were tested and used
throughout the years to ensure the soft landing of a planetary lander.

The goal of the most notable mission, Apollo 11, from the NASA Agency was
to send a probe carrying humans to the Moon’s surface for the first time. A
powered descent maneuver was first used to achieve a successful landing. Then, a
suspension mechanism with a honeycomb shock absorber on each lander-leg strut
enabled a successful touchdown [144]. Two twin probes, whose name are Viking
1 and Viking 2, were dispatched to Mars as part of the NASA’s Viking Project,
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which was launched in 1975. The two landers used legs and adopted a combina-
tion of rocket propulsion and a parachute to achieve a smooth touchdown on the
planet’s surface [145]. The same system has been used, in 1997 in the lander of
the Cassini-Huygens NASA-ESA-ASI mission. The lander successfully achieved
soft-landing on Titan, one of Saturn’s moons. Following the Viking mission,
NASA launched further probes to explore the red planet. To begin with, in 1996,
the NASA Pathfinder mission began operations [146]. Subsequently, still from
NASA, the Mars Exploration Rovers (in short MERs), also commonly known as
Spirit and Opportunity, have been sent to the planet in 2004. Soft-landing, for
all these three missions, has been achieved through an approach that is based on
the usage of gas-filled airbags [147]. Later on, in 2011, another NASA’s notewor-
thy mission was the Mars Science Laboratory (in short MSL). In this mission,
the planetary rover named Curiosity has been deployed on the surface of Mars.
Using a combination of a parachute, rockets, and the Sky Crane technology, a
successful landing was accomplished. In more recent times, the ESA’s Rosetta
mission employed a powered descent to achieve soft-landing on the comet and an
anchoring mechanism in order to stay attached to it [148]. The Soviet Space Pro-
gram deployed various advancements concurrently with NASA during the Space
Race competition, beginning with impactors [149] and leading to the lander Luna
9 (February 1966), which has gone down in history as the first probe achieving
successful soft-landing on another celestial body [150]. On the other hand, still
from the Soviet Space Program, in 1970, the planetary rover Lunokhod 1 was the
first rover to successfully land on another celestial body [151]. More recently, the
China National Space Administration (in short CNSA) began a space program
(Chinese Lunar Exploration Program) in the 1990s that allowed the Chang’e 3
lunar lander and the rover Yutu, thus becoming the first Chinese lunar planetary
rover, to soft-land in December 2013 on the Moon [152]. Subsequently, belonging
to the same program, came the Chang’e 4 lander in January 2019 [153]. Nu-
merous researchers have been posing much effort into studying, in various study
domains, the issue of lander’s soft-landing operations in the last decades, also to
improve the efficiency of the landing systems. For instance, Wang et al. in 2019
investigated an approach that relies on semi-actively controlling the damping
force of the magnetorheological fluid dampers in order to adapt to the landing
scenario [154]. Additionally, through the utilization of numerical optimization
methods, it is possible to conduct the design process of the shock absorbers [155]
as well as optimize the stability of the lander [156]. Additionally, more versatile
spacecraft, such as walking landers have been investigated in [66,67].

When it comes to actual and concrete planetary missions which involve the
use of landers, hence integrating a soft-landing system, the issue of soft-landing
operations must be investigated very carefully. Moreover, all possible operating
scenarios must be taken into account and the device must be as reliable as possible
since even the smallest setback can turn into a disaster. When dealing with
the issue of soft-landing many problems can be addressed. However, the major
ones are the ones related to the stresses the lander is subjected to. Indeed, a
robotic lander during his operational life is subjected to all kinds of interactions,
and the device must be resistant to them. One of these interactions, which is



40 CHAPTER 2. MOBILE ROBOTICS FOR SPACE APPLICATIONS

extremely critical, is the interaction that occurs when the lander contacts the
underlying soil in the phase of touchdown. Indeed, landing is a process that
may be very fast, and during this process, excessive stresses and accelerations
can be exchanged. Having said that, therefore the modeling of the dynamics
of the lander as well as the modeling of the interactions which occur between
the beneath soil and the lander are the two key issues that may be tackled in
the investigation of soft landing operations. The ground properties of celestial
bodies have a significant impact on the mission [157], and as a result, several
attempts are undertaken to predict them in beforehand [158, 159]. Numerous
publications describe the characterization of the soil, especially with regard to its
granulometry [160]. Summarizing, the interactions to which these robotic systems
are subjected are mostly with the surrounding environment. However, given
the big push concerning the development of autonomous systems, and systems
composed of multiple robots, in the context of a robot precursor base; in principle,
there can be multiple systems cooperating. Thus, Robot-Robot interaction is also
possible.

With the advent of commercial simulation software, several researchers at-
tempted to investigate the soft-landing issue by using them. Most of the studies
found in the literature see authors selecting a lander having four legs as a case
study. For instance, Xu et al. (2011) showed that landing simulations, for a lunar
lander, can be done utilizing MSC-ADAMS modeling as a rigid body the beneath
soil; and MSC-DYTRAN can be utilized when considering flexible the soil body
[161]. Using the finite elements technique together with a non-linear transient
dynamics methodology, Wan et al. (2010) selected MSC-DYTRAN for the soft-
landing simulations of a lunar lander [162]. Furthermore, utilizing LS-DYNA and
ABAQUS, other commercially available software packages, Zheng et al. (2018)
used explicit finite element methods to simulate the impact of a lander [163]. An-
other example of a study conducted utilizing ABAQUS, implementing an explicit
non-linear finite element method, for soft-landing purposes, is provided by the
work of Liang et al. (2011). In their research, the interaction between the lunar
surface and a lander utilizing aluminum honeycomb shock absorbers [164]. More-
over, other researchers investigated the lander’s impact using MSC-ADAMS, by
modeling the soil either as a rigid or an elastic body [98–102].

The notion introduced by Seriani in [165] is carried over into modeling of the
dynamics of a three-legged robotic lander and relative simulations in this inves-
tigation. The lander is based on the utilizing of Variable Radius Drums (VRDs).
The suggested mechanism is a non-reversible device that permits a landing body
to slow down during the period of impact with the soil. As stated by Seriani and
Gallina in [166], a VRD is a device distinguished by the fluctuation of the drum
radius along its profile. It is utilized in this problem to guarantee a constant
force, therefore a structure’s controlled deceleration while landing. VRDs were
investigated for a variety of uses, such as to steer loads down horizontal paths, im-
proving a legged robot’s locomotion [166] or using them in gravity-compensation
systems [167].

In 2018, Scalera et al. investigated a cable-based robotic crane powered by
VRDs that could transport a weight over a flat working surface [168]. Addition-
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ally, in a cable-suspended robot, Fedorov and Birglen (2018) used two antagonistic
VRDs to direct the end-effector along a predetermined pick-and-place trajectory.
The static balance of a pendulum was also done using the same idea [169]. The
purpose of using the VRD in these situations is to produce geometric trajectories
in a mechanism. In contrast, within this study, a synthesized VRD is utilized
to produce a particular force when coupled to a linear preloaded spring device.
Other uses of VRDs are cable drives in soft robot joints[170], upper limb orthoses
[171], energy-saving devices [172] and force control [173].

Within this investigation, an experimental method has been leveraged to de-
termine the soil’s properties, which is a basaltic sand having volcanic origin with
an average particle size range of 3–5 mm, and that is classified into the coarse
sands as stated by NASA [174,175]. This has been done in order to build a solid
baseline for the numerical simulations and obtain meaningful results.

This work presents several novelties in comparison to relevant literature, par-
ticularly the work of Seriani [165], which implements an ideal linear spring-
damper contact and an ideal Coulomb friction model: it provides an experimental
determination of the properties of soft basaltic sand soil for implementation in a
spring-damper ground contact and implements a non-linear stiffness model; ad-
ditionally, the used contact model implements experimentally defined static and
dynamic friction coefficients. Additionally, the theoretical model’s numerical im-
plementation is more stable, preventing the need for numerical damping of the
legs’ rotation. Additionally, three ratchets are used in this work’s 3D lander as
retention mechanisms to make the system irreversible. Their primary function
is to prevent the lander from rebounding after landing by restricting the legs’
capacity to rotate backward once they have fully rotated and the payload has
entirely decelerated. It also prevents rotation altogether, keeping the lander’s
center of mass nearer the ground and enhancing the lander’s stability. Addition-
ally, the ratchets devices prevent the preloaded springs’ energy from discharging,
preventing the lander from bouncing excessively.

This section is structured as follows: in Sec. 2.2.2 is reported the design and
the modeling of the VRD mechanism, the derivation of the bi-dimensional dynam-
ics model of the lander, together with a detailed description of the soil contact
models elected; in Sec. 2.2.3 is reported and detailed described the modeling
process of the lander in the ADAMS simulation software package; in Sec. 2.2.4
are presented the simulation test cases and the corresponding obtained results
are obtained; finally, in Sec. 2.2.5 the results are discussed and compared to the
theoretically based model.

2.2.2 Dynamic modeling of the VRDs-based lander

The concept presented in [165] provides the foundation for the lander construction
that has been investigated in this paper. Additionally, as the lander’s structure
begins to ascend at the conclusion of the deceleration phase, a ratchet mechanism
is added to prevent the counter-rotation of the legs. According to Figure 2.2, the
lander is made up of a body, the main structure, having an hexagonal shape on
which the payload is placed, and three legs that are oriented at an angle of 2/3π
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Figure 2.1: 3D Graphical Rendering of the three legged Variable Radius Drum
robotic lander

from one another and have a fixed offset from the center of mass of the lander.
In this paragraph is first presented the modeling of the VRD mechanism, and
subsequently the dynamic modeling of the lander.

(a) (b)

Figure 2.2: The CAD model of the proposed three-legged lander, along with
labels for its main parts and main dimensions: (a) lateral view; (b) top view
[176]

In Figure 2.1, on the other hand, is reported a 3D graphical rendering of
the three-legged robotic lander in a lunar-like environment, based on the use of
VRD, that is studied and presented in this section. In Figure 2.3 is reported a
schematic representation of the single leg system model of the lander just when
impact occurs.

Modeling of the Variable Radius Drum mechanism

Consider the lander leg mechanism shown in Figure 2.3. A fixed radius pulley,
(FRP for short) with radius r1 attached to the leg, a VRD, a FRP with radius r2
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Figure 2.3: Schematic view of the lander-leg mechanism at the beginning of the
impact with soil with a detailed view of the model of the normal contact force as
a spring-damper system [176]

.

linked to the VRD, and a preloaded spring make up each lander-leg mechanism’s
major components. Additionally, the system makes use of two cable elements.
The first cable’s extremities are fastened to the FRP and the VRD, respectively
(red line). The extremities of the second cable (green line) are fastened to the
FRP (rigidly linked to the VRD) and the preloaded spring, which is in turn
linked to the lander chassis. The VRD can mold the preloaded spring’s elastic
response thanks to its particular configuration. More specifically, this translates
into the result that the FRP attached to the leg experience a reactive torque
M produced by the preloaded spring and shaped by the VRD. It is therefore
possible to model and approximate the induced torque M by a continuous and
differentiable function as follows [165,177,178],

M =
2

π
M0 arctan (fϑ) + kϑ (2.1)

where k represents the spring stiffness, f an approximation factor which models
the “hardness” of the step function, M0 represents the preloaded torque, and fi-
nally ϑ represents the relative rotation of the lander’s leg from its rest position
ϑr.

Consider now the design requirements, which have been already mentioned in
the introductory paragraph of this section. Specifically, in this study it is required
that the lander impacts the underlying soil with a controlled force, thus a con-
trolled deceleration of the structure and the payload. Therefore, by imposing the
contact force Fk(ϑ) = c, i.e. a constant force the lander’s pad is subjected, then
it is possible to synthesize the VRD profile as explained in [166, 168]. Moreover,
a generic point of the VRD’s profile, we will denote with Pm, can be expressed
as follows,
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Pm = T (α)

{︃
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0
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+ T (α)T (−γ)T
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−π
2

)︂{︃lt
0

}︃
(2.2)

It is important to point out that the point Pm is expressed in the local frame
of the VRD. Specifically, the terms in Eq. (2.2) are the relative rotation of the
VRD α; lt which represent the distance between the point Pm and the idle pulley
center O; and T ∈ R2×2 which in this context indicates a generic rotation matrix.

The distance lt is defined as follows,

lt =
cd sin γ

1 +
d2g

dα2√︂
c2d−(

dg
dα)

2

(2.3)

where g(α) is referred to as the cable wound function; cd instead indicates the
distance between the points O and O1; finally γ represent a parameter which is
defined as follows,

γ = arccos

(︃
1

cd

dg

dα

)︃
(2.4)

It follows that with reference to Figure 2.3 is it possible to establish the
expression of the cable wound function that is,

g(α) = r1ϑ (2.5)

The first and second derivatives of Eq. (2.5) with respect to α are immediate.
On the other hand, defining Fs as the elastic force generated by the preloaded
spring, and by applying the principle of virtual works it follows that,

dϑ

dα
=

||Fs||r2
||(K −O)× Fk||

(2.6)

These relations are fundamental because they allow the synthesizing of the
VRD profile for the case of constant pad-soil force during the lander’s impact
with the soil.

Lander’s dynamics model

Due to the symmetry of the robotic lander, it is possible to derive the dynamics
model of the lander by considering only one-third of the lander. Consider the
model to be bi-dimensional and the chassis of the lander constrained to move
only along the vertical axis. Moreover, the model is considered in free falling,
thus the constraint given by the soil is not included. It follows, that the system
is composed of two bodies and is a 2 DOFs model. It is possible therefore to
define the Lagrangian function as L = K−U , where K and U are the kinetic and
potential energy respectively. The EOMs of the system can be finally derived by
using the Lagrangian approach,
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d

dt

(︃
∂L
∂q̇

)︃
− ∂L
∂q

=
n∑︂
i=1

Qc,i +
l∑︂

j=1

Qn.c,j (2.7)

where Qc,i and Qn.c.,j are the i-th conservative and j-th non-conservative gen-
eralized forces, respectively, which has not included in the Lagrangian function.
It is recalled that, in general, for a generalized coordinate q, an external force Fc

with application point xc, the resulting generalized force is expressed as follows,

Qc,q = Fc ·
∂xc

∂q
(2.8)

The contact force exchanged between the soil and the lander’s pad when
contact occurs is introduced in the system as an external force applied to the
system.

Contact models and soil carachterization

In this investigation, the robotic lander is a MBS, which is subjected to multiple
contacts exchanged with the underlying soil. It follows that effects coming from
contact dynamics are introduced in the system. It is, therefore, necessary to
introduce into the system, models which manage contacts in order to account for
their effect. Therefore, it has been decided to utilize one of the penalty methods
that has been introduced in Sec. 1.4.2. More precisely it has been chosen to use
a model which describes the vertical contact force as a non-linear spring-damper
system, as explained in [156], and that is expressed as follows,{︄

Fk = −keqxδ − ceqẋ, x ≤ 0

Fk = 0, x > 0
(2.9)

The terms in Eq. (2.9) are δ which represent exponent factor accounting for
the non-linearity of the elastic component, keq which indicates the equivalent
spring stiffness, ceq defined as the equivalent damping factor, while x, in this
case, represent the penetration of the lander’s pad into the soil and ẋ its time
derivative.

The tangential component of the contact force, i.e., the frictional component
is modeled by utilizing a simple Coulomb friction model, and that is expressed
as follows, {︄

Ff = −µsN, ẏ = 0

Ff = −µkN, ẏ ̸= 0
(2.10)

In Eq. (2.10) the variable ẏ represents the relative speed of the contacting
surfaces, N represents the normal force between the surfaces, while µs and µk
represent the static and dynamic friction coefficients respectively.

It is well known that one of the drawbacks of the penalty models for contact
dynamics is the correct choice and estimation of the contact parameters. There-
fore, it is required to estimate the parameters of Eq. (2.9) and Eq. (2.10), in order
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to perform accurate and meaningful comparable simulations. For this purpose,
it has been chosen a sample of basaltic sand of volcanic origin with an average
grain size ranging from 3 to 5 mm, for the determination of the soil characteris-
tics. The first step in this direction consisted of performing some experimental
tests in order to estimate the module of subgrade reaction k, which is defined as
follows,

k =
q

∆
(2.11)

This modulus and the soil equivalent stiffness keq are directly related. In Eq. (2.11),
q represents the pressure acting in the contact patch, while ∆ indicates the pen-
etration depth.

Figure 2.4: Experimental measure of the penetration depth [176]

In order to execute the estimation tests more accurately, a circular plate with
dimensions similar to the lander pad is placed on the surface of the soil sam-
ple. Therefore, the deflection under static conditions is measured after a 1 kg
weight is placed above the circular plate. As the deflections are extremely small
and sub-millimeter, the measurements have been conducted via image analysis.
Specifically, the deflection is estimated through a comparison of the images taken
before and after applying the load on the plate. This procedure can be better seen
in Figure 2.4, where the scale unit is centimeters. These tests have been executed
for a total of 13 times in order to have better consistent measurements. It has
been estimated the penetration ∆ = (0.141± 0.049) mm, therefore by leveraging
Eq. (2.11) the equivalent stiffness of the soil can be computed with suitable geo-
metric considerations [100]. Specifically, within this study, it has been estimated
keq ≈ 70Nmm−1. For what concerns the equivalent damping factor, reasonable
values usually are 0.1 ÷ 1% of the keq parameter [100]. Specifically, within this
study, it has been elected to use ceq = 0.7N smm−1.

For what concerns the estimation of the friction properties, in a preliminary
approach, the static friction coefficient may be calculated as µs ≈ tan (ϕ), where ϕ
is referred to as the internal friction angle of the soil. A number of 15 experiments
have been done and the angle has been empirically measured. These tests are
executed by spilling a certain amount of the sample soil on the surface, and
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(a)

Figure 2.5: Experimental characterization of the soil: (a) measure of the internal
angle ϕ [176]

subsequently, a photograph of the vertical profile of the heap is then taken. The
internal angle of the soil ϕ is therefore calculated, as indicated in Figure 2.5 and
estimated as ϕ = (38.82± 2.02)°. It follows that µs ≈ 0.804, while µk is assumed
as µk = 0.7µs.

Table 2.1 provides and summarizes the lander design parameters considered
in this study, where m is the mass of the chassis, ma is the mass of the leg, g is
the gravitational acceleration, H is the drop height, ks the spring stiffness, lc is
the length of the lander’s leg up to the pad’s center, while lm is the maximum
length of the lander’s leg, i.e. up to the pad’s tip.

Table 2.1: Parameters used in the design of the lander.

Parameter Value Parameter Value

r 5.00× 10−2m g 9.81m s−2

r1 3.20× 10−3m H 0.450m
m 0.500 kg f 1.00× 104

ma 3.70 × 10−2kg M0 1.54Nm
lc 25.3 cm lm 27.1 cm
ks 50.0× 103Nm−1 Material PLA

2.2.3 ADAMS modeling

This section describes the setup for the numerical simulations, in addition to the
modeling of the MBS that represents the robotic lander, that is conducted in
ADAMS. Figure 2.7 shows the outcome of this modeling process, in which the
soil is modeled as a rigid body having a box shape and the whole robotic lander as
an MBS. Moreover, each rigid body that is necessary for the proper functioning
of the whole system is connected to the lander MBS model by using the proper



48 CHAPTER 2. MOBILE ROBOTICS FOR SPACE APPLICATIONS

joints. These components are the lander’s hexagonal structure (chassis), the three
legs, the three ratchet mechanisms, and the three covers. On the other hand, the
parts of the lander which do not contribute to the functioning of the whole system,
as well as the payload, are taken into account by including their mass and inertia
attributes in the lander’s chassis. It is useful to mention that, in the simulation
environment, the joints are considered ideal ones, therefore no deformations or
friction or damping, or end-stops are taken into account.

The components such as the lander chassis (yellow), the legs (gray), the ratch-
ets (red), and the covers (green), can be better seen in a graphical form in Fig-
ure 2.6 and Figure 2.7.

In the ADAMS simulation environment created, it has been implemented a
series of external forces. These include the gravitational force field, a torsional
spring on the joints between the ratchet mechanism and the chassis, and an
applied nonlinear torque between each leg and the chassis. The torsional spring
between the ratchet and the chassis is introduced in order to imitate the behavior
of the ratchet mechanism. More precisely the ratchet, for it to function properly,
must be free to deform elastically under the action of the contact forces induced
by the paw. In light of this, the ratchet is considered as a cantilever that deflects
in response to the contact occurring between the leg and the ratchet in order to
estimate values that characterize the approximating torsional spring introduced
in the model. Therefore, according to the elastic theory, it is possible to derive
the equivalent torsional stiffness, and defined as follows,

kr,eq =
ErIr
lr

(2.12)

where Ir is the moment of inertia of the resistant cross-section of the ratchet,
Er is the Young elastic modulus of the PLA, and lr is the length of the cantilever,
therefore it has been possible to estimate this coefficient as k = 288Nmmrad−1.

In order to replicate the resistance torque imparted to the leg joint caused by
the motion of the VRD pulley, as described in Sec. 2.2.2, a non-linear torsional
spring is placed among each leg and the chassis. Instead of utilizing Eq. (2.1),
within the simulated environment in ADAMS, a cubic interpolating polynomial
function, whose coefficients are reported in Table 2.2, has been used to simulate
the reaction of the VRD pulley.

Table 2.2: Coefficients used for the cubic interpolating polynomial approximating
the VRD pulley response

Coefficient Value

a0 1147
a1 18.6761
a2 −0.2175
a3 −1.0823× 10−4

In addition to the definition of the external forces, for the proper functioning
of all the parts of the robotic lander also a set of contact forces had to be defined
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(a) (b)

Figure 2.6: View of the leg joint and the ratchet mechanism used in ADAMS.
(a) The ratchet and the leg joint at rest position; (b) the ratchet blocking the
opposite rotations of the leg thanks to the contact force between the ratchet and
the leg [176].

and introduced in the model. It is worth remarking that every contact occurring
in this mechanical system is not unwanted but rather functional, and it will be
seen how. These forces are:

• Contact between the leg and the soil: This kind of force has been
introduced for each of the three legs of the robotic lander and the soil. These
are the most important ones since they are functional for the soft-landing
simulations. The stiffness coefficient, nonlinear force exponent, damping
coefficient, penetration depth, and static and dynamic friction coefficients
are the variables that need to be specified for this contact force. The set of
parameters used is then the ones that have been estimated in Sec. 2.2.2.

• Contact between the leg and the cover: This kind of force has been
introduced between each leg and the contiguous cover’s body. With refer-
ence to Figure 2.6, it can be seen that a small geometry is modeled on the
side surface of the leg. This geometry, when the leg of the lander is closing,
goes in contact with the cover. This has the advantage of restricting the
joint from rotating freely; hence this element is functional to the simula-
tion because it introduces a needed physical lower end-stop thanks to the
contacts defined between the legs.

• Contact between the ratchet and leg: This kind of contact has been
introduced between each leg and the adjacent ratchet body. For the reten-
tion mechanism to operate properly, the defining of contact forces between
the leg and the adjacent ratchet is crucial. Particularly as the structure
slows down during touchdown, the leg rotates in the permitted direction
and the force of this motion causes the ratchet to bend, causing the leg to
rotate. Instead, the tip of the ratchet mechanism engages with the tooth
on the side of the leg joint when the structure stops decelerating and begins
to move upward, enabling the ratchet to restrict the reverse rotation of the
leg joint. This is evident right away from Figure 2.6a and Figure 2.6b.
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(a)

(b)

(c)

Figure 2.7: View of the lander MBS and the soil modeled in ADAMS: (a) the
initial condition of the simulation; (b,c) the lander configuration at the beginning
and at the end of an impact simulation on a flat surface, respectively [176]

Every contact force introduced is described as a solid-to-solid contact force, con-
sisting of a frictional force according to the Coulomb model Eq. (2.10) and a
normal contact force according to Eq. (2.9).

Finally, Table 2.3 summarizes the geometrical and physical properties of the
functional parts of lander MBS, while Table 2.4 summarize the kind of joints that
have been used between the single parts.

2.2.4 Simulation results

The results of the numerical simulations on the three-legged robotic lander pro-
totype model are reported within this section. The multi-body software package
MSC ADAMS 2019 has been used in order to simulate the system’s dynamic
behavior. In this investigation, two simulated instances are taken into account:

(Case 1.) Simulation of an impact on a flat surface: in this simulation, the
behavior of a lander free-falling from a set height and let colliding with
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Table 2.3: Geometrical properties of the main functional rigid bodies composing
the lander MBS model. All the inertia components are expressed in kgmm2 [176].

Bodies m [kg] Ixx Iyy Izz #

Structure 0.5 430.14 684.78 430.14 1
Leg 3.7×10−2 374.29 10.67 364.37 3

Ratchet 5× 10−4 9.40× 10−2 0.11 3.49× 10−2 3
Cover 1× 10−3 17.00 11.49 6.45 3

Table 2.4: Joint type used between each pair of rigid bodies.

First Body Second Body Joint Type Physics #

Structure Leg Revolute Ideal 3
Structure Ratchet Revolute Ideal 3
Structure Cover Fixed Ideal 3

Soil Ground Fixed Ideal 1

a horizontal flat surface is investigated. Within this test attention is
posed on the distribution of contact forces, the lander’s deceleration,
the leg’s angular displacement, and the effects the ratchets introduce.

(Case 2.) Topple simulation: In this simulated scenario, the behavior of the
lander colliding on an inclined terrain, following a fixed height free-fall,
is explored. The critical angle that causes the lander to topple is then
determined.

Case 1. Simulation of an impact on flat surface

In this simulated scenario, the robotic lander is allowed to fall freely from a pre-
determined height before colliding with the underlying box that serves as the soil
model. The starting, impact moment, and ultimate configurations of the robotic
lander MBS in this simulated scenario are shown in Figure 2.7, respectively. In
this study, a trial-and-error approach is used to determine the highest allowable
drop height while taking into account that the lander’s payload is 0.5 kg. Addi-
tionally, the most representative findings for the maximum drop height, which is
determined to be H = 0.45m, are provided within this paragraph. One second
has been chosen as the representative simulation time, since it is long enough to
capture the transient phenomenons that occur between the simulation’s start and
the lander MBS stabilization.

The lander’s MBS center of mass displacement, velocity, and acceleration
along the vertical axis—the axis of motion of the free-falling lander—are shown
in Figure 2.8a–c), respectively. Figure 2.9a–c) shows instead the rotations of the
joints in each leg structure, the torque produced by each of the three VRDs,
together with the forces that each pad applied to the ground during the soft-
landing simulation. Last but not least, Figure 2.10a,b) displays the rotations of
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every ratchet-structure revolute joint as well as the evolution of the lander MBS’s
kinetic energy, respectively.

(a) (b) (c)

Figure 2.8: Information about the state of the lander’s MBS along the vertical
axis: (a) the displacement of the center of mass; (b) the velocity; (c) the acceler-
ation [176].

(a) (b) (c)

Figure 2.9: (a) The curves representing the angular rotation of each of the three
leg structure revolute joint; (b) the curves representing the torque response of
each of the three VRDs; (c) the curves representing the contact force between
each of the legs with the soil [176].

Case 2. Topple simulation

Simulations were carried out to study the lander toppling, and the results are
reported in this paragraph. The specific purpose of the numerical experiments is
to determine the angle at which the lander will topple, which is then referred to
as the landing critical angle βcr. It is worth specifying that the same model from
the previous study is taken into consideration in order to conduct the rollover
simulations. Furthermore, in order to maintain a constant drop height between
each simulation, as rotated by increasing angle around the z axis, the ground
model is rigorously shifted along the y axis. To ensure a safe soft-landing without
the lander tipping, a range of slope angles that are acceptable can be investigated
using the ADAMS simulations for this case. It is crucial to note that the same
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(a) (b)

Figure 2.10: (a) The rotation evolution of each of the ratchet-structure joint; (b)
the kinetic energy evolution over time of the lander MBS [176].

maximum drop height, H = 0.45m, was used for all the simulations. Following
this course of action, it is discovered that the lander topples at a key landing
angle of 51.6°, as shown in Figure 2.11. On the other hand, in Figure 2.12 are
shown some extracted frames, forming a storyline, of a sample topple simulation
using a slope angle greater than the critical one.

Additionally, some significant findings for the test case of a simulation of the
soft-landing on an inclined surface with a 1:5 inclination are provided.

(a) (b)

Figure 2.11: (a) A time-series representation of the simulation for the lander MBS
soft-landing conducted on an inclined surface; (b) the lander MBS toppling at
the landing critical angle βcr [176].

Meaningful quantities, such as the lander’s center of mass displacement, ve-
locity, and acceleration are shown in Figure 2.13a-c, respectively. On the other
hand, quantities such as the rotations of each joint in the leg structure, the torque
produced by every one of the three VRDs, as well as the contact forces between



54 CHAPTER 2. MOBILE ROBOTICS FOR SPACE APPLICATIONS

Figure 2.12: Extracted frames for the simulation of the soft-landing of the robotic
lander MBS for the case of topple simulations

each pad and the terrain are all shown in Figure 2.14a–c, respectively. Finally,
the trajectory of the lander’s kinetic energy is lastly depicted in Figure 2.15.

(a) (b) (c)

Figure 2.13: Information about the state of the lander’s MBS along the vertical
axis: (a) the displacement of the center of mass; (b) the velocity; (c) the acceler-
ation [176].

(a) (b) (c)

Figure 2.14: (a) The curves representing the angular rotation of each of the three
leg structure revolute joint; (b) the curves representing the torque response of
each of the three VRD’s; (c) the curves representing the contact force between
each of the legs with the soil [176].
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Figure 2.15: Kinetic energy evolution over time of the lander MBS [176].

2.2.5 Discussions

The outcomes of the soft-landing simulations on a flat surface and an inclined
surface, which have been reported in Sec. 2.2.4, are examined in detail within
this section. Additionally, some significant outcomes from the numerical solu-
tion of the theoretical-based model, presented in Sec. 2.2.2 and implemented in
MATLAB, are provided in order to validate the presented methodology.

Comparison with the mathematical Model

For two separate cases involving the analytical-based simulation, comparisons
between the ADAMS simulations and the theoretical model are conducted. For
the first scenario, a robotic lander leg’s length equal to lc, which corresponds to
the distance between the pad’s closest contact point and the lander joint axis,
is chosen. This parameter is considered to be conservative. The length for the
second example is selected to be lm, where this last variable is the mean distance
between the contact point and the joint axis. This is done for the following reason:
the pad in the ADAMS model, which is a rigid body with its own semicircular
geometry, is different from the analytical model, which treats the pad as a point.
Indeed, the shape of the pad causes the contact point to fluctuate along the pad
profile over the whole contact process, thus changing continuously the lander’s
leg length. On the other hand, in the analytical model, it is always at a fixed
distance from the lander joint axis. This discrepancy between the models has
the drawback of continuously changing the lever arm during soft-landing, hence
affecting the dynamics.

Comparisons are performed for the scenario of soft-landing on a horizontal
surface, i.e., the scenario depicted as Case 1. Additionally, an extra simulation in
ADAMS is performed excluding ratchets and is compared to the others in order to
detect the impact the ratchets have on the lander’s overall dynamics. For the two
leg length values selected, Figure 2.16 aims at providing a comparison between
ADAMS simulations and the MATLAB-based ones. The lander’s acceleration,
the force acting on the lander pad, and the leg-joint rotation are compared in the
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top row, middle row, and bottom row, respectively. The curves in black represent
ADAMS simulations including ratchets in the simulated environment (ADAMS-
R), the blue curves indicate ADAMS simulations excluding ratchets from the
simulated environment (ADAMS-NR), and lastly, the red curves represent sim-
ulations conducted exploiting the analytical model discussed in Sec. 2.2.2. It’s
worth noting that the figures only account for the lander’s initial bounce. This is
due to the fact that after the initial bounce, the lander behavior varies between
simulations. In fact, the ratchet is not implemented by the analytical model. On
the contrary side, this device exists in ADAMS and has a great impact on the
system’s behavior, especially after the latter stops decelerating and starts moving
upwards.

Similarities between the trends and the predicted values can be discovered
by comparing the curves. More specifically, the theoretical model predicts that
the robotic lander will decelerate with a ∈ [3.1, 4.5]g for a lander leg’s length
taken as lc and a ∈ [2.7, 4.0]g for a lander leg’s length taken as lm, on the other
hand, simulations conducted in ADAMS simulation shows an acceleration of a ∈
[3, 3.5]g. The same can be said for the contact force and the rotation of the joint
of the leg joint. In particular, for the former, a contact force Fc ∈ [5.4, 10]N
has been found using the MATLAB theoretical-based simulation model, and the
same range of force is also seen in the ADAMS simulation. Finally, for the latter,
it can be shown that in both the simulations based on the theoretical model and
the one using ADAMS, the highest values of rotation is slightly less than 30°. The
ratchets’ action, whose purpose is to restrict the rotation of the lander legs, i.e.
allowing the leg to rotate in just one direction, is what provokes the discontinuities
which are notable in the curves representing the ADAMS simulations. These
discontinuities are visible in the acceleration and force graphs from Figure 2.16.
On the other hand, those discontinuities are not present in the curves representing
the analytical model, which does not incorporate the ratchet’s action.

Moreover, it is possible to see that the theoretical model’s leg length param-
eter, which has also been defined as the separation between the point of contact
of the pad with the soil and the joint axis of the leg, has a significant impact
on the curve’s trend by contrasting the left and right columns of Figure 2.16’s
MATLAB-based simulations. In actuality, and it is particularly true for the con-
tact force, the analytical curves suit the ADAMS curves better when lm is chosen
as the leg length. The analytical curve, however, has a higher peak at the start
of the impact phase compared to the ADAMS ones. This is because, at that
instant, the contact point is further away from lm. Additionally, as the impact
phase progresses and then the legs rotate, the contact point gets closer to the
mean one, ending then this point reaching the minimum distance lc.

The impact of the ratchets on the robotic lander’s overall dynamics may be
easily observed by contrasting the black and blue curves in Figure 2.16. Par-
ticularly, the existence of the ratchet may be seen in the acceleration and force
graphs as minor humps in the curves. Instead, the main impact of the ratchet in
the robotic lander’s dynamics can be seen clearly from the angle graphs. More
in detail, it can be seen that the joint of the leg presents a lower angle value,
and this is due to the frictional forces which occur between the ratchet and the
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Conservative value (l = lc)
Non-Conservative value

(l = lm)

Figure 2.16: Comparison between ADAMS simulations with and without ratch-
ets and the MATLAB-based analytical simulation for two leg length parameters
chosen: in the top row the lander acceleration, in the middle row the contact
force between soil and lander pad, and in the bottom layer the evolution of the
leg joint rotation [176].

leg, thus generating a torque that opposes to the motion. This effect results in
a lower angle for the leg joint. It is crucial to note that the ratchet has indeed
been designed to readily deflect when goes in contact with the leg, therefore in
this scenario, its influence is evident but only has a little impact on the robotic
lander’s overall dynamics. The dynamics of the robotic lander are affected more
by stiffer ratchets, which can potentially result in the worst-case scenario of the
legs never opening at all. It has been noted that exist limit values for the ratchet
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elasticity, which has the major drawback of not deflecting enough to let the leg
rotate, this leads to the leg locking and therefore subjecting the structure and
the transported payload to extremely high vertical accelerations.

Another reason for the inconsistencies between the simulations conducted with
the theoretical model and the ADAMS ones is that the theoretical model is as-
sumed to be strictly bi-dimensional from the very beginning, and therefore can not
capture phenomena strictly connected to three dimensions. Indeed, the robotic
lander’s chassis partially spins about its vertical axis during the soft-landing
phase, which is permitted by the design of the lander legs. This fact trans-
lates into the effect that some of the robotic lander’s energy is converted into
rotational energy and is subsequently dissipated through lateral friction forces.
Specifically, Figure 2.17 shows in a graphical way the just reported phenomena.
In this figure, the robotic lander’s rotation is shown on the left, and its velocity of
rotation during soft-landing phase is shown on the right. It can be clearly seen at
this time that the robotic lander’s rotational energy has nearly totally dissipated
in 0.15 seconds. Additionally, the contact model in ADAMS utilizes a nonlin-
ear damper, on the other hand, a linear damper is utilized within the analytical
model, which results in differences across the models. Differences arise as a result
of this fact during the earliest phases of impact. The just linear damper actually
produces stronger dampening forces at the point of contact. In particular, differ-
ences between the simulations conducted with the theoretical base model and the
ADAMS ones are caused by the confluence of all the aforementioned elements.
However, the findings of the two models exhibit significant conformity, confirm-
ing the approach despite the differences between the simulations conducted with
the theoretical model and the ADAMS one, where the former is after all a two-
dimensional idealization of a three-dimensional lander.

(a) (b)

Figure 2.17: (a) The lander structure center mass rotation around its vertical
axis and (b) its angular speed around the same axis [176].

Case 1. Simulation on horizontal surface

Figure 2.8 shows how the robotic lander MBS’s state changed during the course
of the experiment. Specifically, Figure 2.8a,b,c) depict the vertical position; the
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speed; and the acceleration of the center of mass of the robotic lander, respec-
tively. These graphs show that the lander first touch the soil with a vertical
speed equal to v = 3.0m s−1 at the simulation time equals to t = 0.3 s. Addi-
tionally, several abrupt variations in speed are seen, indicating that the robotic
lander experiences bounces after contact. The dissipative forces specified in the
contact problem cause the oscillation speed and amplitude to decrease gradually.
From the same figure, it is evident that the lander experiences deceleration peaks
with an amplitude of |a|∈ [3, 3.5]g. It is worth noting that the acceleration’s tra-
jectory has been somewhat filtered to remove high-frequency deceleration peaks
that occur at certain directly attributed to numerical instabilities. These may be
ignored from a modeling standpoint because they have a minimal effect on the
soft-landing “behavior” and are simply eliminated by using appropriate devices,
which introduce damping, on the mounting points of the payload.

The lander’s legs begin to rotate as they touch the ground because of the
torque induced by the contact force generated during impact, and keep on doing
so until the chassis stops decelerating. For the case of a soft-landing simulation
on a horizontal surface, the lander’s legs rotate equally up to the maximum angle
ϑ, which has been found to be ϑ ≈ 30° for each leg. Note that the reactive
torques produced by the VRD follow the same pattern. Figure 2.9a,b) shows
these aspects, as well as the ratchets’ effect. More specifically, the leg begins
to rotate back to its original position after it has reached its maximum opening
angle. However, the ratchet effect begins almost instantly; in fact, it engages
and prevents this backward motion, thereby locking the joints of the leg, thus its
orientation at the actual angle. The torque T , associated with this joint angle,
has been found to be about T ≈ 1.5Nm. The contact forces between the lander
leg and the terrain are lastly represented in Figure 2.9c). As done previously
for the acceleration, the contact forces have been somewhat filtered in order to
eliminate the high-frequency spikes. The bounces of the robotic lander are visible
in this image, and the contact force follows the same pattern as the joint rotation
as would be predicted. Looking at the diagram once more, and comparing it with
Figure 2.10b), which represents the kinetic energy of the lander MBS across the
entire impact simulation, is, therefore, possible to conclude that the initial peak
of the contact force, is the one responsible for dissipating the majority of the
system’s energy. The other spikes, on the other hand, are related to the lander’s
stabilization over the soil surface. Finally, the observed contact force’s amplitude
range is found to be F ∈ [5.0, 8.7]N. Last but not least, Figure 2.10a) shows
how the revolute joint in the ratchet structure rotates. The high peaks show the
moments when the ratchet passes over the tooth on the leg’s side and advances to
the following tooth. In this instance, the ratchet surpasses four teeth. Instead, the
lander’s leg is attempting to turn counterclockwise, which is against the currently
engaged ratchet, which is the cause of the low peaks that are noticeable.

Case 2. Topple simulation

The outcomes of a lander’s soft-landing simulations over an inclined surface sam-
ple having a 1:5 inclination ratio are presented in the paragraph that follows.

In contrast to the previously described case, in this new case, the lander’s state
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is allowed to also vary along the two other axes, instead of the solely vertical one.
The movement of the center of mass of the robotic lander, along the along x
(black curve), y (blue curve), and z (red curve) is shown in Figure 2.13a). On
the other hand, Figure 2.13b) shows the lander’s speed again along the x,y and
z axes. The acceleration components of the lander’s center of mass along the
3 axes are shown in Figure 2.13c); and have been somewhat filtered in order
to smooth and remove the high-frequency peaks, as done for the previous case.
Although the vertical axis continues to be the primary axis of the motion of
the lander, the other components in this circumstance can not be ignored. The
lander impacts the underlying soil with a vertical speed equal to of v of around 3
meters per second, and the chassis experience acceleration peaks within a range
of |a|∈ [2.1, 3] g. Finally, as seen in the previous case lander’s bouncing behavior,
before the stabilization, may be seen in the same figures.

The rotations of the revolute joints connecting the legs to the lander’s chassis
are shown in Figure 2.14a). It can be noted that the joints’ rotation behave
differently with respect to the previously described case. More precisely, the joint
related to the upstream leg, which is the first leg to impact, “does not” rotate at
all. On the contrary, the downstream legs experience the greatest rotation in the
simulation, or ϑ approximately 42 degrees. Moreover, since the applied torque is
a function of the relative joint rotation, this has influences on torques produced
by the lander, as it can be noted in Figure 2.14b).

Additionally, the trajectories of the contact forces, exerted by the soil on each
of the leg pads, are reported in Figure 2.14c). With reference to this figure, it
can be seen that the upstream leg is the first which contacts the soil and assume
temporarily a pivot behavior, hence converting part of the translational kinetic
energy into rotational. Moreover, still with reference to the same figures, a high
peak of force can be seen for the leg 1, which represents the moment it experiences
contact with the soil. Figure 2.15 shows the peaks that are mainly responsible
for the dissipation of kinetic energy; however, when the force peaks are moved
forward in time, the rate of kinetic energy dissipation decreases. Finally, as it
was easily predicted, these contact forces do not have the same modulus. Leg 1
has a lesser force since it is upstream and makes contact with the ground first; in
reality, because its energy is converted from translational to rotational, less of it
is transferred to the spring. More specifically, the observed force is F ≈ 5N, but
for the two downstream legs, the force is larger, reaching values of F ≈ 10N.
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2.3 Archimede rover

In this section, we aim to study and address an application belonging to the second
macro group of mobile robotic systems for space applications, namely planetary
rovers. In particular, this section aims to present the design and study of an
innovative rover for space exploration, named Archimede. This rover is a four-
wheel steerable vehicle that uses articulated legs as its suspension system. The leg
joints are achieved by leveraging a mechanism called S-Structures, which allows
the structure a certain degree of elasticity and lability, to provide some degree
of impact resistance and ultimately higher operating speeds. The firmware and
software of the rover are completely based on the ROS framework. In addition,
this section will describe in detail each fundamental element of the rover, the
subsystems that make up the rover, not only from a mechanical point of view but
also from a software perspective. At the same time, this study aims to describe,
model, and address the interaction with the ground that occurs while driving over
terrain, while negotiating obstacles and during impacts. These aspects will later
be validated in a simulated environment.

As with robotic landers, these systems are also primarily subject to inter-
actions with the environment, and these occur through the wheels. It follows
that this investigation also falls into the group of environment-robot interactions.
Moreover, in this case, the interactions with the environment are not all unde-
sirable phenomena. In fact, the interactions between the wheels and the ground
allow the rover to move over it and to overcome obstacles. In addition, the rover,
through its suspension system, is able to resist impacts and can therefore fall
from a certain height. Furthermore, in this specific application, as will be seen
below, contacts are constantly present even within the joints composed of the
S-Structures, and these are the ones that provide the rover’s suspension system
with energy dissipation capabilities. Impacts also occur during normal driving
and negotiation of obstacles. It follows that to design, simulate, and predict rover
behavior, interactions and contacts must be properly modeled and addressed.

Moreover, another typical challenge affecting rovers, i.e. robot positioning,
is addressed. More precisely, it will be outlined the development of the odome-
try sub-system, based on wheels encoder readings, and will be demonstrated its
operation by comparing simulated Gazebo and experimental paths. Finally, an
approach, based on the instantaneous center of rotation projection procedure,
will be presented in order to provide a stable methodology to control a vehicle
subjected to wheels steering constraints.

Summarizing, the contributions of this section can be listed in:

• The development of a novel four-wheel steering rover prototype for space
exploration having articulated legs which grant it of a suspension system
and high driving speeds;

• The development of the rover’s ROS-based firmware and software;

• The development of a simplified dynamics model of the rover and the de-
velopment of a realistic numerical model of the rover in ADAMS;
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• The experimental validation of the proposed numerical models;

• The development of an odometry sub-system for the rover, its numerical
and experimental demonstration, accuracy assessment, and development of
a joint limits avoidance strategy based on the projection of the ICR and
Ackermann steering;

• The creation of ROS packages for high-level control of the rover, and the
modeling of the Gazebo simulation environment.

2.3.1 Introduction

Rovers are likely the most adaptable and useful machines in the domain of plan-
etary exploration space missions. Within this field, these robotic systems have
recently been utilized to control sensors and equipment [179], examine soil sam-
ples [180], and assess the harsh characteristics of the environments in which
they operate [181, 182]. Rovers are being developed for manipulating tiny mod-
ules [183], moving sensors [184–186], and for transporting and carrying soil sam-
ples [187]. A sample of Martian soil is intended to be returned to Earth in the
2030s via the Mars Sample Return (MSR) mission concept, which is being di-
rected by NASA and ESA [188]. It is predicted that a complex infrastructure
composed of planetary rovers, landers, and tiny martian lifters will have to be
necessary to accomplish this [189]. The Tianwen-1 mission’s Zhurong rover, which
was launched by the Chinese space agency in 2021, was delivered in the Utopia
Planitia region of Mars [190]. A sample-return mission that is anticipated for 2030
is seen as a prelude to this expedition. Several different systems must be built
to actively cooperate on the surface of the planet for these challenging sample-
return missions, for instance, a robotic lander together with a sample-collecting
planetary rover and an ascending vehicle [191]. According to the current NASA-
ESA design for MSR, Perseverance, the Mars 2020 rover, would gather samples,
and a second Sample Fetch Rover (SFR), constructed by ESA, will carry those
samples to a two-stage Mars Ascent Vehicle (MAV), designed by NASA [189].
With respect to the same reference of Muirhead et al., it is vital to note that
the planned traverse distance of 20 km in the allotted 150 sols would necessi-
tate a substantially greater traverse rate than any of those typically provided by
existing operating Mars rovers. This element, along with several other similar
multi-agent approaches [183, 184, 192, 193], seems to demand speedier and, gen-
erally, more efficient rovers that can cover large distances in a shorter amount of
time [194]. Indeed, all the planetary rovers that have been used in real missions
have very low driving speeds. As an overview of the systems which have been
actually used in real missions, the Perseverance planetary rover does have a max-
imum speed of nearly 4.2×10−2ms−1, the NASA’s MERs Spirit and Opportunity
have a maximum speed of nearly 5 × 10−2ms−1, Curiosity, on the other hand,
has a maximum speed of nearly 4× 10−2ms−1 [179]; the Chinese rover Zhurong
(3.3× 10−2ms−1), while the Soviet Lunokhod 1 and Lunokhod 2, were designed
in order to have two different operating speeds, respectively 0.28 and 0.56 m s−1.
Additionally, rovers must be able to endure collisions throughout the whole space
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exploration operations, most of which normally happens during the deployment
phase of the system. However, collisions can arise also when negotiating and
climbing obstacles and driving over a rough terrain [179]. These happen to be
more severe as the driving speed increases. Within this context, it is proposed
and presented an in-depth examination of the rover “Archimede”, which is based
on a novel suspension system known also as S-structure (named because of the
S-shaped like force-deformation relation) [195,196]. The mechanism introduces a
non-linear elastic response, which has the benefit to allow the rover to drive at
higher speeds (1−2m s−1), as well as providing the vehicle with shock absorption
capability and scientific payload stability. Similar planetary rover prototypes that
have been found in literature, which are designed for high speeds operations as
well, are: the “Lightweight Rover Unit” (LRU) from DLR [57], which has been
intended to drive with a top speed of 1.1m s−1; the NASA’s K10 planetary rover,
which is designed to have a top speed of roughly 1m s−1; while the Dune rover
[197,198], with a claimed maximum speed of almost 1.5m s−1.

In order to fully understand how the robotic systems behave during real plan-
etary missions, which include the involvement of planetary rovers, it is crucial
to capture every aspect of their behavior and predict the hypothetical scenarios
which they may encounter. The challenge of simulating the kinematics and the
dynamics of the rover, which must be deployed, is essential and directly tied to
the mission’s overall success. It follows that it’s highly important to anticipate
every scenario that the rover could run across. In contrast to the traditional
methodologies, Kane’s method makes it easier to derive the dynamics of compli-
cated systems [199, 200]. As an instance, Hussein et al. used Kane’s method in
order to derive the EOMs for a three-link planar arm [201].

With promising results, Lindemann demonstrated the performance of the
Rover dynamics by numerical simulations utilizing the commercial software pack-
age MSC ADAMS [202]. The same software package has been used in another
implementation that has been demonstrated by Benamar et al. [203]. By employ-
ing a pseudo-coordinates model, Chen and Genta demonstrated how the dynamics
of rovers, used for space exploration purposes, can be characterized without tak-
ing into account the mechanics of soil [204]. Other researchers have made such
claims as well, such as [205]. On the contrary, a large number of researchers
have investigated how wheels interact with underlying soft terrains, frequently
by simulating the soil using models from the field of terramechanics [39, 206].
For instance, by using the Bekker terramechanics theory [207], Yang et al. con-
structed a discrete-element model for lunar rovers [208]. Moreover, in the research
of Ishigami et al. a similar implementation is provided [209]. The commercial
software package Simpack has been used by Schafer et al. to simulate rovers and
soft terrain [116,210–212].

Other research investigated the interaction that occurs between a wheel and
soil in a vacuum [213]; Additionally, Chen et al. investigated the kinematics,
dynamics, and the control of the trajectory of a rover on soft soil [214].

Within this study, it is taken into consideration a wheel-soil interaction model
that can be applied in the context of contacts in MBS and is defined by a mass-
less spring-damper system. The study presented in this section is based on the
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methodology given by Chen and Genta [204]. There are several other contact
models (penalty-based ones) for MBS dynamics, which find the basis in the purely
elastic Hertz contact theory, that may be found in the literature. The model from
Lankarani and Nikravesh [215] and the one from Hunt and Crossley [216] are the
two most significant and popular models. In this study, it has been chosen to
utilize a Kelvin-Voight model, i.e. a visco-elastic formulation that describes the
normal contact force with a non-linear spring-damper system [217].

For what concerns the development of the analytical model of the rover, which
will be derived in the next paragraphs, it is very important to point out first that
the main objective is to focus on and characterize the “Archimede” rover’s overall
behavior, rather than concentrating on the specifics of the of the wheel-soil inter-
action and trying to characterize the phenomena occurring at this specific phase.
Secondly, the usage of mechanical elements such as the “S-Structures” [218] within
the Archimedes rover makes it a very complex and very difficult system to model
in a mathematical and formal way. In fact, as will be seen below, the rover is
composed of 31 DOFs, and between one module and another of the S-Structures
there is a whole series of internal contacts that significantly impact the overall
dynamics [195, 196]. The wheel-soil interactions are reduced to a simple non-
linear spring and damper in a parallel system with dry friction [217], while a
rigid MBS is taken into account as an early study. Moreover, in order to demon-
strate how Kane’s method can be utilized to generate an analytical model for the
complicated dynamics of the Archimede rover, it has been elected to implement a
lumped-element model for the joints in the leg. Several Runge-Kutta RK4 solver-
based numerical calculations of this model have been conducted, and the results
are compared with both an experimental prototype and a fully modeled rigid
MBS simulated in MSC ADAMS. Utilizing high frame rate photography, data
had been collected. The results demonstrate good matching between the three
models, particularly between the experimental and semi-analytical methods, de-
spite the numerous sources of error. Finally, we give a thorough explanation of
the sources of uncertainty and how the parameters are characterized.

This section is therefore structured as follows: in Sec. 2.3.2 are reported the
design of the Archimede rover prototype with a description of every fundamental
element; moreover, it is described the electronic setup of the rover together with
a description of the software. In Sec. 2.3.3 is presented the detailed modeling
of the Archimede rover. In Sec. 2.3.4 is reported the process for the derivation
of the dynamics model of the rover with Kane’s method and the definition of
the semi-analytical model; moreover, it will be outlined the contact model that
has been used together with a brief overview of how the terrains are created. In
Sec. 2.3.5 is reported first the description of a simplified direct differential kine-
matics model, that will form the basis for the odometry sub-system; secondly, it
will be presented the description of an inverse differential kinematics leveraging
the general Ackermann steering, and that will form the basis for the control of
the rover. In Sec. 2.3.6 is presented an approach that first leverages the Acker-
mann general steering, and subsequently, it projects the computed ICR into its
admissible surfaces, in order to take into account lower and upper joints limits
of the rover. In Sec. 2.3.7 is shown the modeling process of the complete model
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of the Archimede rover in the ADAMS software package, while in Sec. 2.3.8 is
described the ROS-Gazebo setup and modeling process together with the ROS
packages developed and needed. In Sec. 2.3.9 are reported the results obtained
for the demonstration of the odometry sub-system operation. In Sec. 2.3.10 the
validation process of the semi-analytical dynamics model, through direct compar-
ison with the ADAMS model and the experimental prototype, for two different
test case scenarios, is presented. The results of this comparison are reported as
well within this paragraph. Finally, a sensitivity analysis, of the semi-analytical
model’s key hyperparameters is performed and presented, in order to characterize
their influence. In Sec. 2.3.11 the results of the validation of the dynamic models
are discussed with emphasis on the comparison between the different methodolo-
gies.

2.3.2 Prototype description

The basic design of the presented “Archimede” planetary rover prototype is based
on the ideas described in [195] and [196] by Seriani et al. In further detail,
the rover is a four-wheel steering rover with independent wheels that are each
attached to the chassis of the rover through an articulated and flexible leg. The
CAD model of the rover can be seen from different orientations in Figure 2.18a
and Figure 2.18b. More precisely, each leg of the Archimede rover is made up of
three consecutive modular bodies (leg’s modules), in which the pair of adjacent
modules is connected by a thin link. This pair of adjacent modules’ rigidity is
guaranteed by a preloaded linear spring. The just briefly described mechanism is
known as the S-Structure mechanism, and Figure 2.18c shows a section view of
it. As a result, the two leg’s modules are related by a complicated elastic joint,
which is first thoroughly detailed in [195].

In accordance with Figure 2.18, the Archimede rover is constructed to have
a lever mechanism that connects the two leg bogies. This component has the
main role of acting as a motion coupler in between the bogies, as illustrated in
Figure 2.18d. To put it more specifically, the bogies are restrained from rotating
in the same direction at the same time. Moreover, it has the effect of maintaining
the rover’s chassis with an angle midway with respect to the bogies’ orientation.

Figure 2.19, on the other hand, shows how the Archimede rover’s wheel hub
is constructed and its components. As can be seen in the figure the wheel hub is
constructed in a way such that there is no offset between the wheels’ contact point
and the steering axis. Moreover, the driving and steering axes are incident and
orthogonal. Thus simplifying the rover’s kinematics. Two separate Dynamixel
XM430-350RW electric motors are installed in the wheel hub; one controls the
steering joint, while the other the wheel rotation. It must be reported that
with this configuration, the physical dimensions of the wheel combined with the
ones of the adjacent articulated leg introduce lower and upper constraints to the
steering joint. These are referred to as physical joint end-stops inherent to the
steering joint, which have been denoted with δj,min and δj,max for the generic leg
j. The just described physical steering joint end-stop is shown in the second row
of Figure 2.19. The joint limits will be taken into account via software and it will
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(a) (b)

(c) (d)

Figure 2.18: In (a) and (b) different views of the CAD assembly of the Archimede
rover; in (c) a section view of the single S-Structure is shown in which we see:
the two contiguous modules, the connecting link, the linear preloaded spring, and
the redirecting pulley; finally, in (d) a view is shown of the rover, showing the
lever mechanism which constrains the two bogies to rotate in opposite directions
[219].

be seen how in the next paragraphs. Finally, it is worth pointing out that this
arrangement attempts to simplify the wheel-hub system.

Every component that has been previously mentioned and included in the
actual Archimede rover prototype, with special attention paid to the design and
manufacturing decisions, is shown in Figure 2.20. It can be seen that sheets of
carbon fiber composite (CFC) are used and joined together with glue or fastened
in order to build the rover’s chassis. On the other hand, Four CFC plates make
up the enclosure for both the preloaded spring and the deviation pulley, which
are located inside the single leg’s module. This leg’s module can be better seen
in Figure 2.20b. On the other hand, three-dimensionally printed Polylactic Acid
(PLA) polymer is used to create the connecting link between the two adjacent
modules.

On the other hand, for what concerns the joints of the rover Archimede, these
are placed in various parts of the rover. First, in the leg’s modules can be found
steel axles sustained by bearings made of low-friction polymer which make up the
revolute joints between the adjacent modules and the interconnecting link posed
in between them. Subsequently, each leg of the rover is joined to the main body
of the rover by means of a revolute joint, which can be seen in Figure 2.20c and
Figure 2.20d. This connection is made up of a steel shaft that is fastened to the
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Figure 2.19: Mosaic showing the wheel assembly: in the top, the main components
of the wheel hub are shown; in the bottom, the steering angle joint limits δj,min
and δj,max are indicated [219].

Figure 2.20: In (a) a three-quarter view of a wheel hub; in (b) a view of the
single module of the leg; in (c) a view of the revolute joint connecting the leg to
the rover chassis; in (d) the movement of the articulated legs under an applied
vertical load; in (e) particular view of the movement of two contiguous modules,
in which the small connecting link can be glimpsed, under the action of a vertical
load; in (f) the view from the bottom of the lever mechanism; in (g) a view from
the top of the electrical and electronic components and wiring; in (h) a view from
the front showing the assembled rover [219].
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chassis of the rover and is sustained by ball bearings. Subsequently, a long CFC
fabricated arm with two spherical joints one at each end is hinged at the center
of the rover’s belly; then to each of the extremities of this arm, a steel connecting
part is connected to the arm and the adjacent rover’s leg. The joint between
the steel connecting body and the adjacent leg is of type ball; and the overall
described system makes up the lever mechanism underneath the rover, which can
be better seen in Figure 2.20f. Finally, as already seen, in each of the wheel’s
hubs are present two revolute joints. One provides steering functionality to the
wheel, the other one allows the wheel to rotate around its axis, i.e. it provides
the driving functionality to the wheel.

Finally, the chassis of the Archimede rover is composed of three layers that are
separated from one another by steel spacers, as shown in Figure 2.20(g–h). The
“power and electronic heart” is located in the first layer and includes the lithium
batteries pack, the Single Board Computer (SBC), the Robotis OpenCR ARM
Cortex-M7 based control board, and the power distribution system (PDS), which
will be better described in the next paragraph. The two-dimensional Robotis
LDS-01 lidar scanner is located on the second level, while the top level is reserved
for the stereo-camera.

Electronics setup and Power Distribution System

As described above the first level of the chassis of the Archimede rover is dedicated
to the electronics, the batteries pack, and the power distribution system. The
core and the brain of the Archimede rover can be thought to be composed of
two distinct boards: the first is a Lattepanda v1 board, which is a Single Board
Computer (SBC), and has installed Ubuntu 18.04 as the operating system, ROS,
and related software, and it’s responsible for taking care of most of the high-level
operations and managing the high-level software, such as the main ROS packages.
The second board instead is an OpenCR 1.0 (Open-source Control module for
ROS), and it’s used for mid-level control operations. This board is connected to
the SBC through a USB serial interface which also provides the needed power
supply to the board. This board is responsible for acquiring measured data
from sensors, communicating with the SBC, and most important reading and
commanding the eight motors through the RS485 serial interface.

With the only purpose of do not overload the boards too much, it has been
decided instead of plugging all the motors into the OpenCR board, to split the
bus of the motors and create two distinct circuits. One exclusively for the data
bus, and one only for the power supply needed to run the motors. The boards
are powered by a separate power source, which is separated from the motors’ one.
More precisely, from the OpenCR board comes just two data lines, which they go
respectively on the left and right side of the rover. Taking as example the right
line, this is responsible to provide data to the four motors belonging to the right
side of the rover. This line is then merged with the power lines, and subsequently,
the whole bus is split into two lines, where they go respectively to the front and
the back wheels of the right side of the rover. The same is mirrored for the left
side of the rover. From the description above, it can be assumed that the topology
of the data bus follows a tree topology. Finally, the power source used for the
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power lines of the motors is a LI-PO battery of 11.1V, 3000mA 19.98Wh, while
the power source used for the two control boards is a portable power-bank.

Software

The rover makes use of the ROS framework and custom Python and C++ pack-
ages, or third-party released ones.

The core software of the rover is divided into two parts: ROS packages on the
SBC and firmware on the OpenCR.

Within the ROS network, in which the prototype of the rover works, the usu-
ally elected configuration is the one in which the rover functions as the slave and
the remote computer is designed to be the master in this master-slave configura-
tion. With this design, the SBC can merely execute the fundamental components
while a remote computer within the ROS network does all the computationally
heavy operations. The main package of the rover’s software, which implements
planning, high-level control, as well as teleoperations through remote input de-
vices; the visualization package; and the post-processing package are the packages
that are installed and run on the master machine. On the other hand, in the slave
machine it can be found: the package which implements the rover’s kinematics,
which expects the high-level control inputs from the master machine (or a con-
nected input device), subsequently it computes the inverse kinematics, and finally
provides commands to wheel actuators; the main package, which includes the
core functionalities such as the driver for the motors, position estimation through
wheels odometry, and provides internal state sensing. The bi-dimensional Li-
dar scanner sensor and the RealSense D435i stereo-camera are handled by other
small and dedicated packages installed on the SBC. Finally, Figure 2.21 provides
a schematic illustration of the software architecture and the ROS network. Some
of the ROS packages used will be better seen in the next paragraphs.

Figure 2.21: Schematics of the rover’s software architecture [219].

As previously stated, the robot’s kinematics package enables the high-level
control variables, provided by the user or for example by the navigation stack al-
gorithm, to be broken down into wheel states actuators commands. These are the
angular position the steer motors should assume and the angular velocity for the
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driving wheels; subsequently, these commands are communicated to the driver of
the motors, that first translates the received commands and then it applies them,
through serial communication, to the individual motors. The kinematics package
also allows the rover to drive in a variety of other ways, such as symmetric Acker-
mann steering, car-like steering, parallel drive, lateral drive, general Ackermann
steering, pure in-place rotation, etc. The same functionality handles the wheel
hub’s lower and upper joint constraints. All the just mentioned notions will be
seen more in-depth in the next paragraphs.

2.3.3 Modeling of the Archimede rover

The aim of this paragraph is to provide the kinematics and the basis for the
dynamics model of the Archimede rover prototype.

In this vehicle, the main challenges come from the S-Structure model, since
this mechanism is known to be very complex due to internal contacts.

It has been seen that in principle the exact analytical model for a single S-
Structure (two contiguous leg’s modules, the spring, and the connecting rod)
can be easily derived and the contacts handled and addressed by managing the
dynamics of the system with a Finite State Automaton (FSA). In this FSA are
identified four different states: S1 i.e. no contacts at all between the two bodies
(the dynamics is equivalent to the one of a three-link planar arm), S2 i.e. contact
occurs only at the bottom of the modules, S3 i.e. contact occurs only at the top of
the modules, S4 i.e. contact occurs both the bottom and the top of the modules.
A graphical representation of the identified states is reported in Figure 2.22, while
the FSA schematic representation together with the state transition functions is
reported in Figure 2.23a. An example result of this approach is reported instead
in Figure 2.23b. Finally, the Simulink model workflow used, taken as an example
for the dynamics simulations of the single S-Structure module, is reported in
Figure 2.24. In this specific case, the first module is hinged with a prismatic
joint, allowing only vertical motion.

However, when the number of consecutive S-Structures grows, the number
of internal contacts that need to be managed grows as well. It follows that the
complexity of the analytical model grows exponentially and becomes extremely
challenging to model such a system in a purely mathematical, formal, and exact
way.

As claimed in the previous research by Seriani et al. in [195] a revolute joint
with an applied equivalent preloaded torsional spring can be used in place of
each S-Structure joint in order to simplify it. This crucial assumption will serve
as the foundation for the simplifying assumptions which will be introduced to the
dynamic model.

Therefore, three main assumptions are then stressed in order to derive the
simplified analytical model for the dynamics of the Archimede rover: (i) the bod-
ies constituting the rover are handled as perfectly rigid bodies; (ii) the revolute
joints are considered to be ideal, indicating that there are no joint deformations or
joint dissipative forces; (iii) the complicated joint present inside the S-Structure
is reduced to a single revolute joint with a lumped-parameters and an appropriate
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Figure 2.22: Schematic diagram showing the identified states the S-Structure
mechanism assumes.

(a) (b)

Figure 2.23: In (a) the contact FSA diagram showing the four states and the
transition functions; in (b) the active state assumed by the FSA during a sample
simulation with focus on the first 0.35 s

applied non-linear torsional spring.

With reference to Figure 2.25a, consider an inertial reference frame (O, ēO)
that is fixed in the three-dimensional Cartesian space having origin O and ēO
represent the basis vector having components êOx , êOy , and êOz . Consider then,
a second reference frame (G, ēG), which is fixed to the rover’s body and is situated
in its center of mass (COM) G. Moreover, the two frames are rotated in reference
to one another according to the RPY (Roll-Pitch-Yaw) convention.

Subsequently, consider the reference frame (Br, ēBr) which is fixed to the right
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Figure 2.24: Simulink workflow model used for the dynamic simulations of the
single S-Structure module.

Figure 2.25: In (a) the schematic representation of the simplified model of the
rover is shown, with special care on indicating the involved reference frames; in (b)
an expanded view can be seen of the first leg, showing its generalized coordinates
[219].

bogie of the Archimede rover. The just introduced reference frame is allowed to
rotate freely by an angle ϕ around the x axis of the previously defined frame
(G, ēG), i.e. the rover’s one. For what concerns the left bogie which is defined
by the reference frame indicated with (Bl, ēBl

), instead of being independent, it
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is imposed it to be coupled to the one describing the right bogie, rotating by the
same amount but in the reverse direction, i.e. −ϕ.

Again with particular attention to Figure 2.25(a-b), to the generic i-th mod-
ule constituting each j-th leg of the rover is assigned a fixed reference frame
(Ωj,i, ēΩj,i

), where j = 1, . . . , 4. Referring still to the j-th leg, the reference
frame fixed to the i-th module is left free to rotate with an angle βj,i along the
x axis of the upstream reference frame. On the other hand, referring now to to
Figure 2.25b), the reference frame (Γj, ēΓj

) describes the wheel-hub of the j-th
leg. The letters L and W , which stand for the wheelbase and track dimensions,
respectively, represent the general properties of the considered wheeled system.
Finally, for what concerns the wheel-hub of the rover, referring still to the j-th
leg then the j-th steering and driving angles are described by the angles δj and
ζj, respectively.

Having shown the rover’s simplified model, the reference frames introduced
and described how they are related to each other, now the attention will be posed
on the DOFs which are needed to fully describe the system. Indeed, a total of 23
DOFs describe the rover’s simplified model in three dimensions of Cartesian space.
Moreover, by designating q as the vector of the system’s generalized coordinates,
it is evident that q = [x, y, z, θ, χ, ψ, ϕ, {βj,i}, {δj}, {ζj}]. The components of the
vector q are x, y, and z which are the rover’s position vector pr components in
the space and relative to the inertial frame; θ, χ, and ψ which represents the
rover’s respective yaw, pitch, and roll angles, respectively; {βj,i} which represent
the vector of the modules’ relative rotation; {δj} and {ζj} which represent the
steering and driving angles’ vectors, respectively. Finally, it must be specified
that i = 1, . . . , 2; and j = 1, . . . , 4.

Finally must be defined and assigned the geometric and physical properties
of the bodies composing the simplified rover model. These are inferred from the
properties of the real Archimede rover prototype. More precisely, these bodies
making up the rover’s MBS are represented using lumped parameters. The rover’s
chassis is simply described as a box and has a complete inertia tensor IR ∈ R3×3

as well as mass mR. The arm inclination ∆, the length lSA, and the offset dSA
along the x-axis of the rover reference frame are the geometric characteristics
defining the bogies. Additionally, they posses physical characteristics of mass
mSA and a complete inertia tensor ISA ∈ R3×3. Consider again the generic j-th
leg in accordance to Figure 2.25b). The properties of its generic i-th module
are the length lj,i, the mass mj,i, and a complete inertia tensor Ij,i ∈ R3×3. In
general, the COM Gj,i, does not match the geometric center of the module. The
three offsets along the x, y, and z axes, which are all defined and measured in the
terminal module of the j-th leg reference frame, define the wheels COM, and are
defined as dj,wx , dj,wy and dj,wz respectively. The massmj,w and a complete inertia
tensor Ij,w ∈ R3×3 of the wheels represent their physical characteristics, while
the radius Rj,w it’s geometrical ones. The single bodies, even though they belong
to distinct legs, share the same physical and geometric properties for symmetry
considerations and for the stability of the overall system.

The models for the kinematics as well as the dynamics for the aforementioned
simplified and approximated model of the rover Archimede have been further
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developed in Python in an exact form by using Kane’s approach1.
As stated above the simplified model is based on the assumption of simplify-

ing the generic S-Structure complex joint with a simple revolute joint in which is
applied a non-linear torsional spring. This assumption then translates into the
fact that in the simplified model a preloaded non-linear torsional spring is oper-
ating on the revolute joint τj,i, which connects the generic modules i and i+1, for
each leg j and ensures the stiffness between the two bodies. Considering that the
preloaded spring’s reaction, while operating in between the two leg’s modules,
is a function that presents discontinuities around the zero, its response may be
approximated, as claimed by Seriani et al. in [195], by the following function,

Mk,τj,i = −
(︃
2M0,τj,i

π

)︃
arctan

(︁
fβτj,i

)︁
− kβτj,i , (2.13)

where k, M0,τj,i , and f are the equivalent stiffness of the torsional spring, the
preload torque the joint τj,i is subjected, and an approximation factor regulating
the harshness of the step response function, respectively. The relative rotation
of the joint τj,i is represented by the parameter βτj,i . The general response func-
tion of a torsional spring including preload is illustrated in Figure 2.26 along
with different approximating functions, where the sharpening factor f has been
modified. Finally, by using this approach, it is possible to consider the sophisti-
cated S-Structure mechanism, which after all contains complex internal contacts
to manage, as a significantly more manageable revolute joint with an applied non-
linear torsional spring. Additionally, the model’s simplification translates into a
decrease in the complexity which results in a loss of eight DOFs. The viscous
torsional dampers, which are represented by the coefficients cτj,i and have been
modeled alongside the elastic spring torques, shall hereafter be referred to as cq
since they are all the same. These have been introduced in order to provide the
system with the damping effect that has been observed in the real S-Structure, an
intricate phenomenon that is probably caused by internal collisions and frictional
forces and torques [195].

2.3.4 Dynamics model

Kane’s method is used to calculate the EOMs for the entire MBS and is de-
scribed in this paragraph. In order to derive the EOMs for complicated MBS,
Kane [199] developed a methodology, which now is called after his name. In
particular, Kane’s method enables quicker calculation of the EOMs with respect
to the traditional Euler-Lagrange approach. Both the generalized inertia forces
F ∗ as well as the generalized active forces F are evaluated within the approach.
The D’Alambert principle dictates that the sum of these generalized forces must
be zero. Given a complex MBS with n DOFs and Nb bodies; the equations for
Kane’s dynamics are defined as follows:

Fr + F ∗
r = 0, r = 1, . . . , n (2.14)

1The data and the source code are publicly available at the following GitHub repository:
https://github.com/matteocaruso1993/rover-multibody-simulator.git.

https://github.com/matteocaruso1993/rover-multibody-simulator.git
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Figure 2.26: Step response of a generic ideal preloaded spring (blue solid line)
along with the step response approximated function to varying the approximated
factor f [219].

where the r-th generalized active force is defined as follows,

Fr =

Nb∑︂
j=1

(︃
∂vj
∂qr
· Fj +

∂ωj

∂qr
·Mj

)︃
(2.15)

on the other hand, the r-th generalized inertia force is defined as follows,

F ∗
r = −

Nb∑︂
j=1

(︃
∂vj
∂qr
·mjaj +

∂ωj

∂qr
· (Ijαj + ωj × Ijωj)

)︃
(2.16)

where vj and ωj are the linear velocity of the j-th body, calculated in its COM,
and the angular speed of the j-th body around its rotation axis, respectively.
Moreover, Fj is the vector of the active force while Mj is the vector of the active
moment, both acting on the j-th body. Additionally, αj and aj represent the
j-th body’s angular acceleration about its axis of rotation and the j-th body’s
linear acceleration computed in its COM, respectively. Finally, the body mass
and inertia tensor, are, respectively, mj and Ij. The inertia tensor is expressed
in the body’s fixed reference frame.

Eq. (2.14) generates a set of n second-order Ordinary Differential Equations
(ODEs), which coincides with the system of EOMs of the generic MBS, which
has the following form:

M (q, t)q̈ = f(q, q̇, t) (2.17)

In order to put the EOMs into state-space form, an extra state vector must
be added so that u = q̇. By substituting the just defined relationship, which
represents a set of differential kinematic constraints, in Eq. (2.17) and adding
to the system the set of these n differential kinematics equations then a new
augmented system of ODEs of the first order can be defined, which therefore has
size 2n. This procedure yields a linear system having the following structure:
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Aẋ = Brhs (2.18)

where A is referred to as the augmented mass matrix, ẋ = [q̇, u̇] is the state
vector’s time derivative, and Brhs is referred to as the augmented forcing vector,
which is also defined as the system’s right-hand side term. The right-hand side
component, which contains also the Coriolis term, depends on both generalized
coordinates q and its temporal derivatives q̇, whereas the mass matrix depends
solely on q. As a system of 2n first-order ODEs, it is amenable to simple time
integration using any integration schema. In order to balance precision and pro-
cessing burden, it has been employed an explicit Runge-Kutta scheme of order
5(4) in this instance.

Soil contact model

For the model describing the contacts between the wheel and the soil, it has been
elected to combine a dry friction model with a model of the terrain as a hard and
elastic material. The wheel is considered a rigid and not deformable body. As
a result, the contact which occurs between the bodies may be seen as a contact
point because both the terrain and the generic wheel can be thought of as hard
bodies. These presumptions indicate that the wheels’ grousers have no impact on
the model. Furthermore, depending on the shape of the underlying surface, more
than one distinguishable point of contact may be present at any given time. The
normal contact force together with the frictional force both exert their effects on
the system at the contact site. The normal contact force is modeled by using one
of the penalty methods for contact dynamics. More precisely, it has been elected
to describe the normal contact force according to the non-linear description of the
Kelvin-Voigt model, in which the contact between each wheel and the underlying
terrain is described by a non-linear spring damper parallel system, and is defined
as follows,

Fn = −kgpσ − cgṗ (2.19)

where p denotes the depth of the wheel’s penetration into the underlying terrain,
ṗ is the temporal derivative of the penetration p, σ is the coefficient accounting
for the spring’s non-linear behavior, kg and cg are the stiffness and the damping
coefficients of the soil.

For what concerns the frictional force, this one is described according to the
model presented by Makkar et al. [220]. Within this model, the frictional force
depends solely on the relative speed that the contacting bodies experience, and
is defined as an always continuous and differentiable function as follows,

Fk(q̇) = γ1 [tanh (γ2q̇)− tanh (γ3q̇)] + γ4 tanh (γ5q̇) + γ6q̇ (2.20)

where γi are defined as positive constants which have to be tuned accordingly,
and that allow for the synthetic modeling of a generic frictional model that in-
corporates static friction term, dynamic friction term, the Stribeck effect, and
finally a dissipation term. In this context, the equation in Eq. (2.20) describes
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the friction coefficient instead of the frictional force. The actual friction force is
therefore calculated using the just modeled friction coefficient together with the
punctual normal force which is in turn computed using the previously introduced
model.

By defining more meaningful engineering characteristics, for instance, the
static friction coefficient µs associated with the friction transition speed vs, which
is the speed at which the friction coefficient turns to be the static’s, the dynamic
friction coefficient µk associated as well to the friction transition speed vk, which
is the speed at which the coefficient turns to be dynamic’s, it has been possible,
by utilizing a Dual-Annealing algorithm, to synthesize the γi parameters, and
therefore extract a friction model using Eq. (2.20). Moreover, Kane’s method
does not directly include the normal contact force Fn or the friction force Ff in
the formulation of the EOMs. Within this context, those terms are instead ap-
plied explicitly to the system’s right side as generalized forces. These are defined
as follows,

Qi = Fi ·
∂vp

∂q̇
(2.21)

A multi-point contact formulation has been developed because, depending on
the nature of the underlying soil, the rover’s wheels may present several points of
contact. With particular attention to Figure 2.27, the centroid of the contact is
determined for each area of contact (defined as the intersection between the wheel
and the soil), and subsequently, a generalized force is applied to each centroid
point as specified in Eq. (2.21). Moreover, in order to account for the elasticity of
the rover’s wheels and the structural yield of the rover’s legs, which are neither
explicitly represented by the model, the variable kg is chosen to be low on purpose.
Finally, Table 2.5 reports the parameters which have been used for the wheel-soil
contact model as well as the physical and geometric characteristics describing the
semi-analytical dynamics model.

Figure 2.27: Bi-dimensional view of the wheel-terrain interaction modeling as a
multi-point contact. On each contact region a spring-damper system is acting
between the soil and the wheel [219] .
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Table 2.5: Summary of the most representative physical and geometrical parame-
ters chosen, which describe the analytical model of the simplified rover prototype,
and the wheel-soil contact interface [219].

Parameter Value Parameter Value

mR 1.267 kg dj,wy 0.168m
mSA 0.174 kg dj,wz −0.033m
mj,1 0.079 kg Rj,w 0.085m
mj,2 0.393 kg M0,τ1,1 1.924± 0.039Nm
mj,w 0.231 kg M0,τ1,2 1.336± 0.046Nm
∆ 13.818° M0,τ2,1 2.096± 0.089Nm
L×W 0.720m×0.443m M0,τ2,2 1.221± 0.031Nm
lSA 0.111m M0,τ3,1 1.725± 0.069Nm
lj,1 0.100m M0,τ3,2 1.480± 0.053Nm
lj,2 0.169m M0,τ4,1 2.048± 0.075Nm
dj,wx 0.089m M0,τ4,2 1.117± 0.032Nm
g 9.81Nm s−2 kq 9.91Nm rad−1

f 1× 104 cq 0.14Nm s rad−1

kg 1× 106Nm−1 cg 1× 102Nsm−1

µs 0.3 µk 0.2
vs 5.5× 10−4ms−1 vk 2× 10−3ms−1

σ 1.8

Terrain definition

The terrain that the rover will have to be capable of traversing is determined
by either establishing its elevation by a point-by-point procedure across a bi-
dimensional grid or by using a collection of control points that represent the
level surface. In this second approach, the points are subsequently interpolated
over a bi-dimensional grid, defined so as to have appropriate size and resolution,
in order to obtain the terrain elevation map. The generated terrains are then
saved into a handy .json file which will be loaded when the simulation starts.
The simulation environment subsequently generates a bi-dimensional grid and an
interpolating function over it. This function will be continuously used for the
wheel-soil interaction algorithm, which detects the contact regions and calculates
the contact forces.

2.3.5 Simplified kinematics: Ackermann steering and odom-
etry

In this paragraph are reported the development of the two simplified kinematic
models of the four wheels steering rover Archimede, which are needed and im-
plemented for defining the basis of the odometry sub-system, for the control of
the real prototype, and for the control of the simulated one as well. The models
developed within this section, which substantially differ from the one described
in the previous section, are based on the following assumptions: (i) the motion
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of the mobile robot is constrained to be planar, i.e. on a horizontal plane; (ii)
the length of the legs, i.e. the length from the chassis reference frame to the
steering axis, is fixed, which means that the joints of the legs are rigid enough to
consider them locked. In reality, and in the real prototype, this will not happen.
Indeed, as it has been shown in the previous paragraph, the Archimede rover is
composed of four articulated legs, therefore the position of the wheel hub with
respect to the rover’s chassis may change with time and during the motion of
the mobile robot in general. However, in the real prototype, it’s not possible to
find and extract the relative orientation of the single modules with respect to the
others, because that would make necessary additional sensors to be placed in the
legs, thus in reality it’s not possible to derive the exact kinematics of the leg for
each time instant. For this reason, it is assumed that for controlling, driving,
and positioning estimation purposes of the real prototype the length of the legs
is considered fixed.

In literature can be found different methods that can be used to derive the
kinematics of wheeled mobile robots. However, in this case, only two approaches
will be used, depending on the use they are intended to be implemented, and
they are:

• Vector based approach;

• Ackermann Steering.

The first approach is used exclusively for the direct differential kinematics
derivation, i.e. given the state of the wheels, it is possible to obtain the speeds of
the rover’s chassis. This approach, as it will be seen in the following paragraph,
is used only for the odometry computation for two main reasons: first, it’s not
easy to get the state of the wheels starting from the chassis speeds, due to non-
linearities introduced by the steering wheels, as it will be seen in the following
paragraph, hence a heavy computational minimization or optimization process
needs to be used in order to solve the problem; second because it does not in-
clude the constraints introduced by the steering lower and upper limits, which as
shown in the previous section they are subjected to. In order to take care of these
constraints it would be needed to augment the dimension of the system in order
to include those constraints for each wheel, thus becoming a full optimization
problem reflecting on the overall kinematics calculation process performances.

After exposing these assumptions, the schematic representation of the rover
with attention to just one j-th leg model using the just introduced approach can
be seen in Figure 2.28. In this context the linear velocities of the rover are defined
as xṘ, yṘ, while zṘ = 0; the horizontal projected separation of the wheels from
the chassis is instead defined by the vector Lp,j .

The second approach instead is used for the inverse differential kinematics,
i.e. given the rover’s linear and angular speeds it is possible to compute the
corresponding wheels’ states. This approach, in contrast to the previously intro-
duced one, is used only for controlling the Archimede rover from a “higher level”
perspective.

This model can be seen as a further simplification of the model described in
the previous section in which the following constraints are introduced: z = cost,
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ż, χ, χ̇, ψ, ψ̇, ϕ, ϕ̇, βj,i, β̇j,i = 0. This is equivalent to considering the rover bodies
such as the chassis, bogies, and leg modules fixed together composing then a
single rigid body.

Vector based approach

Within this formulation, the no-lateral slip and pure rolling assumptions are
implicitly included. The basis of this approach consists of relating the velocities of
the wheel hub with the ones of the rover’s chassis expressed in the rover’s reference
frame (G, ēG), using a purely rigid bodies approach. For sake of simplicity is
then assumed that the set of chassis, bogies, and legs modules are considered to
compose a single rigid body.

Figure 2.28: Schematic diagram showing the geometric relations between a
generic wheel frame and the rover chassis frame.

With reference to Figure 2.28, to the rover body is assigned a new reference
frame (G, ēR), where ēR = {ı̂, ȷ̂, k̂} with ı̂ = êGx and ȷ̂ = −êGy . To the generic
wheel of the j-th leg is assigned a new reference frame (Γj, ēW ) where ēW =
{êρ, êθ, êϕ}. The reference frame assigned to the j-th wheel is constructed in
such a way that when the wheels are not steered the versor êρ points towards the
right side of the page, while the versor êθ points towards the top side of the page.
Moreover, within this redefinition of the frames the j-th wheel rotates around
the êθ with an angular speed ϕ̇w,j, hence ϕ̇w,j = −ζ̇j, while the steering angle
coincides with δj. The linear speeds of the rover, expressed in its reference frame
(G, ēR), are ẋR and ẏR while żR = 0. The vector Lp,j describes the position
of the j-th wheel’s reference frame with respect to the rover’s body reference
frame. Moreover, since the legs have been considered to be rigid, together with
symmetric considerations, the modulus of this vector is ||Lp,j||= Lp = L

2
+ W

2
.

Hence, still, with reference to Figure 2.28, it is possible to establish a relation
between the linear velocity of the j-th generic leg, and the linear velocity of the
rover’s body as follows,

vw,j = vG + θ̇k̂ × (Γj −G) (2.22)

Referring now to Figure 2.29, and repeating the process just illustrated for
the single generic j-th wheel also for the remaining wheels, and by separating



2.3. ARCHIMEDE ROVER 81

Figure 2.29: Schematic diagram of the rover with its four legs and wheels.

the appropriate components of each of the equations, it is, therefore, possible to
obtain a matrix relation having the following form,

AkẋR = Bk (2.23)

where ẋR ∈ R3×1 is a vector defining the speed state of the rover’s body, that
is ẋR = [ẋR, ẏR, θ̇]. The subscript k is used in this context to differentiate the
matrices used for the kinematics computation, from the ones describing the dy-
namics model and obtained in the previous paragraph. The matrixAk is, instead,
expressed as follows,

Ak =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 −Lp sin(α1)
1 0 −Lp sin(α2)
1 0 −Lp sin(α3)
1 0 −Lp sin(α4)
0 1 Lp cos(α1)
0 1 Lp cos(α2)
0 1 Lp cos(α3)
0 1 Lp cos(α4)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.24)

on the other hand, the matrix Bk is expressed as follows,

Bk =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

R1,wϕ̇w,1 cos(δ1)

R2,wϕ̇w,2 cos(δ2)

R3,wϕ̇w,3 cos(δ3)

R4,wϕ̇w,4 cos(δ4)

R1,wϕ̇w,1 sin(δ1)

R2,wϕ̇w,2 sin(δ2)

R3,wϕ̇w,3 sin(δ3)

R4,wϕ̇w,4 sin(δ4)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.25)

Ak ∈ R8×3 is a matrix which in this specific case, and under the aforementioned
assumptions, is constant in time, and depends only on the geometry of the rover.
On the other hand, the matrix Bk ∈ R8×1 contains the wheels’ state parameters,
i.e. the wheels’ rotational speed and the steering angles. It must be pointed out
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that if the aforementioned assumptions wouldn’t have been made, the Ak matrix
would change in time, since the geometry of the rover basically changes during
motion, resulting in the fact that the structure of the matrices would be way
more complex.

Eq. (2.23) represent a linear system described by eight equations and three
variables. This means that the system is over-defined, and five equations must
be linearly dependent on the other three. However, in this specific case, the over-
defined system will be directly resolved, without identifying and excluding the
five linearly dependent equations. The Ak matrix, as seen above, is not squared,
thus not directly invertible. Therefore, in order to isolate ẋR, thus inverting Ak,
the Moore-Penrose left pseudoinverse will be used. Hence,

ẋR = (AT
kAk)

−1AT
kB (2.26)

Eq. (2.26) can be also expressed in the inertial reference frame by knowing the
transformation operator R which relates the rover’s reference frame with respect
to the inertial one. Hence,

ẋI = RT ẋR (2.27)

where R is the rotation operator in the bi-dimensional case:

R =

⎡⎣ cos θ sin θ 0
− sin θ cos θ 0

0 0 1

⎤⎦ (2.28)

Eq. (2.26) and Eq. (2.27) are the equations that are at the base of the odo-
metric positioning estimation system which has been coded and included in the
firmware of the Archimede rover prototype. The same is implemented in the
odometry sub-system implemented as a C++ plugin in the Gazebo simulation
environment illustrated in the following paragraphs. Specifically, the odometric
system of the Archimede rover is based on reading at high frequencies the en-
coders of the eight motors, i.e. both the steering and driving ones. More precisely,
by discretizing the time t, it is possible to estimate the rover’s position in the
inertial frame at the time frame tk as follows:

xI(tk) = xI,0 +
k∑︂
i=0

R(ti)
T ẋR(ti)∆t(ti) (2.29)

where xI,0 represents the initial condition of the rover in the inertial frame, and
it is assumed to be non-null in general.

Ackermann steering

The purpose of this section is to provide an overview of an approach to vehicle
steering, known as Ackermann steering. This approach makes it possible to derive
the expression of the inverse differential kinematics for a vehicle in general in a
very simple manner. The approach is based on purely geometric concepts and is
derived on the basis of two fundamental assumptions: the first is that the vehicle
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follows a purely rigid motion, and the second is that the two constraints imposed
by the wheels are always respected at every instant of time. The constraints are
that of pure rolling and that of no lateral slip. Considering a generic rotating
vehicle’s wheel, and taking into account the above assumptions, it follows that
the constraint of no lateral slip defines a line of zero transverse velocities and that
the wheel follows an instantaneous linear velocity parallel to the plane and in the
direction of the wheel’s advance. In general, the motion of a rigid body can be
described by either a motion of pure translation or by a motion of pure rotation
around a so-called Instantaneous Centre of Rotation (ICR). It follows, that under
the above assumptions, for the generic wheel the axis of rotation coincides with
the locus of the points of the ICR, which remains undefined for just one wheel. By
adding another wheel, therefore, the ICR is completely defined and coincides with
the point of intersection of the wheel rotation axes. It follows that once the ICR
is defined in the space, all the points of the vehicle must be subject to a purely
rotary motion. Therefore, from its knowledge it is possible to establish, instant
by instant, the linear velocities of each point and the steering angles so that the
condition of Ackermann’s steering is respected, i.e. that no lateral slippage occurs
on the wheels and that they rotate without slipping. Finally, it must be pointed
out that the respect of the two conditions has the effect of not introducing large
reaction stresses to the vehicle’s structural elements.

This approach is well known in the automotive field [221, 222], due to its
simplicity. The approach is actually implemented in most of the common cars
[223, 224], the only exceptions are high-performance cars, e.g. Formula 1 cars,
where the dynamic components become predominant and a variant of Ackermann
steering called Anti-Ackermann is used. This approach is not used only for com-
mon cars, but it is rather studied and used in every kind of vehicle. In fact, as
instance, it has been applied to 8x8 special vehicles [225], to four-wheel steering
vehicles [226,227], or applied to logistic trains, i.e. systems composed by a tractor
and a series of trailers [228].

Figure 2.30: General Ackermann steering schematic representation for a four-
wheel steering vehicle.
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With reference to Figure 2.30, it is apparent that by assigning a tangential
velocity to the center of the rover and an angular velocity it’s possible to determine
the ICR. In fact, by placing a convenient reference frame in the ICR location, it
follows that:

vG = θ̇k̂×Rs (2.30)

By developing the cross product in Eq. (2.30) and separating the appropriate
components it is possible to derive the position of the center of the rover (Rs,x,
Rs,y) with respect to the ICR, or equivalently the position of the ICR with respect
to the rover reference frame. It follows that the position of the ICR is a function
that depends exclusively on the linear and angular speeds commanded to the
rover.

Once the location of the ICR has been computed, it is possible then to deter-
mine the linear velocities of the single generic j-th wheel as follows,

vw,j = vw,jx ı̂+ vw,jy ȷ̂ = θ̇k̂× (Rs +Lp,j) (2.31)

while the steering angle for the single generic j-th wheel is computed as:

δj = arctan

(︃
vw,jy
vw,jx

)︃
(2.32)

It is apparent that this approach makes it very simple to derive a formulation
of the inverse differential kinematics for a general vehicle.

2.3.6 ICR projection approach

As seen the full kinematics of the rover is complex, moreover it includes lower
and upper limits for each steer axis, which leads to an increase in the complexity
of the kinematics problem. In principle, (2.23), developed for direct differential
kinematics, could be used for inverse differential kinematics as well. However,
as mentioned above, resolving the system such to extract the wheels’ speed and
the steering angles is not straightforward. The steering angles are arguments of
non-linear functions, and this would require to implement of root-finding algo-
rithms, in order to find a solution that min||AkẋR−Bk||. Moreover, to take into
account the joint limits’ lower and upper constraints it is needed to encode these
constraints and augment the dimension of the system that needs to be solved. It
follows that implementing such methods is computationally inefficient, especially
if they need to be integrated into a control loop, which needs to be executed at
a high frequency. Accounting for all these considerations, it had been decided
to use the general Ackermann steering formulation, hence Eq. (2.30), Eq. (2.31)
and Eq. (2.32), for the inverse differential kinematics, while (2.23) for the direct
differential kinematics for the computation of the odometry.

Using the general Ackermann formulation, illustrated in the previous section,
raises the need to take into account the lower and upper limits of the steering
joints of the rover’s wheel hubs. While for the general Ackermann steering, con-
sidering a vehicle not subjected to any steering limitation, the ICR can be placed
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anywhere in the domain, i.e. (xICR ∈ [−∞,∞] and yICR ∈ [−∞,∞]); it is
apparent that for a vehicle subjected to steering limitations, the ICR must be
constrained to belong to specific locations of the plane. From now on the ICR
point will be represented by the symbol Ωr = [xICR, yICR].

In particular, by considering a generic j-th wheel, it has been seen that under
the Ackermann assumptions Ωr lies along the driving axis of the wheel. If now
it is assumed to perform a sweep from δj,min to δj,max the wheel axis draws an
unlimited triangular surface Sj with the wheel’s steering axis as its vertex. This
region identifies all possible permissible configurations for Ωr for j-th wheel. In
addition, considering the opposite direction of the wheel’s axis of advance, another
region is generated that is symmetrical to the first and mirrored. If we now
introduce another wheel i to the system and repeat the procedure done for wheel
j, it generates its own triangular surface Si, which is valid for Ωr and for the
wheel i. Remembering that Ωr must be absolutely in common with both wheels,
it follows that the ICR eligibility region must be a surface in common with both
wheels. This means, that the eligibility region of Ωr is derived by intersecting
the individual surfaces Si and Sj, hence Si ∩ Sj. These considerations and the
procedure just indicated, can be seen in graphical form in Figure 2.32.

Figure 2.31: Graphical representation of the admissible ICR location for the case
of two wheels.

Table 2.6: Summary of the Archimede wheel hub’s steering joints lower and upper
limitations.

Wheel ID δmin δmax

1 33.7° −93°
2 93° −33.7°
3 33.7° −93°
4 93° −33.7°

Consider now the Archimede rover, which is a vehicle that has four steered
wheels each subject to lower and upper limits on the steering joints, the values of
which are given in Table 2.6. Performing the process that was described earlier
for generic wheel j, and iterating it for each wheel of the rover yields a set of
surfaces where Ωr is allowable for each wheel, and thus for the entire system.
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It can be demonstrated that the surfaces that have been obtained are five in
number, and they are all disconnected from each other. Specifically, a triangular
surface was identified that runs along the positive semi-axis of the rover’s y axis,
an equal one that runs along the negative semi-axis, a surface with four sides
located below the belly of the rover, and two very narrow surfaces that run along
the positive and negative semi-axes of the rover’s x axis. However, the latter two
areas are placed very far from the center of the rover and are those permissible
areas of Ωr that allow lateral guidance of the rover. The admissible zones for Ωr,
which were obtained for the Archimedes rover, can be seen in graphical form in
Figure 2.32. However, the figure shows only the central surface and the two large
surfaces located on the sides of the rover. The two front and back surfaces are
not depicted because they are placed far apart.

Figure 2.32: View of the admissible ICR surfaces obtained for the rover
Archimede: the laterals and the central ones.

We will denote from now on the set of admissible surfaces of Ωr as S
+, and the

set of ineligible surfaces as S− = R2 ∖ S+. From the point of view of navigation
algorithms, path planning, and high-level control in general, it is very convenient
to command the linear and angular velocities of the rover, and thus through
inverse differential kinematics map these inputs to the velocities and steering
angles of the individual wheels. The differential kinematics that has been decided
to use, i.e., Ackermann steering, from the linear and angular velocity inputs, goes
throughΩr calculation, through which it then performs the mapping of the rover’s
linear and angular velocities. However, it has just been seen that not all of the
two-dimensional domain is allowable for Ωr for the rover under consideration, and
Ackermann kinematics does not introduce any method that ensures that Ωr ∈ S+

for each instant of time. So, it may happen that for some commanded control
signal, the calculated Ωr is invalid and the constraints are therefore violated.
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It is, therefore, necessary to develop an approach that makes sure that regard-
less of the velocity inputs commanded to the rover, Ωr always falls within S+.
For this purpose, a method is introduced that is based on projecting the ICR into
the admissible zones. Specifically given a general input command, a Ωr point is
obtained, a new ICR point Ω∗

r defined as follows is then calculated:

Ω∗
r =

{︄
Ωr, if Ωr ∈ S+

Ppr, if Ωr ∈ S− ∧ Ppr ∈ S+ ∧ ||P −Ωr||min
By using this new approach based on the Ackermann steering and on the

projection of the ICR, it is always ensured that the ICR, regardless of the control
signals arrived as input to the kinematic block, always falls within the permissible
zones. Therefore none of the constraints imposed on the steering axes are ever
violated.

One very important thing to mention is that through the use of Ackermann
steering and the ICR projection method, it is also possible to identify and derive
different driving modes of the Archimedes rover. The most characteristic and
interesting rover driving modes that have been identified are eight and can be
listed as follows,

Mode A Car-Like: This driving mode can be observed in Figure 2.33a. In this
driving mode, the steering joints of the rear wheels are locked, hence
the rover ICR is constrained to pose along the driving axis of the rear
wheels of the rover. In this configuration then only the front wheels are
allowed to steer while the rear ones are locked, making the Archimede
rover similar to a common car. It is apparent that the locus of the
admissible ICR are not surfaces anymore, but are a subset of S+, i.e.
lines coincident with the rear driving wheel’s axes;

Mode B Symmetric Ackermann Steering: This driving mode can be ob-
served in Figure 2.33b. This driving mode is very similar to the previ-
ous one and it differs from it only because in this specific driving mode
the ICR of the rover is constrained to be along a line passing through
the origin of the rover and coincident with its y-axis. It is worth point-
ing out that in this configuration the inner wheels to the corner turn
more (both with the same angle but in opposite directions) and rotate
with slower driving speed; while the outer wheels turn less (both with
the same angle but in opposite direction) and rotate with more driving
speed.;

Mode C In place rotation: This driving mode can be observed in Figure 2.33
c. This driving mode represents a degenerate case of the general Acker-
mann steering, i.e. the ICR is unique and coincides with the center of
the rover. In this driving mode, the rover is characterized by not having
any linear speed, while the wheels are arranged in such a configuration
that allows the rover to rotate on the spot. It is worth mentioning that
in this specific case, the wheels all rotate with the same driving speed.
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Mode D Lateral Drive: This driving mode can be observed in Figure 2.33 d.
In this driving mode, the ICR formally doesn’t exist. In practice, it’s
located somewhere along the x axis of the rover frame and very far away
from it. It follows that the wheels are turned by 90° around their steering
axis, thus allowing the rover to move sideways. In this configuration,
the rover doesn’t have any angular velocity or any linear speed along
the x axis, and the wheels rotate with the same driving speed.

Mode E Parallel Drive: This driving mode can be observed in Figure 2.33e.
This case is very similar to the previous one because the ICR doesn’t
exist. The wheels are characterized by the fact that they turn with the
same steering angle γ, thus allowing the robot to move in a parallel way.
It follows that the rover has only the x and y components of the linear
speed and while it doesn’t have any angular speed, hence it doesn’t turn.
Moreover, the wheels rotate at the same driving speed.

Mode F Outer Ackermann: With reference to Figure 2.32, this driving mode
has been derived by considering in the set of the admissible ICR surfaces
S+ only the two large placed on the side of the rover. It is apparent that
the two cases of the Car-Like and Symmetric Ackermann are particular
cases of this bigger driving mode case. The ICR if it’s not valid is then
projected into the boundary of this surface, as can be seen in Figure 2.34.

Mode G Inner Ackermann: This drive mode is visible in Figure 2.33 f). This
drive mode has been derived by considering in the set of ICR S+ eli-
gibility surfaces only the central surface located under the belly of the
rover and which is visible in Figure 2.32. The ICR if it’s not valid is
then projected into the boundary of this surface. It is also evident that
the case of rotation in place is a special case of this drive mode, which
is larger.;

Mode H General Ackermann: This driving mode has been obtained by com-
bining the previous modes, i.e. by considering every surface belonging
to S+.

Next, a PyPi-style python package has been developed, which can be in-
stalled as a library on any machine, and which implements the inverse differential
kinematics through the general Ackermann steering2. This library also contains
within it the development of the ICR projection method to always calculate Ωr

that is permissible by the imposed constraints. Also implemented in the package
is the functionality that allows changing the drive modes among all those that
have been defined above. So, given the speed input control signals it maps and
returns the speeds and steering angles of each wheel. Furthermore, a Desktop
application, which also contains a graphical user interface, was also developed
within the python package to calculate Ωr through the projection method and
allows the procedure to be visualized. This application can be seen in Figure 2.34.

2The package and the data are publicly available at the following GitHub repository: https:
//github.com/matteocaruso1993/rover4ws-kinematics.git

https://github.com/matteocaruso1993/rover4ws-kinematics.git
https://github.com/matteocaruso1993/rover4ws-kinematics.git
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Figure 2.33: Collage of the driving modes identified for the Archimede rover: in
a) the car-like, in b) the symmetric steering, in c) the in-place rotation, in d) the
lateral drive, in e) the parallel drive, in f) an example of inner Ackermann.

Finally, it has been developed a ROS package for the kinematics of the
Archimede rover3. This package leverages the Ackermann steering concept and
the ICR projection method for joints limits avoidance and it’s based on and imple-
ments the python library that has been introduced above. The ROS kinematics
node basically listens to high-level commands, process them, map them to wheels
speed and steering angles, and publishes these quantities in a message on an ap-
propriate topic. Moreover, through a ROS service, it is possible to switch between
the different driving modes previously outlined. Finally, the package implements
visualization features in RViz of the rover and the admissible surfaces for the ICR
location. An example of these visualization features can be seen in Figure 2.35,
which shows the rover model together with the outer admissible surfaces (cyan
regions), the driving axes of the wheels, and the ICR (green point) projected on
the boundary of the left surface.

In addition, several other ROS packages had been developed along with this
package and have the aim to allow for teleoperations of the rover from remote
input devices. Examples of this are the ROS package for the Logitech joystick4and
the ROS package for the keyboard5. These teleoperation nodes also include the
mapping of the driving modes, and the features to switch from one driving mode
to another. The nodes basically subscribe to topics over which the data from
the input devices come, process them, convert them to high-level control signals
of the velocities of the rover, and publish these data to a topic to which the
kinematics node subscribes.

3The package and the data are publicly available at the following GitHub repository: https:
//github.com/matteocaruso1993/ros-rover4ws-kinematics.git

4The package and the data are publicly available at the following GitHub repository: https:
//github.com/matteocaruso1993/robot4ws-teleop-joystick.git

5The package and the data are publicly available at the following GitHub repository: https:
//github.com/matteocaruso1993/rover4ws_teleop_keyboard.git

https://github.com/matteocaruso1993/ros-rover4ws-kinematics.git
https://github.com/matteocaruso1993/ros-rover4ws-kinematics.git
https://github.com/matteocaruso1993/robot4ws-teleop-joystick.git
https://github.com/matteocaruso1993/robot4ws-teleop-joystick.git
https://github.com/matteocaruso1993/rover4ws_teleop_keyboard.git
https://github.com/matteocaruso1993/rover4ws_teleop_keyboard.git
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Figure 2.34: ICR projection app, for commanded velocities and ICR projection
in the valid areas

2.3.7 ADAMS modeling

In this paragraph, the modeling process of the Archimede rover in the commer-
cial software package ADAMS is presented. This has been done in order to be
able to conduct in the next paragraphs a comparison of the results obtained
with the simplified analytical model, and therefore validate it, as well as validate
both models with the experimental prototype. Within the ADAMS simulation
environment, it is modeled the full rover structure, i.e. including the complex
S-Structure joints as well as all the internal contacts. The complete and final
simulation environment modeled in ADAMS, comprising the Archimede rover
and the modeled terrain, can be observed in Figure 2.36a and Figure 2.36b.

More attention is now posed to the details of the modeling process of the
rover’s MBS. In particular, the initial step in building the MBS representation of
the rover Archimede is importing each CAD component that has been created in
the commercial software package SolidWorks (see Figure 2.18). Every imported
component is then suitably linked to every other component through the proper
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Figure 2.35: RViz visualization feature of the developed kinematics ROS package
showing: the model of the rover, the outer admissible surfaces for the ICR, the
driving axes of the wheels, and the projected ICR point on the boundary of the
left outer admissible surface.

(a) (b)

Figure 2.36: In (a) the CAD model of the Archimede rover was imported in
the Adams simulation environment and simplified by relieving it from the non-
functional parts [219]. In (b) the rover traverses a road with a series of aligned
bumps.

joints. As it has been done in Sec. 2.2, only the functional components are
retained, while the rest are considered by appropriately including their mass and
inertia properties inside the functional elements. This has been done in order to
decrease and lighten the computational load.
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Conversely, the basic description of the soil has been modeled as a large, rigid
box with the dimensions (20 × 20 × 0.5)m3, to which certain modeled obstacles
have been combined at the top, for example, see Figure 2.36b and Figure 2.51b.
External loads include the force due to the gravity acceleration that affects the
rover MBS, a linear preloaded spring within each S-Structure module of the legs,
two contact forces that prevent adjacent modules to penetrate one into the other,
and a set of contact forces between every wheel and the ground. Overall, the final
model of the Archimede rover is composed of 32 bodies, 32 joints, and 29 forces
in the Adams simulation environment.

It is worth pointing out that within the ADAMS simulation environment, it is
easy and convenient to model the terrain over which the rover has to operate, even
the most complex ones. An example of this can be seen in Figure 2.36b. Indeed,
it is just needed to import the CAD model or the STL files into the environment
and define contacts between the just imported model and the rover’s wheels.

2.3.8 Gazebo modeling

This paragraph aims at presenting the modeling process of the Archimede plane-
tary rover prototype that has been conducted in the Gazebo dynamic simulator.
The main idea behind the modeling process is that the overall system should be
as close as possible to the real experimental prototype. For this reason, Gazebo
and ROS have been chosen, because together they offer a large number of tools
and libraries to build a complete robotic system.

Specifically, it has been developed a series of ROS packages that together have
the role to take care of setting up and conducting the dynamic simulations of the
Archimede rover in Gazebo. The main two packages are the one which describes
the model of the rover6, and the one specific to running the simulations7.

As mentioned above the first package is responsible for the modeling of the
Archimede rover. This has been done by leveraging the ROS package xacro, which
allows for parametric modeling and the definitions of the so-called “macros”.
These features are very useful for fast and accurate modeling. The modeling
process has been done under one main assumption: in Gazebo what is wanted to
achieve is not the accurate description of the dynamics of the rover as could be
the case of ADAMS, but rather the accurate description and testing of the single
systems composing the rover. For this reason, in the model description ROS pack-
age, it has been decided to lock the articulations of the legs of the rover, as well
as the relative rotation of the rocker bogies with respect to the chassis. It follows
that the resulting model obtained in Gazebo is substantially different from the
one modeled in ADAMS, and it’s more simple. In fact, it possesses only 14 DOFs,
which are: the pose in the space of the chassis, which accounts for 6 DOFs; 4
DOFs for the steering joints, and 4 DOFs for the driving joints. Moreover, since
the model of the Archimede rover in Gazebo doesn’t possess flexibility of the

6The data and the source code are publicly available at the following GitHub repository:
https://github.com/matteocaruso1993/robot4ws_description.git

7The data and the source code are publicly available at the following GitHub repository:
https://github.com/matteocaruso1993/robot4ws_simulations.git

https://github.com/matteocaruso1993/robot4ws_description.git
https://github.com/matteocaruso1993/robot4ws_simulations.git
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legs, thus no suspension system, the motion of the rover is constrained along the
horizontal plane. The Gazebo simulation environment instead is modeled either
as an empty world, i.e. as a flat surface with no obstacles, or as a large room that
can contain also obstacles. Finally, this package contains the definition of which
plugin to load within the Gazebo simulation environment. Since the scope of
this simulation environment is not focused on the mechanics and dynamics of the
rover structure but rather on the simulation and testing of all the sub-systems
composing the rover, it has been decided to mimic and simulate every system
present on the experimental prototype. It follows that the model of the rover
contains plugins that simulate the IMU sensor, the 2D lidar range sensor, the
wheels encoders, the Raspberry Pi camera, the RealSense D435i stereo-camera,
the kinematics, the actuation of the joints, and finally the odometry subsystem.
Moreover, plugins for logging and storing data are implemented as well. A graph-
ical representation of the final rover model in the Gazebo simulation environment
is shown in Figure 2.37; while a graphical representation of the description of the
connections and relations between the frames, i.e. the single bodies, is shown in
Figure 2.39.

Figure 2.37: Archimede rover in the Gazebo simulation environment.

The second ROS package instead implements the C++ plugins for Gazebo
of the rover’s kinematics and the odometric sub-system outlined in Sec. 2.3.5,
which are also responsible for enabling the ROS-Gazebo co-simulation through
the Gazebo ROS bridge, thus making it possible to control the rover from the
ROS network. Commands are sent over the network by the user or the control
algorithm. The kinematics plugins, which implement separate PID controllers on
each controllable joint, receive the sent commands, parse them, and then apply
them to the PID joint controllers. On the other hand, the plugin for the odome-
try sub-system read with a tunable fixed sampling period the “encoders” of the
joints, compute the odometry and send the corresponding data over the ROS
network. Moreover, this package contains different .launch files and each of them
is responsible for starting a dedicated Gazebo simulation as well as specific ROS
nodes which implement different features needed for the specific simulation. For
instance, the most basic launch file will start only the Gazebo simulator with the
rover in it and with the Gazebo-ROS bridge enabled; while the most complete
launch file will start the Gazebo simulator, the rover model, the ROS kinemat-
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ics package implementing the ICR projection, the teleoperations node through
remote input devices and the RViz visualization tool. Moreover, having allowed
the ROS-Gazebo communication, by connecting MATLAB to the ROS network it
had been possible to implement the MATLAB-ROS-Gazebo co-simulation, thus
made possible to control the simulated Archimede rover through the same MAT-
LAB application that is used for the experimental rover prototype, since the
model of the rover in Gazebo perfectly mimics the experimental one. The overall
ROS application used, which implements all the systems actually employed on
the experimental prototype, and implements also the MATLAB-ROS-Gazebo co-
simulation can be seen in Figure 2.38. This figure illustrates the ROS application
in form of a graph, showing the connections between each ROS node, i.e. spe-
cific separate processes. It must be pointed out that since the simulated model
perfectly mimics the experimental one, it follows that the experimental ROS ap-
plication graph doesn’t differ from the one shown for the case of the simulation
setup.
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2.3.9 Odometry subsystem experimental demonstration

This paragraph has the main objective to demonstrate the functioning and capa-
bilities of the odometry subsystem in an experimental setting. All the tests that
have been carried out were also performed with the experimental prototype of
the rover Archimede, on a non-consistent terrain. The experimental prototype of
the Archimedes rover was tested in the sandbox of the PEL laboratory of DLR’s
Robotik und Mechatronik Institute, located in Muenchen (Germany). The sand-
box contains very fine sand that had been chosen as a simulant of lunar dust.
For this reason, the design of the wheels of the rover was changed by making
them have deeper grousers, and a different shape, in order to provide greater
traction capability on this type of sand, and less lateral slippage. Moreover, for
every experimental test that had been conducted in the PEL laboratory, the
Archimede rover had been tracked by using an ART DTRACK Optical Tracking
system, which helps reconstruct the rover’s motion. The tracking system software
is based on ROS, and data are extracted by leveraging it. A RViz snapshot of
the tracking procedure is shown in Figure 2.40, which shows the rover’s moving
reference frame (Rover’s frame) with respect to an inertial frame.

Figure 2.40: RViz representation of the tracking system: rover’s frame recreation
and relation with the inertial frame.

Additionally, in the PEL laboratory is possible to lift half of the sandbox,
thus allowing the generation of all possible soil’s surface inclination, in order to
evaluate the rover’s capability to climb steep slopes. In Figure 2.41 can be clearly
seen the experimental setup of the DLR PEL sandbox, the tracking system, the
liftable side of the sandbox, and the Archimede rover driving on a 20° slope.

In Figure 2.42a is shown a picture of the Archimede rover while performing
fixed beforehand planned path on a leveled surface of loose soil for the odometry
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Figure 2.41: Experimental setup of the DLR PEL sandbox and the rover climbing
a 20° slope.

sub-system demonstration; in Figure 2.42b is shown a picture of the rover while
driving on a slope of 15° of loose soil; in Figure 2.42c is shown a picture of the
Archimede rover showing its obstacle negotiation capabilities on a slope of 15° of
loose soil over a bed of small rocks.

Figure 2.42: In (a) the rover performing demonstration of the odometry subsys-
tem on a leveled soil in the sandbox; in (b) the rover climbing a slope; in (c) the
rover attempting at negotiating obstacles on a slope of 15°.

Specifically, for the tests performed for odometry subsystem demonstration,
it has been elected to evaluate it both experimentally and numerically, in the
appropriate Gazebo simulation environment. For the case of the experimental
evaluation of the system, driving tests with the Archimede prototype were per-
formed on a horizontal surface, which has been leveled as accurately as possible.
It is worth mentioning that given the nature of the terrain, a perfectly horizontal
surface is impossible to achieve, thus the surface profile presents changes in the
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elevation. Moreover, in the sandbox albeit small there are always potholes and
bumps. Driving tests were carried out along four different planned beforehand
paths and the motion of the rover was recorded with the optical tracking system.
At the end of each test, and for the purpose of comparison, all data on the internal
states of the rover were extracted, including the evolution of the odometry and
the state of the joints. For what concerns the case of the simulated evaluation of
the system, in order to include another method of comparison, it was decided to
perform the same tests with the simulated model of the Archimedes rover, in the
Gazebo simulation environment, thus using the various ROS packages that were
developed and described in the preceding sections.

Specifically, the paths that had been chosen as samples for the odometry
subsystem tests demonstration are: (i) a 20° diagonal line in which the rover
must track it while driving in parallel mode; (ii) a path drawing a quarter of
a circle in which the rover must track it by using the Symmetric-Ackermann
driving mode; (iii) a path drawing an “S-like” shape in which the rover must
track it by using the Symmetric-Ackermann driving mode; (iv) a path drawing a
square shape in which the rover must track it by using a combination of straight
and lateral driving modes. For each path type the same tests, with the same
driving speed, have been performed both experimentally and numerically. The
findings of these tests are reported in Figure 2.43.

From Figure 2.43 we can clearly distinguish the four different trajectories
that have been planned. Figure 2.43a shows the outcomes for the 20° diagonal
line path; Figure 2.43b shows the same for the quarter of a 1.5m radius circle;
Figure 2.43c shows the same for the s-like path with a radius of 1.5m; Figure 2.43d
shows the same for the case of the squared path. In addition, for each individual
figure, i.e., the type of path, the nominal trajectory–nominal trajectory–, the
true position of the rover in Gazebo–tracking (gazebo)–, the true position of the
experimental rover–tracking (experimental)–, the odometric position of the rover
in Gazebo–odometry (gazebo)–, and the odometric position of the experimental
rover–odometry (experimental) can be distinguished. From all the figures it can
be seen that all the curves preserve the shape of the imposed path and that they
are all reasonably close to each other. It can be seen that each curve is subject to
errors that can be of various kinds. The most evident ones, which show greater
deviation from the nominal paths, are the experimental tracking. Where the
biggest deviation is shown for the square path, in which can be seen that the
experimental tracking squared shape is highly distorted. This is mainly due to
the terrain being far away from being ideal and flat. In fact, the terrain presents
bumps and change in elevation which affect the position accuracy. Evidence of
this is shown in Figure 2.44, which for each path shows the profile elevation as a
function of the path length parameterization. In fact, from the figures, it can be
seen that there are differences in elevation which can go from ≈ 5 cm for the case
of the quarter of a circle, up to ≈ 30 cm for the case of the square like path.

The sources of errors that cause all those curves to deviate from the nominal
ones are many. For example, one source of inaccuracy is given by the nature of
the soil, which is loose, which causes the wheels of the rover to be subjected to
longitudinal and lateral slippage. Another source of inaccuracy related to the soil
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(a) (b)

(c) (d)

Figure 2.43: Comparison between the real trajectories (tracking) and the position
estimation through wheels odometry for (a) the 20° diagonal line; (b) the quarter
circle of radius 1.5m; (c) the s-like path of radius 1.5m; (d) the square path.

is given by the fact that it is not ideal and not perfectly flat, as already seen.
Other sources of inaccuracies can be due to the difference between the effective
radius of the wheel and the nominal radius of the wheel, due to grouser presence
and sinkage phenomenon. Delays between the sending and the receiving of the
commands over the ROS network, which can also be seen from Figure 2.43 and
especially from Figure 2.43d, are another source of inaccuracy. Moreover, other
sources of inaccuracies are due to numerical errors as such the truncation error
caused by the least-square procedure employed to compute the odometric step in
Eq. (2.26); or such as the numerical error introduced by the numerical integration
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(a) (b)

(c) (d)

Figure 2.44: Elevation profile in function of the path length parametrization for:
(a) the 20° diagonal line; (b) the quarter circle of radius 1.5m; (c) the s-like path
of radius 1.5m; (d) the square path.

scheme. Other sources of inaccuracies can be due to inertial effects imposed on
the system. Finally, since the odometric position estimation is a dead reckoning
procedure, it follows that errors tend to accumulate with time, showing greater
errors as the traveled distance increases.

In order to establish an evaluation of the accuracy of the odometric position
estimation of the rover, it has been elected to compute the end-point trajectory
relative position error. This error has been evaluated between the gazebo odome-
try and gazebo tracking curves, and between the experimental odometry and the
experimental tracking curves. The findings are shown as a bar plot in Figure 2.45
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for each of the paths performed.

Figure 2.45: End-point relative position error between the odometric position
estimation and the real position for all the paths selected and for both numeric
and experimental tests.

It can be seen from the figure that for every selected path for both the exper-
imental tests and the numerical tests, the error stays below the 10% threshold.
Moreover, it can be seen that the error observed for all the experimental paths
are always greater than the ones observed in the numerical simulations. This
is because the numerical simulation is a controlled environment, while the ex-
perimental case presents many more sources of inaccuracies. The first of these
is the inconsistent nature of the terrain and that it is not ideal. In the case of
the numerical simulations, the path which exhibits a larger position error is the
diagonal path. This can be addressed to the fact that at the beginning of the
simulation, all the wheels immediately turn to reach the commanded steer set
point. It follows that this fact produces an inertial effect that makes the body of
the rover initially spin in the other direction. This has the effect that the rover
heading at the beginning of the simulation is not null, thus causing a deviation
from the nominal commanded path. This can be also seen from Figure 2.43a.

2.3.10 Dynamics models validation

The goal of this paragraph is to validate the dynamics model which has been
obtained by using Kane’s method, and which has been presented and described
in detail in Sec. 2.3.4. Since the exact EOMs of the proposed analytical model are
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numerically integrated using a RK4 integration method, the presented approach
is not entirely analytical, this is also because the complex S-Structures joints
have been simplified. For this reason and also to differentiate it from the other
models the presented analytical model, from now on, will be referred to as the
semi-analytical model (SA). Both experimental data obtained by testing on the
experimental Archimede prototype and the results of the simulations conducted
on the MBS of the rover modeled in ADAMS, as shown in Sec. 2.3.7, are used
within the validation process. Finally, this section gives a quick presentation of
the elected numerical simulations’ setup, while the experimental campaign’s setup
is outlined after that. Results from experiments and calculations are provided
and compared at the end.

Tests definition

Two key case studies are taken into consideration within this paragraph in order
to compare the SA model, the complete MBS rover’s model in ADAMS, as well
as the experimental prototype of the Archimede rover. The selected case studies
are:

(Case 1.) Drop test : In this instance, the rover is left completely free to fall from
a specific high point above the ground. The rover collides with the
underlying soil while merely being exposed to gravity acceleration. An
attitude nearly horizontal and an attitude significantly skewed are the
two starting initial conditions for the rover that are taken into consid-
eration in this scenario. Moreover, within this case has been compared
the SA model, the complete ADAMS model, and the experimental pro-
totype.

(Case 2.) Obstacle negotiation: The rover is commanded to traverse the hori-
zontal terrain within this second scenario. The rover is positioned such
that the right bogie is right behind a modeled obstacle, which is shaped
in a way that exerts distinct stresses on each of the rover’s DOFs. The
obstacle is constructed as a trapezoidal body having sharp edges, mea-
suring 0.1 meters in height, 0.3 meters in width, and 20 degrees in
slope. In contrast to the prior case, just the two simulated models
are examined and compared, i.e. the SA model and the ADAMS one.
Moreover, three distinct rover operating driving speeds have been taken
into account in this case: a low speed of 0.34m s−1 and two high speeds
of respectively 1 m/s and 2 m/s. Finally, each wheel’s angular velocity
is actively regulated to maintain the rover’s speed, within both the SA
and ADAMS models.

Experimental testbed

The preload tension of the linear springs encapsulated in the S-Structures has
been measured in order to accurately replicate the experimental testbed inside
the simulation environments. The initial detachment tension has been therefore
measured using a dedicated load cell. The measured spring preload is then listed
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in Table 2.5 as moment preload M0,τj,i . Figure 2.46 illustrates the drop test ex-
perimental setup for the rover prototype. Specifically, cables have been employed
in order to secure the rover to an apposite release mechanism that has been 3D
printed using the low-friction material POM. The entire system is therefore lifted
by using a gantry crane. Moreover, with the aid of a properly calibrated inertial
measuring unit (IMU), the attitude of the rover body is regulated by operating
the screws on the release mechanism.

Figure 2.46: Experimental setup for the rover prototype drop test [219].

Results

The outcomes for the three models of the Archimede rover—SA, ADAMS, and
experimental—for each of the two test cases previously illustrated—are reported
within this section. Reminding that Table 2.5 lists the models’ geometrical and
physical characteristics. Moreover, it has provided a variety of indexes whose
objective are to measure the deviation for each test in order to give a meaningful
method for comparing the numerical findings of both approaches with the exper-
imental trial findings. The main characteristics that have been examined are the
rover’s dynamical behavior during a drop test, in which a rapid collision with the
underlying soil occurs, as well as during obstacle negotiation, in which the rover
traverses over a small, asymmetric trapezoidal obstacle. Moreover, the introduced
indices describe the relative inaccuracy between the experimental prototype and
the two considered numerical models.

For what concerns the drop test, as has been previously pointed out, the SA,
the ADAMS, and the experimental models have been compared. An identical
rover initial conditions must be applied to compare all three different models
being investigated. For both the horizontal and skewed drop tests, these condi-
tions—which relate to the drop height, the pitch, and the roll angles—are listed
in Table 2.7.

The starting position of the rover, the instant it touches the ground, and the
moment at which the structure undergoes maximum deflection are each graph-
ically depicted in Figure 2.47a, Figure 2.47b, and Figure 2.47c, respectively, for
an example of horizontal drop test simulation in conducted in ADAMS. While
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(a) (b) (c)

Figure 2.47: Snapshots of the rover configurations in the different phases of the
impact simulation over a horizontal surface in ADAMS: in (a) the initial condi-
tion; in (b) the moment of touchdown with the pavement; in (c) the moment of
maximum deflection of the overall system [219].

(a) (b) (c)

Figure 2.48: Snapshots of the rover configurations in the different phases of the
impact simulation over a horizontal surface with the SA model implemented in
python: in (a) the initial condition; in (b) the moment of touchdown with the
pavement; in (c) the moment of maximum deflection of the overall system

Figure 2.49: Time-series frames of the two experimental drop tests: in the top
row the drop test on the horizontal surface; in the bottom row the skewed drop.
For both rows the figures in the first column (a and e) represent the initial con-
figuration of the rover; in the second (b and f), the moment of first impact with
the ground; in the third (c and g), the moment of maximum displacement of the
legs of the rover; in the last (d and h), the final ”rest” configuration [219].

the same, for the SA model, are shown in Figure 2.48a, Figure 2.48b, and Fig-
ure 2.48c.

In Figure 2.49 are depicted several acquired frames which have been taken by
utilizing a high frame rate camera during the rover prototype’s experimental drop
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Table 2.7: Initial conditions of the rover used in the three models for the horizontal
and skewed drop test [219].

Type z [m] χ [rad] ψ [rad]

Horizontal 0.281 0.039 0.0042
Skewed 0.299 0.116 -0.0809

testing. The first row of the figure (a-d) specifically depicts the horizontal drop,
whereas its second row (e-h) specifically depicts the skewed one. The frames in
each row, from left to right, show the rover’s initial configuration, the instant its
wheels impact with the surface, the moment of greatest deflection, and its “at
rest” posture. In Figure 2.50a and Figure 2.50b, instead, are shown the outcomes
in terms of the vertical position of the pin belonging to the rover’s left bogie,
respectively for the horizontal drop test and the skewed one.

Furthermore, it has been defined an index named deflection error in order to
statistically quantify the inaccuracies, which is defined as follows,

εd,∗ =
zr,∗ − zmin,∗

zr,EXP − zmin,EXP
− 1 (2.33)

where ∗ represents the model used, either experimental (EXP), numerical
(ADAMS), or semi-analytical (SA), with zmin,∗ = min(Bl,∗|z), and zr,∗ = Bl,∗|z(t =
1s). The error for the “at-rest” configuration, i.e. once the movement of the
structure after impact has stopped, can be defined as follows using the same
nomenclature:

εr,∗ =
Bl,∗|z

Bl,EXP |z
− 1 (2.34)

In conclusion, it has been defined the at-rest error and the deflection error as
two different metrics which will be further used for the quantitative comparison
study of all the models. The first is concerned with the sag experienced by
the rover when it has stopped moving, while the second is concerned with the
displacement of the rover’s chassis induced by contact with the ground. The
following will describe different features of the model performance using these
metrics, furthermore allowing for a thorough examination and comparison.

Differently from the prior case, for the obstacle negotiation case instead just
the models of the SA and ADAMS are taken into account and contrasted here.
Once more, the initial conditions for both models must be the same in order to
compare them. These, in this case, are the initial speed and the positioning of
the rover chassis in the simulated environment. The rover’s configurations for
the case of the velocity equals 1m s−1 are shown in Figure 2.51. More precisely,
Figure 2.51a shows the rover’s configuration using the SA model while the rover
as being intent on traversing the obstacle, with the front-right wheel on top of
it. The identical rover configuration is depicted using the ADAMS model in
Figure 2.51b, in contrast.
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(a) (b)

(c) (d) (e)

(f) (g) (h)

Figure 2.50: In the top row the vertical displacement of the pin of the left bogie
of the rover for each of the three models, for the cases of: horizontal drop test (a)
and the skewed drop test (b). In the middle row the vertical displacement of the
left bogie pin (Bl), the right bogie pin (Br), and the rover center of mass (G) for
the rover longitudinal speed of: 0.3 (c), 1 (d) and 2 (e) m s−1. In the bottom row
the trend of the rover pitch and roll angles for the SA and Adams models for the
rover longitudinal speed of: 0.3 (f), 1 (g) and 2 (h) m s−1 [219].

(a) (b)

Figure 2.51: In (a) a snapshot of the rover overcoming the ramp obstacle in the
simulation conducted in python; in (b) the same simulation conducted in ADAMS
[219].
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The findings for both models are shown below in terms of the vertical move-
ment of three rover-specific points; specifically, Figure 2.50 shows the pin of the
left bogie (Bl), the right bogie ones (Br), as well as the rover center of mass
(G) (c-e). The prefixes SA and A in the figures stand for the semi-analytical
and ADAMS models, respectively. The displacement, along the vertical direc-
tion, of the three sites is specifically reported in Figure 2.50c, Figure 2.50d, and
Figure 2.50e for rover speeds of 0.34, 1, and 2 m s−1, respectively. Last but not
least, Figure 2.50 reports the rover model’s findings in terms of roll and pitch
angles (f-h).

As measures to assess the disparity between the models, in this example, using
ADAMS and SA models, a number of indices are therefore created. Indeed, it
has been specifically specified the Root Mean Square (RMS) errors between the
positions of the points Br (RMSBr|z) and Bl (RMSBl|z), called also as the “hips”
of the rover, in the SA and ADAMS models. On the other hand, it has been
utilized RMSG|z for the COM’s position, and RMSχ and RMSψ, respectively,
for the pitch and roll angles.

Sensitivity analisys

In this paragraph, it is conducted and presented a sensitivity analysis done by
changing a selection of variables, including such f and cq as well as the torque
preload M0,τj,i , in order to determine the impacts of the uncertainties of some
semi-analytical design variables, tweak parameters, and improve match with the
experimental one.

The Root Mean Square (RMS) error between simulated and experimental
curves is specifically chosen as a measure. In order to more accurately replicate
the damping phenomena produced in the actual S-Structure, the damping coeffi-
cient cq assigned to the simplified joints in the SA model is the key parameter to
tweak. In order to simulate the case of the horizontal drop test, several simula-
tions have been carried out. Every variable that is subject to the above-reported
uncertainty is forced to fluctuate randomly in these simulations.

It is ideal that f −→∞, according also to Figure 2.26, to more accurately de-
scribe the step response characterizing the linear preloaded springs encapsulated
inside the generic S-Structure. However, high values assigned to this parameter
lead to an increase in discontinuities of the joint dynamics, which has a detrimen-
tal effect on the solver performance. The results depicted in Figure 2.52a seek
to quantify the impact of this factor. It is noticeable that the computing time
tc required to finish a simulation grows linearly. The same picture also demon-
strates that the RMS exhibits a minimum for comparable small values of f before
tending to linearly grow. The following factors are likely to contribute to this be-
havior: the general S-Structure has backlashes; the steel cables are flexible and
elastic; and the connection between the cable and the module is accomplished
by a loop in the cable. All of these factors work together to cause the preloaded
spring response to have a smoother trend than that of the expected step response,
which may be best explained by utilizing low values of f .

Figure 2.52b and Figure 2.52c show another noteworthy finding that was
produced by changing both cq and f variables simultaneously. By adjusting both
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f and cq, the response surface characterizing the RMS is shown in the first figure.
It is clear that either low values of cq combined with any of the f ones or low
values of f and cq lead to low values of RMS. Nevertheless, it has been then
chosen to utilize a low value of cq, in this case, equal to 0.14Nm s rad−1, in order
to better simulate the step response function of the preloaded linear spring within
the S-Structure (with f equal to 1 × 104). Instead, the second figure illustrates
the response surface that describes the computing time tc by changing both f and
cq simultaneously. It is therefore evident that when f and cq grow, computation
time also rises.

Finally, it has been measured the impact of the uncertainty of the estimation
of the individual torque preload M0,τj,i after selecting the parameters describing
the hardness of the step response function f and the joint’s torsional damping
coefficient cq. In specifically, a large number of simulations have been performed,
with each joint receiving a randomly selected value for the torque falling inside
of its normal distribution, that via experimentation has been determined and is
listed in Table 2.5. In Figure 2.52d, the outcome of these investigations is shown.
More specifically, the graph demonstrates the uncertainty of the left rover pin’s
vertical position along the z axis (very close to Bl) as a result of the preload
torques’ measurement uncertainty; the figure displays in form of gradient the
distribution and includes a 3σ confidence range.

2.3.11 Dynamic models’ validation discussions

The outcomes for both the two case studies which have been given in the previous
paragraph (see Sec. 2.3.10) are thoroughly explored in this section. Following a
summary and discussion of the sources of uncertainty, a thorough examination of
the actual data is provided, together with comparisons between the three models.

The rover described in this study is an extremely complex vehicle with several
DOFs and hyper-parameters, which necessarily makes the vehicle more compli-
cated overall. This makes modeling and replicating its dynamics when interacting
with the surroundings exceedingly challenging. Additionally, there are several
sources of uncertainty in the presented rover prototype, including flexibility and
elasticity of the structure as well as backlash inside the joints of the generic S-
Structure, which together lead the legs to rotate axially during impact. The
springs’ stiffness and their preload tension values are both subject to a minor
amount of error. In addition, the steering hub has shown signs of lability. In fact,
when a vehicle impacts the soil’s surface, the wheels naturally revolve around the
steering axis, indicating the existence of a compliant phenomenon in the steering
joint. On the other hand, the wheel hub as well as the rims also exhibit some
flexing phenomena. Additionally, the release mechanism which has been utilized
to trigger the drop is another source where experimental uncertainty might be
detected. In particular, the release mechanism introduces a minor disturbance
into the system when it is triggered, which has an impact somewhat on the ini-
tial conditions of the rover for the case of drop test situations even though it
was planned and manufactured to minimize interference. Figure 2.50a and Fig-
ure 2.50b experimental curve’s beginning portion provides evidence of this effect.
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Figure 2.52: In (a) the influence of the parameter f on the computation time
tc in seconds and on the RMS (in mm), together with linear regression for the
computation time; in (b) the response surface describing the RMS as the param-
eters f and cq (in Nm s rad−1) vary; in (c) the response surface describing the
computation time tc; and in (d) influence of the variation of the torque preloads
M0,τj,i in Nm on the vertical displacement of the pin of the left bogie: here,
the fuzziness represents a normalized statistical distribution associated with an
uncertain value of M0,τj,i , together with its mean value and 3σ boundaries [219].

It must be stressed that there are several ODE solvers for the numerical
models, such as the SA and ADAMS ones. This consideration may also be a
factor in the two models’ divergence from one another. Lastly, contact with the
soil has a significant influence. It has been observed that the wheels bounce
rapidly after a collision with the soil; moreover, still, the wheels are subjected
to a regular amount of play in the rolling axis because of the relatively loose
connection with the drive. When these two effects are combined, the wheel is
only slightly affected by soil friction effects during impact and deflection (about
from 0.17 to 0.22 seconds in Figure 2.50a), but it is more during the rebounding
phase (0.22-0.35 seconds) when the wheels are solidly in touch with the soil. The
previously cited play phenomenon is essentially recovered by the bounces, which
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means that friction’s influence upon the motion during deflection is significantly
reduced. In comparison to other curves that are not affected by this effect, the
effect results in a larger deflection and a smaller rebound.

The numerical models only partially account for all of the aforementioned
factors, which cause some of the models to deviate from the experimental findings.
It’s noteworthy to notice that the SA model generally exhibits strong adherence
following the rebound phase. This is most likely because the damping coefficients
cq assigned to the simplified joints of the S-Structure, which are artificial and
have no physical counterparts, were changed to match the model. Throughout
the experimental campaign has been observed damping which is likely caused by
the complicated behavior of friction phenomena occurring between the wheels and
the soil, as explained in the preceding paragraph, and it is only loosely modeled
by ADAMS. Throughout contrast, the ADAMS model replicates the S-Structure
mechanism, which however has not been fitted including an explicit damping
component. Finally, once the motion has stopped, the SA model exhibits amazing
coherency with the experimental findings. ADAMS, however, does not adequately
represent this. This is most likely because the experimental model exhibits some
structural compliance, which the SA model very effectively captures throughout
its soft formulation for the elastic response of the preloaded springs, as seen in
Eq. (2.13).

Table 2.8: Comparison between semi-analytical (SA) and numerical (Adams)
models and experimental (EXP) errors for the two case studies. Drop test: “at-
rest” error for SA and the Adams models with respect to EXP; deflection error
for SA and Adams models with respect to EXP. Drive test: the RMS between
the SA and Adams models [219].

Drop Tests Drive Tests

εr,SA
(horizontal) 0.7%

RMSBl|z

(v = 0.34m s−1) 0.6042mm
(skewed) 0.2% (v = 1ms−1) 0.5525mm

εr,Adams
(horizontal) 5.1% (v = 2ms−1) 0.9335mm
(skewed) 3.1%

RMSBr|z

(v = 0.34m s−1) 0.7457mm

εd,SA
(horizontal) 12.6% (v = 1ms−1) 1.1962mm
(skewed) 30.9% (v = 2ms−1) 2.6094mm

εd,Adams
(horizontal) 7.57%

RMSG|z

(v = 0.34m s−1) 0.4440mm
(skewed) 24.8% (v = 1ms−1) 0.7007mm

(v = 2ms−1) 1.5758mm

RMSχ

(v = 0.34m s−1) 0.0012rad
(v = 1ms−1) 0.0032rad
(v = 2ms−1) 0.0035rad

RMSψ

(v = 0.34m s−1) 0.0068rad
(v = 1ms−1) 0.0057rad
(v = 2ms−1) 0.0072rad

Even with the aforementioned sources of inaccuracies as well as the differences
seen in the transitory phase, all the models exhibit excellent conformance in
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the resting position if the definitions for both the errors defined in Eq. (2.33)
and Eq. (2.34) are considered. The SA and experimental comparisons are good
examples of this. In fact, using Table 2.8 as a guide, it is possible to observe
that those errors are rather small in the case of a horizontal drop in the resting
configuration for the SA model. Considering the error at rest, the numerical
model exhibits larger error values, for the skewed drop, with errors as low as
εr,SA = 0.2%. When the drop is skewed, the greatest maximum deflection errors
have been observed to be εd,Adams = 24.8% for the ADAMS model and εd,SA =
30.9% for the SA model. The existence of backlash, friction, and structural
compliance are only a few of the factors previously mentioned that contribute to
these deflection error values in the skewed scenario. Additionally, there is the
challenge of re-creating accurate initial conditions for both the ADAMS and SA
models which are consistent with the experimental setup. Last but not least,
it should be kept in mind that in the skewed scenario, the measuring plane on
the rover is inclined relative to the one of the Motion Amplifier sensor, resulting
in accuracy problems in the identified displacements. A bigger deflection error
compared to the horizontal drop example is the result of all these elements acting
together to introduce inaccuracies.

Figure 2.50(c-h) illustrates the extraordinary consistency observed between
the responses of both the two numerical models under consideration, the SA and
the ADAMS models, with regard to the drive tests. These findings, nevertheless,
need to be taken into consideration in various ways. The angle of pitch between
both the models matches exactly, as can be observed in particular from Fig-
ure 2.50(f-h), although there are a few discrepancies in the roll angle trajectory.
The reason for these variations is that the wheels in the SA model are portrayed
as a disk without any depth, but the wheels in the ADAMS model have been
modeled as rigid bodies with a finite depth extension. As a result, when the
rover encounters the obstacle and attempts to surmount it, it tilts in a rigid way,
which causes the contact surface to shift throughout the profile of the wheel as
the roll angle grows, this causes also the separation between the steering axis of
the wheel and the point of contact of the wheel to increase. This explains why
the roll angle which has been observed in the ADAMS model is greater than the
SA one even if having equal simulation time.

Since the positions of the three selected points (Bl|z, Br|z, and the G|z) are
dependent on the angle of roll of the rover, the difference seen in this quantity
affects all the pins’ vertical displacements, as well. In particular, it is a little
lower than those represented by the SA model, as can be seen in Figure 2.50(c-e).

A fascinating finding can be observed in the trajectory of the solid curves
which exhibit greater frequency oscillations near the peak of their trapezoid
shapes, as seen in Figure 2.50(c,d,f,g). This is because the rover is tipped so
much that the contact surface is located on the wheels’ grousers. In this manner,
a hopping-like motion is experienced by the rover as the contact patch switches
between one grouser to the subsequent one.

Figure 2.50(d,e,g,h) clearly shows that the SA and ADAMS models’ curves
have a little amount of temporal shift. They implicitly presuppose that the wheels
of the rover generally operate under slip circumstances because of the method
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contacts are described. Because of friction, there are differences in the models’
points of contact. The magnitudes of slip that are applied to the wheels in the
two models differ as a result. This variation obviously affects both the rover’s
distance traveled and its punctual velocity.

The graphs illustrated in Figure 2.50(c,f) largely follow the geometry of the
obstacle for the rover velocity equals to 0.34m s−1, indicating that the effects of
the dynamics are relatively minimal. When the rover speed is 1m s−1, as shown
in Figure 2.50(d,g), the obstacle’s shape can nevertheless be clearly seen, but the
dynamics effect can be observed in some places. On the other hand, in the case
of 2m s−1, Figure 2.50(e,h), the trajectory is significantly distorted due to the
dynamic effects rather than the geometry of the obstruction. The bounces and
rebounds of the structure, as well as the intervals during which the wheels do not
come into touch with the soil, are easily discernible in these curves.

It has been observed, nevertheless, that consistency between both the numer-
ical models is mostly maintained under control, even during the high-speed sce-
narios (1 and 2m s−1). Given that the rover’s speed throughout the drop impact
test is comparable, the two elected speeds for the driving tests are distinguished
by their inclusion of significant dynamics effects.

For each simulation example, between the graphs of the ADAMS model and
the SA one the RMS is calculated. This has been done in order to offer a quan-
titative understanding of the conformity between both models. The values again
for roll and pitch angles are very low, with observed maximum values about
0.007 rad, and in the instances of the Bl|z and Br|z no greater than 3mm, as
shown in Table 2.8.
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2.4 Towing manipulation strategy

In this section, we aim at studying and addressing a very interesting and useful
topic in the whole field of mobile robotics, which is that of object manipulation.
Indeed, with a view to assigning more and more in number and increasingly var-
ied tasks to mobile robots, the development of systems and methodologies to be
able to manipulate objects in the surrounding environment is also being studied.
This topic is also of particular interest in the field of mobile robotics for space
applications of course. In fact, in addition to the current manipulation techniques
used that allow probing, sampling, and collecting samples from the environment,
these techniques can be used for other more sophisticated applications of par-
ticular interest to the scientific community. Just think of the idea of being able
to deploy and use sets of robotic systems at a landing site on a planet, and for
these to go and move and manipulate objects in order to build precursor bases
prior to human arrival at the site. Specifically, in this section, a manipulation
technique based on the towing, by means of elastic elements, of objects placed on
the ground will first be studied in detail and formally, in a general way. Next, the
focus will be shifted to the development of a path planner for the towing robot,
which is intended to generate trajectories that the latter must follow in order
for the object to be towed from a starting point to an endpoint and to follow a
certain predetermined trajectory. This study also draws attention to the use and
validation of this methodology for the Archimede rover, which was described in
the previous section. In addition, the influence that constraints on the rover’s
steering joints have on the generated trajectories is quantified.

It is evident that the main interaction that needs to be carefully resolved in this
study is the interaction that the robot has with the towed object. This, unlike the
interactions seen in the previous sections, is an active type of interaction. In fact,
the rover, through the use of cables for towing operations, generates interactions
that allow it to actively manipulate objects placed on the ground. Finally, this
interaction falls into the macro group of environment-robot interactions. In this
study, this is not the only interaction that the mobile robot is subject to, but as
seen in the previous section the rover is subject to interactions with the ground
through the wheels. However, the latter is not very relevant for the purpose of
this study. In fact, particular attention in this study is rather placed on the
interaction that occurs between the object that is to be towed and the ground.
This as will be seen is of fundamental importance in order to develop a proper
methodology for object towing and the development of a path planner for the
robot.

Summarizing, the contributions of this section can be listed in:

• The formulation and application of a quasi-static approach for the path
planning of a towed object;

• The implementation of a continuous contact model and the development of
two different dynamics models for the towing problem;

• The application of the approach to the Archimede planetary rover prototype
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which is subject to joint limits constraints, and successive determination of
the influence of its kinematics;

• The experimental validation of the proposed manipulation approach.

2.4.1 Introduction

In the space exploration field, planetary rovers have long been the focus of in-
terest and research. It is becoming increasingly obvious and necessary to focus
research on how such robotic systems, which usually possess a certain degree
of autonomy, can be used in order to prepare and therefore set up the colonies
and, consequently, the manipulation and movement of objects, given the ever-
increasing interest in space exploration and, in particular, potential and in a
relatively close future human settlements on the Moon. There are several in-
stances of rovers that can manipulate things and collect samples [229–231]. The
Mars 2020 Perseverance Rover, which does have a robotic arm with five DOFs
equipped to be used in collecting and storing samples, is the most current and im-
pressive example [232,233]. Therefore, it is expected that the usage of planetary
rovers for handling, transport, and payload manipulation for the goal of setting
up human settlements would soon become a reality. The problem, despite being
of great interest to the scientific community, poses two main challenges: the first
regards the planning operations, or how to plan the rover’s motions such that the
object is correctly placed in the intended position [234,235]; the second, instead,
regards the safety aspects, or how to position the object safely while avoiding the
environment’s obstacles.

There is a significant amount of literature on various types of object manip-
ulation techniques used by mobile robots. Furthermore, a large number of robot
collaboration strategies include working together to accomplish the given common
goal. For instance, flexible components tied all around the object required to be
manipulated have been explored for manipulation utilizing prehensile [236, 237],
and non-prehensile [238] strategies. By using sticks and strings Yamashita et
al. studied cooperative manipulation of objects, where these elements have been
utilized as tools for pushing or pulling, respectively, in 1998 [239]. Other trans-
portation methods are described in the literature [240–242]; they typically focus
on control and formation control issues and include goods delivered on top of
a mobile robots team. A similar strategy that has been explored by Hichri et
al.[243] includes the potential for many robots to collaboratively push the object
first before lifting and then transporting it, in 2014. Pushing is an extensively
studied manipulation technique, which can be either be carried out by a single
mobile robot pushing the object [244–246] or it is carried out cooperatively [247],
which may also involve caging [248]. In 2014 Ohashi et al. contributed with an
intriguing study in which they adopted a mixed approach. This entails tilting
the object to allow handcarts to fit underneath it, then pushing the object to
complete the conveyance [249,250].

Towing is indeed a manipulation technique that often uses cables; it has re-
ceived much study and finds utility in practical situations in the realms of mar-
itime and airborne applications. Towing is employed in the former when “escort
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tugs” are deployed to assist huge ships [251, 252], or to pull tiny submarines
[253, 254]. The latter, however, uses towing mostly to convey hanging payloads
[255–259]; nevertheless, a towed decoy system to shield military aircraft from
radar-guided missiles has also been investigated [260].

While towing is frequently employed in the maritime and aerial industries,
there aren’t many studies that apply it to mobile robots which operate on the
ground. Since cables add a significant amount of complexity, other sorts of tech-
niques, such as pushing, are favored for the latter, as was already previously
indicated. Two rovers connected by a tether are seen in the Axel rover [235,261],
while Cliff-bot [262] uses a similar strategy. A quasi-static (QS) method was
employed in order to tow an object having a “L” shape featuring three point-like
points of contact in the study presented by Cheng et al. in the challenge of towing
objects using several collaborating mobile robots. In their study, each of the mo-
bile robots is attached to the object [263]. Passive tails attached to the backside
of mobile robots were proposed by Kim et al. in order to hook and afterward tow
items [264, 265]. On the basis of ant behavior, Wilson et al. created models for
object towing in 2018 [266].

It is known as the “planar sliding issue” the problem that rise when an object
that has been placed on a flat surface is forced to slide as a result of pushing or
towing operations. When two bodies are sliding relative to one another, friction
exists at the contact surface. When the contact interface between two bodies
cannot be assumed to be a single point of contact and is instead a surface, in
addition to the conventional forces of friction, also a frictional moment takes
place as well. The modeling of an item moving on a two-dimensional surface,
however, is not simple. Additionally, the motion of the sliding item is largely
dependent on the distribution of pressure, which generates between the body
and the contact surface, and is typically unpredictable and cannot be predicted
beforehand. Another source of uncertainty is the distribution of friction between
both sliding elements; in reality, friction behavior cannot be universally assumed
to be constant and uniform throughout the whole surface and may vary depending
on the region. Additionally, the characteristics of friction may also change over
time. Furthermore, the pressure distribution is influenced by the external loads
that are applied to the sliding item.

The terrain is often soft and uneven while working with planetary rovers [267,
268], as opposed to hard and smooth. Many works have explored the interaction
phenomena which occur between wheels and soil [269, 270], and even in some
cases with emphasis on experimental [271–273].

Numerous researchers have concentrated their efforts and research on what
is referred to be the field of the “mechanics of sliding objects”. Mason [274],
who developed an essential theory that specifies the sense of rotation (clockwise
or counterclockwise) of a pushed item regardless of the pressure distribution,
put out a highly remarkable study; Goyal et al. [275, 276] proposed the idea
of a friction limit surface which has the role of relating the net frictional load,
which is represented by friction force and friction moment, to the motion of an
item sliding; Howe and Cutkosky suggested that an ellipsoid may be used to
approximate the friction limit surface introduced by Goyal et al. and therefore
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create an exact and quantifiable relationship between both the net frictional load
and the object sliding speeds [277]. Later, these elements were utilized for robotic
pushing [278], stable robotic pushing [279], robotic pushing while anisotropic
friction characteristics were unknown [280], and robotic cooperative towing [263].
The same idea has been widely applied to robotic soft-fingers, which typically
include pressing an item on a surface and subsequently moving it with the help
of an external agent, as an instance, a robotic arm [281–286]. Models in this
domain are simpler since the pressure distribution is often assumed to be known
in advance.

The current effort focuses on the capacity to tow, by using a cable, an object
of general shape. At this point in the research process, cables are thought of
as massless elastic constraints that solely exhibit traction behavior. In general,
manipulation by towing enables manipulation of items that cannot be lifted, for
example, due to their weight or size. Furthermore, it is thought that a system
utilizing a strategy, which employs towing manipulation, could be preferred over
the traditional pick-and-place operations that are currently used on planetary
rovers. The latter would necessitate the rover being equipped with the robotic
arm, which is typically a heavy apparatus, making the overall robotic system way
harder to design given the typical strict weight constraints for space missions. The
operating life of the rover is further impacted by additional load due to increased
wear, power usage, risk of embedding in loose soil, etc. The separation of the
payload which comes with towing may theoretically be a viable choice in extreme
situations.

The study discussed in this section is related to the work on cooperative
towing given by Cheng et al. [263]. The two studies are, nevertheless, distinct
in a number of ways. In order to calculate the pressure distribution in their
research, the authors first employ a three-point contact model; in contrast, in
this study, it is assumed a bi-dimensional continuous contact surface, and that
is incompatible with the assumption of point contact. As the towing actor, it
has also been taken into account the Archimede planetary rover prototype. As
it has seen in the previous section, this rover is subject to more complicated
kinematics restrictions, such as steerable wheels and constrained steering joints.
This fact causes the mobility of the mobile robot to decrease. Finally, Cheng’s
method employs a fleet of three robots, whereas in this case, it has been used just
one rover to plan the position of the towed object. A sole mobile robot towing
the item makes the multi-robot system less manageable and the planning more
difficult, even if it is helpful to utilize several robots to manipulate an object since
it theoretically permits the object to take any position. A space research mission
employing a multi-robot system might be too costly and difficult to operate; on
the other hand, using a single robot simulates the potential circumstance where
a planetary rover is the sole towing agent available.

Finally, this section is structured as follows: in Sec. 2.4.2 is outlined the
problem of towing an object. Subsequently, it is presented the contact model
adopted, the development, and a detailed description of the quasi-static model
used for addressing the problem and generating the trajectories. Moreover, it will
be presented the two different dynamic models for the object being towed as well
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is presented the model of the rover model subjected to joint limits constraints and
presented a path planner which leverages the concept of the ICR projection and
the orientation look-ahead. In Sec. 2.4.3 are reported the findings obtained for
the selected simulated use cases, first regarding the path planning, while secondly
for the sensitivity analysis performed in order to capture the influence that some
hyper-parameters have on the presented approach. Finally, in Sec. 2.4.4 are
reported the experimental results that have been obtained for the validation of
the approach.

2.4.2 Methodology

The major goal of this study is to determine how an item should be towed in or-
der to follow a specified reference trajectory, specifically what the towing agent’s
trajectory should be in order for the object to actually follow the reference tra-
jectory. In this study, it is assumed that perhaps the motion of the towed item
is suitably slow, thus allowing to ignore the inertial components and it has been
elected to derive the solution by using the quasi-static approach.

In reality, the towing agent’s trajectory—or, to put it more broadly, its mo-
tion—is generated as a result of this quasi-static, QS in short, approach. Due
to some established assumptions, such as inertial effects, it must be confirmed
that these do not significantly deviate from the desired nominal route in order to
verify the technique. Due to this, it has been gone through two dynamic models
in the paragraphs that follow: one that is only dependent on the forces applied to
the towed object as determined by the quasi-static technique, and another that
explicitly takes into account the towing agent’s trajectory. By correlating the
nominal trajectory of the towed item with the calculated real trajectories using
the dynamic models, it is therefore possible to validate the methodology by using
those models.

Thinking about the scenario where a generic-shaped body is being towed
by an external force while sliding on a horizontal plane. The extremely broad
case is illustrated in Figure 2.53, where it is assumed that the body is bound
to travel along a reference trajectory so(t) having an arbitrary shape. In this
context, the triple (x, y, ϑ) specifies the state of the object, which is referred to
as a generic point P , represented in the inertial frame of reference (O, êx, êy, êz).
Furthermore, P is considered to be the point in this context that must follow
the trajectory in this manner. Let’s introduce then (P , ı̂o, ȷ̂o, k̂o) as the reference
frame fixed to the object. The applied towing force T to the anchor point QT ,
the frictional force Fk which is applied to the center of friction Qk, which is the
result of a friction coefficient uneven distribution throughout the contact patch,
as well as the applied frictional momentum Mk all together affect the object’s
velocity, indicated with v.

Specifically, Figure 2.53a depicts the standard free-body diagram of a body be-
ing towed and sliding on a planar frictional terrain, whereas the relation between
both the object and rover trajectories, represented through an elastic unilateral
tether having a length at rest l0 and stiffness κ, is shown in Figure 2.53b.
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Figure 2.53: General diagram regarding the motion of an object along a trajec-
tory, over a frictional surface, and towed by a rover: in (a) the free-body diagram
of the towed object; in (b) focus on the trajectories of the object and of the rover.

Contact modeling

The method used to create the geometry of the object as well as the modeling
of the two fundamental forces, that are exchanged between the object and the
horizontal frictional surface (also known as pavement, for short) that makes up
the contact interface, are both described in this paragraph. Specifically, these two
forces are the normal and tangential contact forces to the contact surface. The
first is determined from the knowledge of the distribution of the contact pressure;
while the second is the frictional force, determined from the knowledge of the
Coulomb friction model’s parameters.

• Contact Patch Geometry Definition: A CAD software package is employed
in order to model the object’s shape, precisely its contact surface. First,
a STL file format is exported and subsequently loaded into the simulator
which has been developed in MATLAB8. The mesh needed to evaluate the

8The data and the source code are publicly available at the following GitHub repository:
https://github.com/matteocaruso1993/towing-rover.git.

https://github.com/matteocaruso1993/towing-rover.git
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pressure distribution all along the contact patch is eventually generated by
the simulator. An imbalanced cube (squared contact surface), which will
be primarily utilized in the sensitivity analysis, which will be presented
in the later sections, and a generic geometry with the contact surface, as
illustrated in Figure 2.54a, are the two primary geometries utilized within
this study.

(a) (b) (c)

Figure 2.54: Contact model. In (a) the mesh representing the initial contact
surface; in (b) the mesh of the effective contact surface for the case of an extremely
unbalanced object towards the left side and focus on the cutting plane, shown in
grey; in (c) the plot showing the convergence of the normalized plane coefficients
and the residuals.

• Normal Force: The distribution of the contact pressure, which again is
unknown a priori and typically is not uniform, is used to calculate the
resulting normal contact force. The contact pressure distribution that a
body experiences, while it is lying on a surface, relies on the object’s mass
distribution, unbalanced loads, and external forces acting on it. Typically,
when two bodies are squeezed together, the pressure of the contact results in
a change of both their geometry, which may then result in a mutation of the
effective portion of the region where contact occurs. This is demonstrated
in Figure 2.54b, in which the contact patch, or the region where contact
takes place, is in fact less than the object’s complete extent, which instead
is depicted in Figure 2.54a. As a result, the pavement is represented as a
continuous sheet of linear springs with stiffness kgr in order to comprehend
the pressure distribution. Additionally, if the body only slightly penetrates
the pavement, it is mathematically viable to represent the distribution of
both the penetration and consequent pressure of the object as a plane. For
simplicity’s sake, the plane is defined as follows within the body fixed frame:

z(ξ, η) = aξ + bη + c (2.35)

where the values ξ and η are, respectively, the increments along the versors
of the fixed reference frame of the object ı̂o and ȷ̂o; whereas a, b, and c
are the three coefficients which describe the plane in the three-dimensional
space.
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Considering Eq. (2.35), sheet kgr’s stiffness, together with the observation
that pavements can transmit normal forces when compressed only, it is
straightforward to formulate the following rule for the distribution of the
contact pressure distribution p(ξ, η), and therefore the normal force:

p(ξ, η) =

{︄
−kgr(aξ + bη + c), z ≤ 0

0, z > 0
→ Fn =

∫︂
S

p(ξ, η)dS, (2.36)

where Fn represents the normal contact force that is exerted at the center
of pressure and S represents the integration domain, which matches with
the contact patch surface.

In this study, a cell-centered Finite Volume Method (FVM) has been used
rather than a closed-form solution in order to accomplish integration over
general domains. This has been done since the integration domain, or
the contact patch could have any shape. Specifically, in this study when
a surface integration is required, such as for the distribution of p(ξ, η),
the FVM will be applied. This also holds true for the components of the
frictional force Ff and Mf , as will be demonstrated in the later paragraphs.

• Friction Model : As done in Sec. 2.3.1 the model proposed by Makkar et
al. in [220], is leveraged to describe the friction coefficient between two
sliding bodies as a continuous and always differentiable function as done
in Sec. 2.3.4, and whose formulation, for comfort purpose, will be reported
here again as well,

µ(v) = γ1 (tanh (γ2v)− tanh (γ3v)) + γ4 tanh (γ5v) + γ6v (2.37)

where v is the relative velocity of the sliding bodies and the γi terms again
are the positive constants that specify the friction model. For simulation
stability and the creation of high-performance continuous controllers, both
the continuity and the differentiability of the function describing the friction
are crucial [220]. Since it is not really practical to express the γi parameters
explicitly, as done as well in section Sec. 2.3.1, it has been chosen more
useful engineering parameters like µs, µk, vs, and vk, which again stand for
the static and dynamic friction coefficients, stiction, and friction velocities,
respectively. The friction model was then created by computing the γi
parameters using also in this case a Dual Annealing Algorithm [287].

The coefficient of friction µ, in general, is a characteristic that may take on
different values over the contact patch; as a result, a distribution of values
µ(ξ, η,v) can be used to characterize it. The friction force is therefore
defined as follows according to [274],

Ff = −
∫︂
S

µ(ξ, η,v)p(ξ, η)
v(ξ, η)

||v(ξ, η)||dS, (2.38)
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while the moment due to frictional forces is then defined as follows,

Mf =

∫︂
S

−r(ξ, η)× µ(ξ, η,v)p(ξ, η) v(ξ, η)

||v(ξ, η)||dS, (2.39)

in which the position vector of a general point which is represented by
the pair (ξ, η) and in relation to the frictional center Qk is denoted with
r(ξ, η). The notion of the Friction Ellipsoid relates the frictional forces and
the friction moment, an illustration of it can be seen in Figure 2.55b; for a
thorough discussion, we refer the reader to the work of Goyal et al. [276].
The state of the friction, intended as a vector defined with the components
[Ff,x, Ff,y, Mf,z], must lie inside this ellipsoid. The region inside the sur-
face determines the states at which there is no motion, while the surface
determines the limit at which the object is in motion.

Figure 2.55a shows the synthesized friction coefficient, using the model pro-
posed by Makkar et al. as a function of the sliding speed. In this figure
can be identified the static friction coefficient, the Stribeck effect, and the
dynamic friction coefficient. In Figure 2.55b is shown the friction ellipsoid
obtained for the cube case confirming the concept introduced by Goyal et
al. Finally, in Figure 2.55c is reported the friction force field acting on the
cube under a sample motion.

(a) (b) (c)

Figure 2.55: Friction properties for the case of the block with a side length of
1m: in (a) the friction coefficient trajectory as a function of the sliding speed;
in (b) the obtained friction ellipsoid and in (c) the friction force field the contact
patch experience.

Quasi-Static Model (QSM)

According to the preceding paragraph, Eq. (2.35) and Eq. (2.36) represent the ob-
ject’s penetration and the distribution of contact pressure, respectively, whereas
Eq. (2.38) and Eq. (2.39) describe the frictional force as well as the frictional
momentum vectors, respectively. However it is still unclear at this point how it is
possible to calculate the object penetration (and consequently the pressure dis-
tribution). In order to calculate the pressure distribution, the Quasi-Static Model
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(QSM), which disregards the influence of inertial forces, is described within this
paragraph.

There are three equations that must be solved in order to determine the
previously introduced coefficients required for defining the plane (a, b, and c)
in the space. As a result, it has been taken into account the static equilibrium
condition along k̂o and the moment equilibrium condition around ı̂o and ȷ̂o having
the pole for its computing lying on the contact patch. Hence, the following can
be used to express these equilibrium equations for the QSM:

N∑︂
i=1

Fext,i · k̂o +
∫︂
S

p(ξ, η)dS = 0(︄
M∑︂
j=1

Mext,j +
N∑︂
i=1

(Pi −Π)× Fext,i

)︄
· ȷ̂o −

∫︂
S

ξp(ξ, η)dS = 0(︄
M∑︂
j=1

Mext,j +
N∑︂
i=1

(Pi −Π)× Fext,i

)︄
· ı̂o +

∫︂
S

ηp(ξ, η)dS = 0

(2.40)

(2.41)

(2.42)

where Fext,i represent the i-th vector of the external force applied to the
object and having application point Pi with i = 1 . . . N , Mext,j is the j-th vector
of the external moment applied to the body with j = 1 . . .M , and Π represent
a generic pole with respect to which the momentums are calculated. The system
above may also be written as a Apxp = Bp linear system with xp = [a, b, c] by
replacing the pressure distribution law; it can be demonstrated that the matrix
Ap only depends on the shape of the contact surface as well as the “stiffness”
of the surface, whilst the matrix Bp solely depends on the external forces and
momentums. The subscript p is used to differentiate these terms from the ones
used in the previous sections. The closed-form solution of the linear system
makes it straightforward to define the plane. However, as previously mentioned,
the FVM is used to compute the surface integral terms.

The pressure distribution is influenced by external forces, as indicated in the
preceding paragraphs and demonstrated by the equations above. As a result, the
pressure distribution must constantly be recalculated. The following hypotheses,
which let computing the pressure distribution just once, at initialization, were
included to avoid this problem:

• The towing force is parallel to the contact patch;

• There is zero vertical offset of the towing force, with respect to the contact
plane.

It needs to be noted that even once the plane is identified, it may not be
the appropriate one. This is so that it is clear why the pavement only responds
forcefully under compression but not in traction, as was previously indicated. It
is improbable that a localized area of the ground would be subjected to traction
loads whenever an eccentric force is exerted. In reality, just a small contact
surface experiences a ground response pressure under extremely eccentric vertical
pressures. This being said, the plane has to be determined through an iterative
procedure in order to solve this issue. At every iteration, the portion of the
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support surface that is affected by traction is deducted from the original support
surface S. As a result, a new support surface S ′ and new mesh are produced. This
procedure continues only until the residuals, denoted by the symbol res, reaches
the convergence, where the residuals are defined as res = ||A′

pxp −Bp||, where
A′

p corresponds to the matrix Ap but calculated on S ′. Figure 2.54 depicts
the procedure of removing the contact patch recursively for calculation, with
Figure 2.54a and Figure 2.54b depicting the initial original mesh as well as the
reduced mesh as a result upon convergence, respectively. The convergence of both
the residuals and the normalized plane coefficients can be seen in Figure 2.54c,
in contrast. The example of an extremely eccentric vertical stress acting on a
generally shaped item is the subject of these early findings.

Additionally, the just-explained process of iteratively removing integration
domain portions, computation of the plane coefficients, and its implementation
is reported as pseudocode in Alg. 1.

Algorithm 1 Pseudocode for the computation of the pressure distribution along
the contact patch

tol← 1e−6, res← 1e6

M ← loadModelFromSTL(path)
S ← getMesh(M)
while res > tol do

(Ap, Bp)← getABMatrix(S, F )
(a, b, c)← getP laneCoefficients(Ap, Bp)
(z, p)← computeP laneAndPressureF ield(a, b, c)
S ′ = S(z ≤ 0)
(A′

p, B) = getABMatrix(S ′, F )
res = ||A′

pxp −Bp||
S = S ′

end while

It is possible to calculate the frictional force and moment vectors after identi-
fying the appropriate plane and, consequently, the contact pressure distribution.
The needed towing force T , required for the point P to trace the provided tra-
jectory so thus, may finally be computed by using the QSM technique once more
to solve the equations for the translational components along the ı̂o and ȷ̂o axis.
It’s important to note that modeling the contact surface using a mesh enables the
description of any shape of the object. In addition, when combined with modeling
the friction coefficient with Eq. (2.37), it enables the simple implementation of a
general Coulomb friction model, which may then account for anisotropic friction,
or µ(ξ, η, v).

Dynamics model

A bi-dimensional dynamics model has been developed for the sliding motion of a
towed body over a flat surface in addition to the previously disclosed quasi-static
model. Specifically, it has been chosen to develop it in order to compare the out-
comes of the QSM technique as well as the outcomes of the experimental testing
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and the numerical simulations. With three DOFs, a generic rigid body bound to
slide over a flat surface can be totally represented by the vector of the generalized
coordinates q = [x, y, θ] and expressed in the inertial frame. Therefore, just three
second-order ODEs are required, as shown in the following. By using the Newton
method, and with reference to Figure 2.53, we obtain:

moẍ =
∑︂
i

Fi · êx

moÿ =
∑︂
i

Fi · êy

Izzϑ̈ =
∑︂
i

(Pi −Π)× Fi +
∑︂
j

Mj · êz

(2.43)

(2.44)

(2.45)

where mo represents the mass of the object being towed, Π represents an arbi-
trary point chosen for the calculus of the momentums, Izz is referred to as the
inertia component along the body’s axis z, Pi represent the point of application
associated to the i − th force Fi; while Mj represent the j-th applied moment.
Moreover, as outlined in Sec. 2.3.4 for the dynamics model of the rover, it is
possible to define an additional vector u = q̇, in order to represent the system
in a state space form. It follows that the augmented vector is ẋ = [q̇, u̇], hence
the resulting augmented system has 6 first-order ODEs. The system can be also
seen in the most general formulation Aẋ = Brhs and therefore be solved with any
integration scheme. Specifically, within this investigation, it has been elected to
use a solver for stiff equations, namely ode15s [288].

In relation to the towed sliding dynamics simulations two primary instances
are taken into consideration. Nevertheless, for both instances, the quasi-static
method is required as a first step necessary in order to determine the force tra-
jectory of the towing force T (t), which is in turn necessary for the object to follow
the designated trajectory so. The aforementioned two cases are:

• Case 1. FeedForward Dynamics (FFD): Using spline curves to interpolate
the towing force trajectory T (t), which has been acquired via QSM, the
towing force has been therefore applied directly to the object, as an applied
external force;

• Case 2. FeedBack Dynamics (FBD): The rover trajectory sr(t) is first
calculated using the towing force trajectory T (t) given from QSM and is
then interpolated using again spline curves. The dynamics simulations are
then conducted using the trajectory sr(t) rather than the force trajectory,
and thus the towing force is calculated by treating the tether as an only
traction spring as follows:

T =

{︄
κ (l0 − ||Pr −Qr||) Pr−Qr

||Pr−Qr || , ||Pr −Qr|| ≥ l0

0v, ||Pr −Qr|| < l0
(2.46)
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Figure 2.56: Kinematics model of the rover and path-planning definitions. In
a) the model’s main geometrical parameters are shown, highlighting the reduced
2-wheel bicycle model (red) equivalent to the full 4-wheel rover (green); in b) the
relations are shown between the towed object and the rover, with emphasis on
the respective trajectories so(t) and sr(t). Both in a) and b) the admissible ICR
location area is shown in cyan color. In c) the nominal trajectory is shown and
compared to the computed “effective” trajectory approximation around the ICR
Ωr; in d) the cases are shown (Case B and C) where the computed ICR is not
feasible.

Rover model

As already mentioned to the planetary rover prototype Archimede, extensively
described in Sec. 2.3, is assigned the duty of towing the object. Specifically,
the QSM approach described in this paragraph allows for the synthesizing of the
nominal rover trajectory, which we will denote with sr(t), starting from the knowl-
edge of the object’s planned trajectory so(t). Nevertheless, the actual trajectory
invariably deviates from the nominal one due to the kinematics and dynamics
of the rover. Additionally, it has been provided a non-holonomic model for the
Archimede rover that takes into account the total kinematics, including in partic-
ular the steering angle restrictions for each wheel, in order to assess this disparity.
Deliberately, the rover’s dynamics is omitted within this study.

1. Kinematics Model: For this purpose, it has been used the definitions
and the geometry that are shown in Figure 2.53b and in Figure 2.56. While
the basic geometry of the rover is specified in Figure 2.56a, Figure 2.56b
illustrates the connection and interaction between both the rover and the
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Figure 2.57: Results of the QSM, under the assumption that the motion of the
object happens so slowly that the assumption of quasi-staticity of the motion
is valid. In the first row, the motion of the object is shown when obtained
through QSM for the line (a), the circle (b), the lemniscate (c), and the square
(d) trajectories cases. In the second and third rows, the nominal trajectories are
reported of the object (black) and the nominal trajectories of the towing rover.
Moreover, it shows the effect that the unbalancing of the object, by imposing the
gravity application point in G1, G2, and G3, has on the nominal trajectories of the
towing rover: for the line trajectory (e), the circle trajectory (f), the lemniscate
trajectory (g) e the rounded corner square trajectory (h).

towed object. As introduced in the previous paragraph regarding the QSM
method: by considering stiffness κ and length l0 at rest, the rover’s con-
nection to the towed object is described as a unilateral elastic constraint
(traction only). Additionally, the steering is controlled by the rover control
system in such a way that the point Pr of the rover tracks the trajectory
sr(t), allowing the item to move through the introduced elastic relation and
it is able then to follow its own predetermined trajectory so(t).
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In this investigation, the kinematics of the four-wheel steering rover Archimede
is obtained with a different, but analogous method, with respect to the ones
presented in Sec. 2.3.5. This method is based on the fact that the rover can
be thought of as a bicycle system. In fact, as can be seen in Figure 2.56,
non-holonomic four-wheel kinematics, like that of the rover, may be com-
pared to a bicycle with two steerable wheels. The same image shows that
each one of the rover’s i-th wheel may be characterized by the parame-
ters αi λi and βi. Additionally, the steering angles ρi are subjected to
the relation: ρi = αi + βi − π/2. The generalized coordinates vector of
the system, expressed in the inertial reference frame, is instead defined as
qr = [xr, yr, ϑr]

T , where the subscript r is in this context used to differ-
entiate the generalized coordinate vector from the one used for the object.
Moreover, the rotation of the wheels vector is designated by φ = [φ1, φ2]

T

and happens along the axes of the wheels. By logical extension, the qṙ and
the φ̇ indicate their time derivatives, i.e. speeds, respectively. Hence, the
kinematics model may be expressed as follows:

[︃
J1(β1, β2)
C1(β1, β2)

]︃
R(ϑr)qṙ =

[︃
J2φ̇
0

]︃
, (2.47)

whereas J2 is a diagonal matrix containing the radii of the wheels, J1(β1, β2)
represent the projection matrix of the rolling constraints, and C1(β1, β2)
include the sliding constraints. The matrices J1(β1, β2) and C1(β1, β2) are
further defined as follows,

J1(β1, β2) =
[︁
sin (α1 + β1) − cos (α1 + β1) −λ1 cos β1

]︁
, (2.48)

C1(β1, β2) =

[︃
cos (α1 + β1) sin (α1 + β1) λ1 sin β1
cos (α2 + β2) sin (α2 + β2) λ2 sin β2

]︃
. (2.49)

2. Steering Limitations: With a steered vehicle, it is necessary to employ
a control approach where the major determinants are the wheel steering
angles ρi, for trajectory tracking or path-following task. If the steering an-
gles remain unrestricted, such vehicles’ path-following ability is minimally
influenced in theory. However, the Archimede rover differs from this in
that it has stringent restrictions on steering angles, as it has been described
in Sec. 2.3 and the steering limits for each wheel are listed in Table 2.6.
Non-holonomic motion that is spatially constrained results from this. Ad-
ditionally, it can be seen that Ωr = f(ρi) if we take the rover’s ICR into
consideration. The fact that the ICR may be derived from C1 is evident,
which in turn, through βi is dependent on ρi. This can be expressed as,

Ωr =
[︂
C†

1

]︂−1

⎛⎝−C∗
1

⎡⎣00
1

⎤⎦⎞⎠ (2.50)
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where,

C∗
1 = C1

⎡⎣ 0 ϑ̇ 0

−ϑ̇ 0 0

0 0 ϑ̇

⎤⎦ and C†
1 = C∗

1

⎡⎣1 0
0 1
0 0

⎤⎦ . (2.51)

Recalling that, as detailed described in Sec. 2.3.6, the introduction of joint
limits on the steering axes of the rover has the drawback of generating
surfaces of permissible ICRs location that are defined as a subset S+ ∈ R2,
and surfaces of non-permissible ICRs location defined as a subset S− ∈
R2. In Figure 2.56, a sketchy representation is again shown in light cyan.
Still, with reference to Sec. 2.3.6, it can be seen that this process generates
also smaller surfaces, for example beneath the rover’s belly. However, for
the sake of this investigation, only the big primary triangular sections at
the rover’s sides are taken into account. A smooth non-holonomic vehicle
motion is possible throughout operations because of the ICR’s ability to
travel continuously inside each of these regions.

Due to these restrictions, steering-derived motion constraints have emerged,
which restrict the robot’s entire mobility. In the next paragraph, it will be
distinguished between the planning of the rover’s orientation and the rover’s
path planning, which is intended to be solely positional.

3. Path planning: The steering, which is achieved by the determination of an
appropriate and feasible ICR pointΩr at each time-step of the simulation, is
the sole regulated feature of the path planner that has been implemented,
and which is based on a constant forward-speed control. Actually, the
location of the rover at Pr(t0), which is in the trajectory sr(t) and having
a specific orientation ϑ(t0), is shown in Figure 2.56c for the specific time
step t0. The vehicle is ordered to reach the location Pr(t1) ∈ sr(t1) at
time step t1 = t0 + ∆t. Any generalized planar transformation is known
to be a rotation along a predetermined axis that is perpendicular to the
plane. Since the vehicle must travel from [Pr(t0), ϑ(t0)]

T to [Pr(t1), ϑ(t1)]
T ,

it is, therefore, possible to locate the mentioned axis on the ICR Ωr(t0). In
actual fact, the ICR and corresponding rotation angle ϕ may be calculated
as follows:

Ωr(t0) = P0 +

(︄
1

2
+

[︃
0 −1
1 0

]︃
1

2 tan
(︁
ϑ1−ϑ2

2

)︁)︄P0P1, (2.52)

ϕ(t0) = ϑ(t1)− ϑ(t0), (2.53)

where the terms Pr(t0), Pr(t1), ϑ(t0) and ϑ(t1) are denoted with the short-
hand notations P0, P1, ϑ0 and ϑ1. Recall now the discussion done in
Sec. 2.3.6, S+ is constrained and limited, therefore it is possible that Ωr /∈
S+, thus incompatible with the motion. By using the ICR projection
method, which has been presented in Sec. 2.3.6 a new compatible ICR
point Ω∗

r can be obtained by projecting the old one on S+. Figure 2.56d
illustrates again this specific scenario. For the sake of convenience, the cases
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characterizing the ICR projection method are given again below and are in
Figure 2.56c and Figure 2.56d:

Case A. Ωr ∈ S+; this means that Ω∗
r = Ωr;

Case B. Ωr /∈ S+ ∧ ∃Ωr close to ΩS+; in this case Ω∗
r is chosen as the

closest point ∈ S+ to Ωr;

Case C. Ωr /∈ S+ and ∄Ωr close to ΩS+; in this case Ω∗
r is chosen as the

tip of the S+ area.

Unlike the other cases, case A ensures that the vehicle will arrive at point
Pr(t1) precisely. The vehicle can, however, realign itself after a certain
amount of time steps ∆t if Ω∗

r is reasonably close to Ωr.

Last but not least, the successive point of the trajectory, sr(t2), is chosen
with a time step of t2 = t1 + ts whenever the rover is closer to Pr(t1) than
a tunable threshold parameter dt. Taking into consideration these aspects,
and referring to Figure 2.56 the vehicle travels along the effective trajectory,
which deviates minimally from the nominal trajectory for sufficiently small
∆t.

4. Orientation planning: Considering that in this investigation the rover is
modeled as a two-wheeled steerable vehicle, it may move in any direction
and in an endless number of orientations, assuming that they are consistent
with the other introduced constraints. It has then taken advantage of this
feature in order to provide the rover with more turning capability by en-
abling it to anticipate potentially impractical turns. By utilizing a moving
average with a symmetric window of width 2ϑlh — the subscript lh stands
for look-ahead — it has chosen a rather straightforward strategy. Assuming
ϑ∗(t) to be the orientation of the path at time t, it is possible therefore to
define the planned orientation as follows,

ϑ(t) =
1

2ϑlh

+ϑlh∑︂
i=−ϑlh

ϑ∗ (t+ ϑlhts) . (2.54)

5. Control: It has been designed, added, and tuned a proportional-derivative
(PD) controller for the steering of the bicycle model. This is done in order
to ensure that the simulations that will be performed will accurately reflect
the behavior of the vehicle. As a result, instead of operating directly on the
actual four-wheel model, the controller is operating on the model that has
only two steerable wheels. It would be impossible to solve the model using
a non-holonomic formulation if a four-wheel PD steering controller caused
the wheels to be out of alignment. Finally, the Kp = 2 and Kd = 0.05, for
both of the wheels, are the controller’s gains values that have been chosen.

2.4.3 Results

In this section are reported the results that have been obtained regarding the
numerical simulations of the object towed by a rover, with and without the kine-
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matic constraints. Specifically, are reported first the results of the path planning
and of the QSM exclusively. Subsequently, the results of the sensitivity analysis
were performed leveraging the dynamics simulations. Furthermore, an in-depth
discussion is presented in order to highlight the main aspects of the models’ be-
havior.

Figure 2.58: Sensitivity analysis. In a) and b) the evolution of the RMS for the
two dynamics cases FFD and FBD are shown for the Lemniscate trajectory; in
a) as a function of the object mean speed v̄; in b) against simulation time-step
ts. In c) the influence is shown of the cable spring constant κ on the RMS and
on the computational time tc for the FBD case. In d) the FFD rounded square
trajectories are shown at different velocities v̄ compared to the nominal; in e) the
same is shown for the lemniscate trajectory.

Path-planning results

For the sake of path planning, this paragraph primarily addresses the QSM find-
ings; the dynamics on the other hand are covered in the paragraph that follows.
The trajectories that have been taken into account in the present study are a
diagonal line of 1.4m long, a 1m radius circle, a 2m broad lemniscate, and a 4m
by 4m square having rounded corners. Additionally, the shape of the towed body
is depicted in Figure 2.54a and is selected to be a generic one. Additionally, using
the body’s reference frame (again as shown in Figure 2.54a), three distinct COM
locations have been selected for each trajectory, these are: G1 = [0.05, 0.15]m,
G2 = [0.26, 0.15]m and G3 = [0.10, 0.25]m. This approach, namely considering a
body with general geometry and unbalanced COM, has allowed to fully exploit
the model’s generic formulation for the continuous contact pressure distribution,
shown in the previous paragraphs.
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The assumptions made are that the trajectories are required to be finished in
Tend = 10min and a simulation time-step equals to ts = 1 × 10−2s throughout
the performed simulations utilizing the QSM for trajectories synthesizing. These
parameters were selected to take the QSM method into consideration.

The bodies and the towing vehicle’s nominal trajectories are depicted in Fig-
ure 2.57 for each trajectory example, with the assumption that the motion is slow
enough to be regarded as quasi-static. Specifically, the first row (a-d) presents
the quasi-static solutions in a graphical form for the line, circle, lemniscate, and
square with rounded corners trajectories with the towed object’s pose. Mean-
while, the other charts (e–h) illustrate the nominal trajectories of the object
being towed (black curve), as well as the towing vehicle for every of the gravity
application, points G1 (red curve), G2 (yellow curve), and G3 (purple curve).
This has been done again for all the trajectories, namely the ones representing a
line, a circle, a lemniscate, and a square with rounded corners. It is important
to remark that the QSM method described in Figure 2.4.2 is used to generate
these trajectories. From those findings, it is apparent that the positioning of the
application point, which unbalances the object inside the bounds of the geometry
of the object being towed, affects the nominal trajectory that the rover has to
follow in order to manipulate the object as planned. However, it doesn’t appear
that the position of G alone can provide a good indicator of the rover’s trajectory.

Figure 2.59 has been reported in this context in order to emphasize the impact
that the introduction of the technique for the ICR projection, discussed first in
Sec. 2.3.6 and then in Sec. 2.4.2, has on the trajectories. The object trajectory
chosen and seen in the picture is the lemniscate curve, just as in Figure 2.57e.
Moreover, both the rover’s (a) and the object’s (b) trajectories are depicted. It
should be noted that this particular choice of path and planning parameters sets
a significant emphasis on the methodology’s accuracy, which in this case serves
to illustrate how the planner acts throughout the process. It is therefore possible
to specifically observe how it switches back and forth between cases A, B, and C
multiple times, each of which is highlighted in a distinct color. As envisioned, the
planner spends most of the time in case A, moving to case B or C during the most
problematic portions of the path. Figure 2.59b, which shows the actual trajectory
performed by the object being towed, with regard to the ideal lemniscate curve,
reflects these occurrences. Therefore, it should be observed that the two charts
have correspondence with the planner cases (Figure 2.59a and Figure 2.59b)

Sensitivity analysis

In this section, will be provided the findings that have been obtained from a
performed sensitivity analysis. The objective is to describe how certain factors
affect FFD and FBD dynamics cases. It has been chosen to concentrate the study
by choosing two of the example curves, i.e. the lemniscate and the square with
rounded edges ones. Additionally, it has been elected that the shape of the object
being towed is a cube subjected to an eccentric load, and represents the sample
geometry for the whole study. Moreover, the object’s mean speed v̄ along the
trajectory, time-step ts of the simulation, as well as the cable’s stiffness κ are
the factors that have been taken into account in this investigation. Finally, the
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Figure 2.59: Effective trajectories of the rover and object with details on the path-
planning ICR projection cases. We assumed dt = 0.080. In a) the trajectories of
the rover are shown and in b) we show the trajectories of the towed object. In
both plots, the red line indicates the nominal path.

RMS error calculated between both the nominal trajectory generated through
the QSM and the trajectories obtained through dynamic simulations has been
selected as the metric value used within the presented sensitivity analysis. The
dynamic simulations have been performed in the context of both the FFD and
FBD cases.

Using Figure 2.58 as a guideline, it is possible to observe that a) demonstrates
how, for the FFD case, the RMS diminishes significantly with decreasing the
average velocities v̄. Nevertheless, for the case of FBD, it can be seen that
the RMS remains low and nearly constant, and it does not appear to have a
significant influence over the majority of the interval of velocities that have been
taken under consideration. In actuality, it has been observed that this value only
grows with v̄ values greater than 5 ×10−2ms−1. Moreover, when the average
speed is fixed to v̄ = 5.1× 10−3ms−1 and the time-step ts is made varying, it is
possible to observe that the value of the RMS does not vary in a considerable way.
Additionally, the difference in RMS, still for the case of the time-step ts variation
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investigation, i.e. shown in (b), between the FFD and FBD cases, can be linked
to the evident order-of-magnitude mismatch between the curves in a) by entering
with the assumed fixed speed v̄ = 5.1 × 10−3ms−1. Moreover, the discrepancies
between both the simulated and the nominal trajectories for the towed object,
using only the FFD dynamics and evaluating it for three distinct speeds v̄, are
displayed in the graphs in Figure 2.58(d) and Figure 2.58(e), respectively for the
square with rounded corners and the lemniscate curves. Specifically, both graphs
show that, in comparison to the nominal curve, the dynamic curves show greater
drift as the speed grows. In actuality, the trajectories converge to the nominal
one whenever the speeds assume appropriate values, that are low enough, namely
when the condition is converging to quasi-staticity of the motion assumption.

These results clearly demonstrate that the velocity v̄ does have a serious
influence on the simulation’s accuracy for the FFD case. This is probably caused
by the inherent limitations introduced by the QSM model, which only works at
arbitrarily low speeds and assumes that dynamic effects can indeed be ignored.

Additionally, the FFD simulation does have a tendency to be unstable at
the beginning phase of the simulation. This is most likely due to a transient at
t = 0 s that is not recorded by the QSM and is associated with the object being
motionless before being forced to accelerate. Due to the quasi-static nature of
the approach itself that is employed, where the speed is assumed to be steady
and nearly null, this variation in speed cannot be represented by the QSM. Sum-
marizing, the FFD approach demands that the object can not be put in motion
with an initial acceleration. It has therefore decided to set the object’s initial
speed in order to coincide with the nominal initial tracking velocity, provided by
the QSM. This has been done in order to perform the dynamic simulations and
has been observed that this consideration resolves the issue.

In contrast to the previous case, it appears that the velocity v̄ does not have
an effect on the trajectories for the case of FBD dynamics. This could be because
the system is described by a model which assumes that the introduced spring
regulates and adjusts the object’s position, due to its feedback nature. Likewise,
the forces are supplied to the system in a blind way in the FFD case, which has
the effect of accentuating deviations. Taking into account the just mentioned
considerations, Figure 2.58c illustrates how the spring stiffness κ affects the RMS
metric as well as the computational time tc in the case of the FBD dynamics
simulations. As predicted, this parameter seems to have a significant impact
on both observed parameters, with greater κ values producing less RMS but
longer calculation time tc. This finding suggests that the model does have some
numerical stiffness.

When the rover’s mobility is determined by the kinematics that has been
outlined in Sec. 2.4.2 rather than being omnidirectional, a similar strategy is used.
Indeed, both positional path and orientation plannings are essential for successful
path-following task, according to the hypotheses that have been presented in
Sec. 2.4.2. How the parameter dt influences the trajectories of the object being
towed is depicted in Figure 2.60. Specifically, it is evident for the majority of
cases from the second set of graphs how values within the range of 0.1m and 0.4m
produce the best outcomes. Interestingly, the lemniscate curve example exhibits
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Figure 2.60: Towed object trajectories after application of kinematics constraints
on the rover. The relation between the RMS value between the nominal curve
and the simulated ones for the four curves: a) line, b) circle, c) lemniscate, and
d) rounded square. In each plot, the RMS values are shown for the rover and
towed object trajectories. Select values of dt and the related paths are shown in
e) to g) for the line, circle, lemniscate, and rounded square trajectories.

more erratic behavior. This is presumably so because the introduced controller
can not operate effectively with such tiny curvatures. It can be seen from the
same figure that the trajectories regarding the values dt = 0.103m (dashed curve)
and dt = 0.227m (dash-dotted curve) totally “break” the proposed controller;
the significant deviations are brought about by the fact that the calculated ICRs
are quite far from the ideal one and lead the rover to deviate from more rational
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paths by a very big margin.

Figure 2.61: Response surface for the RMS by varying the threshold distance dt
and the orientation look-ahead ϑlh for the lemniscate (a) and rounded square (b)
paths.

It is possible to observe how these path-planning variables affect the RMS
metric for the lemniscate and rounded square trajectories from Figure 2.61. As
could be predicted, the former’s viable area is smaller, more ragged, and overall
has higher RMS values than the second. In general, dt ranging from 0m to 1.5m
and ϑlh values in the range of 300 and 400 steps seem to yield feasible results.

2.4.4 Experimental validation

Within this study, the experimental Archimede rover prototype has been used to
tow an object along random trajectories commanded by the user through the ROS
network. The setup of the experimental test bench and the further validation of
the proposed approach are provided throughout this paragraph with an emphasis
on the outcomes. Specifically, the dynamics model presented in Sec. 2.4.2 has to
be validated. Through direct experimentation, the coefficient of friction acting
between the floor and the object contact patch has been estimated to be nearly
µ = 0.34 ∼ 0.36. In particular, Figure 2.62 illustrates the experimental setup
including two images showing the rover dragging the payload. Moreover, a little
steel weight is posed above the back corner of the sample rectangular body in order
to obtain the desired eccentric force. The ROS ecosystem is used to control the
rover, through appropriate ROS packages and a MATLAB Desktop application,
as shown in Sec. 2.3.

A Sony RX100 VII camera mounted on the ceiling is used for data acquisition.
After the video feed has been calibrated, the tracking process is carried out using
MATLAB’s implementation of the Kanade-Lucas-Tomasi (KLT) technique [289].

Following minor pre-processing, needed to remove tightly packed point clus-
ters, the tracked trajectory of the experimental rover has been used to serve as
input for the FBD dynamics simulator without any additional constraints, for
comparison and validation purposes. The object’s reconstructed trajectory ob-
tained from the experimental test is successively compared to the one obtained
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(a) (b)

Figure 2.62: Experimental test of the rover Archimede towing an unbalanced
object from a front three-quarter view (a) and a top view (b).

via FBD dynamics and expressed in terms of the body’s geometric center tra-
jectory. Additionally, Figure 2.63 illustrates the comparison performed between
the two curves and reveals a striking conformance between both the simulated
outcome and the experimental observations. The relatively minor discrepancies
between the two curves are most likely caused by ground imperfections as well as
the elasticity of the simulated tether.
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Figure 2.63: Experimental comparison between simulation and experimental re-
sults. The letters a) through d) show four diverse rover paths (in blue) that lead
to simulated (black) and experimental paths of the dragged object (red).
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Chapter 3

Mobile Robotics for Industrial
Applications

3.1 Introduction

With each passing day, mobile robots are being used more and more in industrial
settings, as well as in other realities such as hospitals, and performing different
operations. This is a consequence first of the ever-increasing of available technolo-
gies and automation, and secondly of the manufacturing industries transitioning
to the Smart Factory status. Due to the requirements imposed by the Smart
Factory concept, which have been outlined in Sec. 1.3.2, specifically due to the
flexibility requirement and due to the problem of the plant in constant evolution,
it follows the increasing need of the use of AMRs which are perfectly suited in
these settings. The aim of these robotic systems is to perform value-added oper-
ations and to remove human operators from repetitive or dangerous operations.

In these settings, the mobile robots are allowed to move in the entire pro-
duction plant, while trying to accomplish the assigned task. Due to their flex-
ibility coming from their high mobility capabilities, namely capable of working
in unlimited operational space, these robots may encounter unforeseen situations
around the plant. It follows that these systems must be reliable and flexible,
thus equipped with controllers and strategies which can handle those situations.
Due to these considerations, much effort and research have been conducted on
the development of fully autonomous systems, strategies, and more and more
sophisticated controllers.

Moreover, these robotic systems in the Smart Factory settings are currently
used for loading/unloading operations, material transporting and intralogistics
operations in general. These mobile robots are managed and coordinated in
these settings by a fleet manager. However, the current iteration is to assign
more responsibilities to these robotic systems, hence allowing them to perform
more complex operations and tasks. It follows that, depending on the nature of
the task assigned to them, they might need to perform it in a cooperative way
with the other mobile robots present in the production plant. Thus a safe and
smart multi-robot approach is needed.

Moreover, in Smart Factories, mobile robots are required to operate in an
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environment that may or may not be populated by human operators. These
mobile robots may be asked to perform a task, but at the same time be aware of
the presence of human operators. Or they may be asked to perform operations
collaboratively with human operators. It follows that these systems must possess
advanced controllers and provide a high level of autonomy to ensure and deal
with these situations. Consequently, they must be able to guarantee high levels
of safety and therefore be unable to cause harm to humans.

Taking the above considerations into account, it follows that these mobile
robots are subject to all three types of interaction that have been described in
section Sec. 1.2. Specifically, mobile robots are subject to interactions with their
surroundings, for example, contact with the ground beneath it, proximity to the
obstacles, or with the other network-connected machinery and infrastructure; to
robot-robot interactions in the context of the mobile robot fleet and in collabora-
tive multi-robot applications, or to human-robot interactions that are either just
in being aware of their presence and avoiding them, or while performing tasks
collaboratively. However, differently from the case of the space application mobile
robotics, outlined in Chapter 2, the environment-robot interaction is not the most
critical one anymore and which must be taken into account first. As an example,
in this case, usually, the contact interaction between the wheels and the floor is
not so relevant since no complex phenomena can occur. The only relevant envi-
ronmental interactions are the ones resulting from the obstacles placed inside the
plant. Differently, the robot-robot interactions and the human-robot interactions
for these settings are the most critical and need to be addressed correctly.

Considering what has been described and mentioned above, this chapter aims
at addressing some of the described issues and challenges that characterize the
introduction of mobile robots in industrial settings, specifically in Smart Facto-
ries. Specifically, in Sec. 3.2 will be presented a fleet manager specifically for a
fleet of tethered mobile robots. The fleet manager leverages a kinematic analogy
between a chain of tethered mobile robots and a redundant manipulator in order
to manage and coordinate the motion of the fleet. This section will first provide
an introduction and an in-depth state-of-the-art analysis specific to the prob-
lem. Subsequently, it will be described the kinematic analogy between a chain
of tethered robots and a redundant manipulator and the framework to exploit
this analogy will be formally modeled. Subsequently, an industrial request case
study will be taken into account and a description of the constraints, additional
tasks, and control architecture will be provided. Finally, the performances of the
fleet manager, i.e. the controller, will be validated numerically for four different
scenarios and subsequently validated in the Gazebo dynamic simulator.

In Sec. 3.3 instead will be presented the development of a controller for an
AMR, while addressing the problem of human-robot interaction. Specifically,
the developed controller aims at providing the mobile robot with the capabil-
ity to navigate in moving crowds in a safe way. This section will first present
an introduction and an in-depth state-of-the-art analysis specific to this prob-
lem. Subsequently, the modeling of the problem, which comprises the modeling
of the moving crowd, the robot, and the perception system, in the simulated
environment is presented. Following, it is presented the reinforcement learning
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architecture, the chosen algorithms, and the elected convolutional neural network
topology will be described. Moreover, will be presented the training and valida-
tion results obtained for all the elected reinforcement learning algorithms, hence
numerically validate the approach. Finally, will be presented the experimental
validation of the approach.

3.2 Tethered mobile robots

In this section, we aim to study and address an application of great interest in the
field of mobile robotics operating in the industrial environment. In particular,
as will be seen below, the application that will be addressed in this section falls
within the macro field of cooperation between multiple mobile robots.

A key idea in the field of industrial mobile robotics is to give mobile robots
the ability to perform an increasing number of tasks, even the most critical and
resource-intensive ones, thus expanding the range of their possible applications.
In addition, if we consider a Smart Factory, as was mentioned in Sec. 1.3.2, these
are highly robotic, highly flexible environments with constantly evolving facilities.
With reference to robotic applications employing mobile robots, multiple mobile
robots, controlled by the so-called fleet manager, are usually employed in these
particular environments.

Taking into account the considerations just stated, this investigation aims to
present the study of an approach to synthesizing a controller with route planning
capabilities, i.e., a fleet manager, for a fleet of mobile robots arranged in an open
chain in the environment. There are applications that require mobile robots to be
somehow connected to each other through a connector element. As will be seen in
this section, particular applications, which require these connection requirements,
are those that require the redistribution of electricity and power, or fluid material
between an origin point and the mobile robots.

Specifically, a formal general methodology will first be presented that allows
one to kinematically consider a chain of mobile robots, mutually connected with
flexible elements such as cables, as an equivalent redundant robot manipulator,
and thus exploit their redundancy for the control of the entire chain of robots.
Subsequently, the focus of this study will be on the application and validation
of this methodology in concrete application examples in the industrial field. In
particular, one of the studies performed in order to validate the model takes as
an application example the robotic painting of large objects, such as boats and
small airplanes, which do not have precise positioning in the work environment.
This study shows how the proposed methodology makes it possible to develop
and generate a fleet manager for hypothetical application contexts, in Smart
Factories, of chained mobile robots.

Specifically, in the problem of interconnected mobile robots, the interac-
tions that occur on the generic mobile robot are multiple. Among the group of
environment-robot interactions, we find the usual interaction between the robot
and the ground, and the interaction that occurs with the surrounding environ-
ment, such as obstacles present. Moreover, in this study, the robot-robot interac-
tion is also verified as the mobile robots are connected to each other. Therefore
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the generic mobile robot interacts with the other robots in the fleet through the
cables that connect them. It is useful to report that for the purpose of this study
and thus to the development of a methodology and fleet manager, the interaction
that the mobile robot undergoes through contact with the ground is irrelevant,
so it will not be considered. Furthermore, the interactions that the robot has
with objects in the work environment and that it has with other robots will be
encoded directly as additional tasks assigned to the high-level controller, i.e., the
fleet manager. Hence, in this section, it will also be seen how these interactions
are taken into account and subsequently how they are encoded as additional tasks.

Summarizing, the contributions of this secton can be listed in:

• The formal formulation of a kinematic analogy between a chain of tethered
mobile robots and a redundant manipulator

• The use of the developed framework to address a particular industrial prob-
lem, thereby assessing the viability of a chain of mobile robots and finally
the validation of the framework;

• The development of ROS packages for dynamic simulations in ROS-Gazebo
and validation of the approach.

3.2.1 Introduction

One of the most important characteristics of mobile robotic systems since their
inception has been, above all, their autonomy, both decision-making and physical.
This means that, in a broad sense, a robot with mobility should be physically
unconnected to its surroundings or other fixed equipment. Modern energy storage
technologies, such as batteries, remote control, or autonomous onboard decision-
making, have been created and put into use as a direct result of this requirement
[290].

Having said that, there are some particular situations in which a physical link
to the mobile robot is required or at the very least very desired. For instance,
these could be:

• applications requiring a lot of power and energy consumption, such as, for
instance, those for welding or perpetual drone flight;

• exploration of areas that prohibit telecontrol, such as underwater environ-
ments, mines, tunnels, and so on;

• transmission of materials, including for instance pressurized air and paint
for robotized painting applications, from a base station towards the robot,
or payload transportation with drones;

Regardless of the fact that literature on single Tethered Mobile Robots (TMRs)
is extensive, this study has posed attention to multi-robot systems such as the
platoons [291] and even trains of mobile robots which are connected by cables
[292–294]. The first group deals with TMR arrangements in a parallel manner,
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whereas the second deals with mobile robot chains or made it simple, in serial
arrangements.

It is apparent that the amount of workspace and maneuverability may be
greatly increased simply by connecting many mobile robots such that they form
a chain. Previous studies on this type of system tended to focus mostly on
control-related issues and frequently lacked a clear kinematic description. By
considering a network of TMRs, arranged such that they form a chain, as a serial
robotic manipulator, here is provided a formal method to manage the kinematics
of these types of systems. Thus, the cable is viewed as a prismatic joint and each
mobile robot is represented as a revolute or spherical joint. From now on and
for the whole study, the leading robot is also referred to as the end-effector, the
robots in the chain in between are referred to as the intermediate robots ; and
finally, the fixed connection point of the chain is referred to as the base.

Formally, the equivalent robotic manipulator turns into a redundant system
whenever there are two or more mobile robots. This similarity enables to use of
the redundant manipulators (RMs) inverse kinematics (IK) methods to address
the problem. In this context, limitations on the kinematics of mobile robots are
stated as supplementary tasks the equivalent RM has to take care of. One of these
constraints, for instance, is indeed the tether’s influence because, for example, it
must not come in contact with the ground.

This investigation has been inspired by an unique industry need for paint-
ing robot applications on very large objects, such as small boats or aircraft. In
this instance, the robotic painting arm needs to be able to maneuver in a space
in which the objects are also not precisely positioned. Furthermore, robotized
painting faces two primary issues: first, it necessitates a significant amount of
power, therefore it is plainly impossible to complete the assigned task by using
just batteries; second, the working atmosphere will be hostile which translates
into the fact that operators can not be physically there. Pressure washing, on the
other hand, is also a significant application of TMRs arranged in chains within
this context. However, a direct connection from the wall up to the employed
mobile manipulator, for this task, is very unfavorable because the manipulator
has the need to traverse a large area to accomplish the assigned task. Indeed,
the cable would run into the obstruction or tangle in this scenario because the
mobile manipulator has to be able to maneuver around the obstruction. This is
why utilizing several mobile robots arranged in a chained series is a solution, in
addition to improving the system’s maneuverability. The purpose of the inter-
mediate robots is solely to change the workspace’s cable layout and behave as a
fairlead. However, the addition of cables to the environment significantly com-
plicates planning, control, as well as their management throughout the system’s
entire motion.

It is acknowledged that the literature on chains of TMRs often lacks precise
kinematic formulations; more precisely, the majority of contributions found are
restricted to the field of the control theory facets. The purpose of the current
research is mainly to address the industrial challenge while at the same time
offering a broad framework wherein TMRs are exhaustively and formally elegantly
characterized as equivalent redundant manipulators.
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The framework that will be later described makes it exceptionally simple to
integrate the cable since it enables a description of the cables based on the cate-
nary formulations, eliminating the notion of restricting taut cables while also
allowing for the computation of tension forces as well as the implementation of
kinematic limitations on the robots. Specifically, by associating the tether to a
link of a robotic manipulator, it is therefore feasible to constrain the tether such
that it never touches the ground and so that its elongation is always contained
within a specific range by using the proper techniques. Furthermore, the stan-
dard manipulator’s obstacle avoidance technique makes it possible to reconfigure
the cable in the surroundings in a practical manner. With this strategy, the plan-
ning problem of the mobile robots is made easier because the tether may avoid
touching the ground and won’t tangle in the surroundings. Finally, the frame-
work makes it simple to iteratively extend the system of tethered robots to the
scenario of n robots in a general way. It is believed that this framework will find
many application scenarios and will provide many benefits due to the introduced
simplification of these extremely complex systems.

Within this study, a sensitivity analysis has been conducted on the presented
framework’s key parameters in order to properly define it, revealing the method-
ology’s benefits and shortcomings. Furthermore, it has been elected to use the
Gazebo dynamics simulator in order to simulate robot movements and validate
the outcomes. This has provided total control over the environment and suc-
cessively helped rule out exogenous error causes associated with unstructured,
real-world situations.

Finally, this section is structured as follows: in Sec. 3.2.2 is provided an in-
depth state-of-the-art analysis on the broad topics of the tethered mobile robots
and the redundant manipulators. In Sec. 3.2.3 is described in detail the main
methodology used within this investigation, i.e. the kinematic analogy between
a chain of TMRs and a redundant manipulator, hence the framework will be
provided. In Sec. 3.2.4 is described the case study that has been taken into
consideration, in which the chain of TMRs is composed of three omnidirectional
mobile robots. In Sec. 3.2.5 are reported the description of the primary task and
the additional tasks that will be included in the presented framework, in order
to accomplish the given mission requirements. In Sec. 3.2.6 is described the con-
trol architecture used, and that defines the fleet manager. Finally, in Sec. 3.2.7
are reported the results of the application of the methodology for the case study
considered in four different scenarios. Subsequently, are provided the results of
a sensitivity analysis that has been performed in order to evaluate the influ-
ence some hyper-parameters of the model have on the controller performances.
Moreover, the correctness and soundness of the presented methodology will be
evaluated by performing multi-robot simulations in the Gazebo environment.

3.2.2 Related works

The two key state-of-the-art components that are pertinent to this study, which
will be presented in the next sections, are addressed below. These can be classified
into mobile robots which are linked together (tethered robots) and strategies and
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methodologies used for solving robot redundancies.

Tethered robots

Tethers are a desirable feature in situations in which mobile robots have sig-
nificant power requirements; these elements are also frequently used for data,
communication, and control in those situations where exceptionally high levels
of reliability are required. Underwater robotics [295] ROVs (Remotely Operated
Vehicles) are a prime demonstration of this, as wireless communications with the
mother ship through water are frequently impractical, thus a physically linked
one is needed. The literature demonstrates applications in matter transfer, as an
instance for fluids [290], including towing materials on the ground [296] and in
the air, [297–299], for robotized tank inspection [300] as well as traction support
and assistance for mobile robots ascending steep slopes [301–304]. They are also
utilized in mobile CDPR [305], found significant applications in the field of Urban
Search and Rescue (USAR) operations [290] and in Unmanned Aerial Vehicles
(UAVs) [306].

In 2001, Fukushima et al. examined TMRs that used a cable model known as
a “hyper-tether”. The length and tension of the tether may be actively controlled
using this methodology [307]. Later, in 2014, Kim et al. addressed the problem
of a TMR’s navigation and created a topological technique that is based on
the cable’s homotopy class [308]. More recently, a multi-heuristic A∗ algorithm
method has been used by Kim and Likhachev in 2015 to investigate the problem
for the path planning of a TMR and shown in [309]. Additionally, TMRs have
been used in space missions, such as the planetary rovers Nanokhod [290] as
well as the ESA ROSA MicroRover [310], where the mission requirements for the
rovers’ size and mass make a fully autonomous system unfeasible.

A significant amount of research contributions can be found in the literature
regarding a single mobile robot that is tethered to a fixed location, on the other
hand, exist just a few examples of chains of TMR. As an instance, Tognon and
Franchi addressed two tethered multicopters linked with a base and considered
the overall system as a 2DOF planar arm [293]; furthermore, on the same line,
Kosarnovsky and Arogeti take into account an arbitrary number of UAVs as a
robotic arm [294]. Moreover, other works suggest a model to control a sequence
of UAV multicopters that are linked with one another by flexible tethers [292].

Approaches towards robot Redundancy

It is very beneficial that the IK for a RM offers infinite solutions since redundancy
may be used to carry out additional and multiple tasks or to impose on the sys-
tem extra constraints. The Extended Jacobian (EJ) technique [311], the Task
Space Augmentation (TSA) [312,313], the Task Priority (TP) approach and the
Gradient Projection Method (GPM) are the primary approaches that had been
developed to address the redundant kinematics while fulfilling these additional
tasks and constraints. Specifically, both TSA and EJ seek to expand the Jacobian
by including the equations for the constraints. The constraints are represented
differently in each of these ways, and the IK solution is achieved simply by invert-
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ing the new Jacobian. It must be pointed out that algorithmic singularities can
occur with any approach. More in detail, the risk that a singularity condition
occurs, grows as the number of additional tasks increases. For instance, even
though the Jacobian of the single tasks has full rank, the augmented Jacobian
can become singular [314]. Furthermore, Simas et al. suggested a technique to
modify the coefficients characterizing the EJ’s constraints in order to prevent the
robot from experiencing singularity conditions [315].

The TP method had been first put out by Nakamura et al. [316] and Ma-
ciejewski et al. [317] for the case of two tasks, and it was then extended generally
by Sciavicco et al. to that of the case of t tasks [318]. Despite this, the approach
is vulnerable to algorithmic singularity [314], which may be avoided by utilizing
Chiaverini’s similar formulation [319, 320] that is more stable near singularity
conditions of the Jacobian but comes with the drawback that exhibits a higher
tracking error for auxiliary tasks. Furthermore, this approach had been further
extended in order to deal with t multiple tasks by Baerlocher et al. [321]. Last
but not least, GPM [322, 323] is a technique that maximizes an objective func-
tion in computing the joint variables. The internal motion of the robotic RM is
successively determined by the projection of the vector into the null space of the
end-effector’s Jacobian.

Platooning issues and formation control have been addressed using methods
established for conventional RMs [324–326]. In other research by Antonelli et
al. [327, 328], task conflicts were avoided by employing, built on previous works,
singularity robust task priority [319,320].

The Jacobians in the task space are in general computed in earlier studies
with regard to the robot’s location. In contrast, in this study a virtual RM is
explicitly controlled; as a result, the Jacobians are calculated with regard to the
virtual RM’s joint variables. In other words, although the locations of the single
mobile robots are mapped by using the direct kinematics of the RM, the virtual
RM is controlled directly in the joint space.

3.2.3 Methodology

In this paragraph, the general methodology used to solve the problem of control-
ling a chain of n TMRs is presented.

All navigation problems, in principle, can be decoupled into three different
layers of abstraction: path planning, kinematics model, and actuation. Here the
attention will be focused on the first. Indeed, it is assumed that the robots have
their own separate controller which takes care of tracking an assigned reference
trajectory.

Consider a chain formed by a number n of mobile robots which are distributed
in three dimensions, with the initial one being connected to a fixed location (such
as the ground or a wall) and the others being interconnected in order to constitute
an open chain. Then, the vector xk ∈ R3 and k = 1, . . . , n determines the location
in the space of each of the k-th mobile robot. The fact that now the mobile robots
are linked together in this chained manner causes the k-th robot to be dependent
on the robot before it, namely, xk = fk(xk−1).
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As illustrated in Figure 3.1, the mentioned analogy entails treating every
mobile robot by modeling as a spherical joint and the tether linking two successive
mobile robots as either a prismatic joint. The tether form may also be addressed
as a complementary problem. Since it is assumed that the cable is not spinning,
the spherical joints are assumed then to have only 2 DOFs. As a result, the open
chain of TMRs may be seen from a kinematic point of view as an open-chain
robotic manipulator, thus making it easier to tackle the n TMRs challenge using
manipulators’ already established and used approaches.

Figure 3.1: Kinematic analogy between a manipulator and a chain of TMRs: in
(a) A view in the 3D space of a system of tethered drones forming a chain; in (b)
its modeling as a robotic arm [329].

In order to make use of the general framework for manipulators and especially
for a convenient and easy definition of the Jacobians, the Denavit-Hartenberg (D-
H) convention is also used to represent the equivalent manipulator joint variables.
As a result, the transformation matrix T i−1

i between the two joints i and i − 1
may be written as follows,

T i−1
i =

⎡⎢⎢⎣
cϑi −sϑicαi sϑisαi aicϑi
sϑi cϑicαi −cϑisαi aisϑi
0 sαi cαi di
0 0 0 1

⎤⎥⎥⎦ (3.1)

where di are the prismatic and ϑi the revolute joint variables, and s and c, re-
spectively, designate the sine and cosine trigonometric functions.

It is important to remark that a 2 DOFs spherical joint will be considered
since it is assumed there is no rotation around the tether. This kind of joint
can be easily considered as two planar revolute joints with orthogonal axes in-
tersecting at one common point. Using the D-H convention this is equivalent to
having a system consisting of one link with zero length and two planar revolute
joints. This leads to the consideration that there are therefore three active joints
between each mobile robot. Therefore, by designating as T i−1,j

i,j the homogeneous
transformation in between two generic successive joints i and i− 1 along the j-th
connecting link which links the two mobile robots, then the pose of the k-th robot
with respect to the base reference frame can be described as follows,
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xk =

⎡⎣1 0 0 0
0 1 0 0
0 0 1 0

⎤⎦(︄ k∏︂
j=1

3∏︂
i=1

T i−1,j
i,j

)︄[︁
0 0 1 0

]︁T
(3.2)

Eq. (3.2), which may be used to map the end-effector pose inside the task
space, given the joints vector q ∈ Rn which is made up of the joint variables,
defines the function of the direct kinematics for the whole robotic manipulator
when k = n. In this situation, this function has the role to enable the mapping of
the configuration of all mobile robots. Furthermore, in a more condensed form,
the function for the direct kinematics may be written as,

x = k(q) (3.3)

where k(·) is a non-linear operator that is defined as k : Rn → Rm and q, as
before is the joints variable vector q = [q1, . . . , qn]

T .

Specifically, the system’s number of DOFs is increased by a factor of three for
each new TMR that is added to the chain: indeed, the spherical joint accounts
for 2 DOFs while the prismatic one accounts for one DOF. Moreover, to fully
define a specific task in the three-dimensional task space, then in general six
DOFs are required: these are the position (x, y, z) as well as the orientation that
can be defined for example with the Euler angles (α, ϑ, φ) with respect to a fixed
frame. Subsequently, if the task requires only placement, it is apparent that
the number of DOFs needed to adequately specify it can be decreased to three,
which means that the three orientations can assume any value. Therefore, it is
possible to make this assumption because it is believed that the end-effector of
the equivalent robotic manipulator, i.e. the final robot of the chain, may freely
spin around its axes.

The case where n = 1 consists of a system with exactly three DOFs, i.e. the
configuration of the system has an unique solution, given the end-effector pose.
This case is trivial, as such it will not be considered in this study. Thinking
instead about the scenario in which n > 1: in this instance, the overall system is
said to be redundant. Thus, r = 3(n− 1) may be used to quantify the quantity
DOFs which are redundant, called also Degrees of Redundancy (DORs). This
means that the redundant system offers ∞r solutions for a given configuration.
A large number of DORs r allows the addition of a certain amount of additional
tasks or constraints that will affect the system’s behavior in a different way.

Consider now the relationship between the task space and the joint space ve-
locities, known as differential kinematics, which can be obtained by differentiating
Eq. (3.3) with respect to the time variable; and it can be expressed as follows,

ẋ = J(q)q̇ (3.4)

where m = 3 in this instance, ẋ ∈ Rm represents the vector of task space
velocities, q̇ ∈ Rn represents the time derivative of the vector of the joints vari-
ables, and J(q) ∈ Rm×n represents the Jacobian matrix. It is important to point
out that for redundant manipulators, the Jacobian J(q) is not squared, thus
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not directly invertible, since m < n. In this case, the generic inverse differential
kinematics solution is stated as follows for a given task space velocity vector ẋ:

q̇ = J †(q)ẋ+ (In + J †(q)J(q))q̇0 (3.5)

where,

J †(q) = J(q)T (J(q)TJ(q))−1 (3.6)

J †(q) is usually called as the Moore-Penrose left pseudoinverse. Since the afore-
mentioned pseudoinverse is numerically unstable close to the singularity config-
urations, within this study it won’t be used that formulation for future needs.
On the other hand, it will be used, instead, the Damped Least Square Method in
order to compute another pseudoinverse J#(q) and is defined as follows,

J#(q) = J(q)T (J(q)TJ(q) + λIn) (3.7)

where λ ∈]0, 1[ is a tunable constant which helps avoiding algorithmic singular-
ities. The aforementioned pseudoinverse has the effect to represent a trade-off
between a smoother output and stability in the close proximity of the singulari-
ties. Indeed, the addition of a constant and always positive diagonal matrix has
the effect that J#(q) ≈ J †(q), and will be always invertible.

Eq. (3.5)’s first term is usually referred to the particular solution that resolves
Eq. (3.4) in terms of least squares, whereas its second term is also referred to the
homogeneous solution. The orthogonal projection operator (In + J †(q)J(q)) is
an operator which will project a general vector q̇0 into the null space N (J) of J .
In fact, by multiplying both terms of Eq. (3.5), it can be demonstrated that the
second term produces no end-effector motion, rather, it generates only internal
motions which reconfigure the system while keeping the end-effector stand still.

Within this study, it will be used Chiaverini’s formulation [319,320], or more
specifically its t tasks generalization [321], in order to address the problem of
the IK for a RM. Lower values denote higher priority inside this formulation’s
priorities, which are specified by i = 1, . . . , t and where

∑︁h
i mi ≤ n. It is therefore

possible to define the joint space velocity vector, by using this formulation, as
follows:

q̇ =
t∑︂
i=1

(︂
PA

i−1(q)J
#
i (q)ẋi

)︂
+ PA

t (q)q̇opt (3.8)

where,

PA
i (q) = (In − JA†

i (q)JA
i (q)) (3.9)

and,

JA
i (q) =

⎡⎢⎣J1(q)
...

Ji(q)

⎤⎥⎦ (3.10)

where PA
i (q) is the projection operator into the N (JA

i ), i.e. the “Augmented Ja-
cobian” that is augmented by the Jacobian Ji(q) associated to the i-th additional
task.
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Consider the fact that when t = 1, that is when the task assigned is referred
to the primary one, the projection operator PA

0 (q) = In. Let Ji(q) be the
Jacobian related to the i-th task, and let ẋi the i-th task speed vector. It should
be noted that q̇opt, i.e. the joint optimization term, has been explicitly specified
in Eq. (3.8). Now, a vector qopt can be defined in such a way that it complies
with a specific task or constraint. A common option after the GPM is to provide
the vector in such a way that it depends on the gradient of a suitable objective
function [322], that is from now on referred to as w(q), therefore:

q̇opt = k0

(︃
∂w(q)

∂q

)︃T
= k0∇w(q) (3.11)

It follows that, if the goal is the maximization of the objective function w(q),
then k0 must be defined positively. On the other hand, it shall be negative if
what is needed is the minimization of w(q)

The task space velocities may be expressed by expressing the vector q̇opt using
the generalization defined in Eq. (3.4); after that, the task priority framework
can be employed by replacing it in Eq. (3.8). In this circumstance, the main
task is being carried out (often the end-effector following a commanded reference
trajectory), while the auxiliary tasks are performed without interfering with the
higher priority tasks. It can be easily seen at this point that by increasing the
number of redundancy degrees, it is possible to introduce more constraints or
secondary tasks to the robotic system.

3.2.4 Case study

This section aims to demonstrate how the methodology that has been outlined
in the previous section has been applied to address a particular real-world issue,
which has been briefly outlined in the introductory section. Specifically, taking
into account the case in which three mobile robots are placed on a flat surface
that contains static objects. The kinematics of the mobile robots has been chosen
to be omnidirectional. Additionally, each of the mobile robots is attached to the
next one by a slack tether. These robotic systems are designed to possess a
safety radius equal to 0.5 meters. Furthermore, the first robot is attached to the
“ground” by means of the first tether, whereas the last robot is just connected to
the second by a tether. Finally, the winch on each mobile robot controls the cable
by applying a steady force of tension. The tether is supposed to provide either
power or medium to each mobile robot. Figure 3.2a illustrates the just described
system as well as the environment, whereas from Figure 3.2b it is evident the
analogy between the considered chain of TMRs and a planar RM for this case
scenario.

The objectives that are highly desired to achieve within this case study are
summarized as follows:

• The mobile robots must move inside an environment that comprises obsta-
cles; the leader robot must be able to reach the desired commanded target
point in the task space by following a computed beforehand reference tra-
jectory;



3.2. TETHERED MOBILE ROBOTS 153

Figure 3.2: (a) Top view of three TMRs surrounding an obstacle; (b) the same
robotic system viewed as a planar RM [329].

• The mobile robots must avoid colliding with each other as well as the ob-
stacles;

• Neither of the three cables is allowed to both touch the ground and come
into collision with any of the nearby obstacles;

• The distance between each subsequent robot must be determined by bal-
ancing local minimization and uniformity with the others’ tethers.

The parameters related to the Denavit-Hartenberg (DH) convention are pre-
sented in Table 3.1 and are based on the diagrams shown in Figure 3.2b. Note
that by defining the joints this way, and according to the DH convention, the
system has three zero-length links, i.e. two consecutive joints are coincident;
specifically the prismatic joint with the subsequent revolute joint.

Table 3.1: Denavit-Hartenberg parameters table for the robotic manipulator de-
scribed in Figure 3.2a [329].

Link a d α θ

1 0 0 π/2 π/2 + ϑ1

2 0 d2 −π/2 0
3 0 0 π/2 ϑ3

4 0 d4 −π/2 0
5 0 0 π/2 ϑ5

6 0 d6 −π/2 0

As can be easily seen, the manipulator possesses n = 6 degrees of freedom. If
the tuple coordinates (x, y) and orientation ϕ of the end-effector are provided in
relation to a fixed reference frame, a generic task defined in the bi-dimensional
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space is entirely described. That means that for the equivalent manipulator
described above these considerations lead to r = 3. Additionally, functional
redundancy can be leveraged to get r = 4 if the task is just to place the end-
effector without consideration of its orientation.

3.2.5 Tasks definition

For the considered system, which for the moment is unconstrained, additional
restrictions should be established in order to accomplish the goals that have been
previously outlined. This may be accomplished by introducing several suitable
secondary tasks and by utilizing the task priority framework, that has been re-
ported in Sec. 3.2.3. This section defines and illustrates the main task together
with the auxiliary tasks that will be used in the use case scenario. More precisely,
Eq. (3.8) and Eq. (3.10) are used in order to use the Jacobians described in the
next paragraphs.

Primary Task: Trajectory tracking

The equivalent RM’s end-effector capability to track a computed beforehand ref-
erence trajectory is considered to be its primary assigned task. It follows that
Eq. (3.4) can be utilized in order to define the main task as follows,

ẋe = Je(q)q̇ (3.12)

where Je(q) ∈ R2×6 is the end-effector’s associated Jacobian and ẋe ∈ R2 is the
end-effector’s task velocity vector, which is therefore defined as follows,

Je(q) = [J1, J2, . . . , J6] (3.13)

Hence, if supposing that p0
p and p0

k, both expressed into the base reference
frame, are, respectively, the position vectors defining a generic point pp and the
k-th joint, it follows that:

Jk =

{︄
Γ · Ωk · Λ if k-th prismatic

Γ ·
[︁
Ωk × (p0

p − p0
k)
]︁
· Λ if k-th revolute

(3.14)

(3.15)

with

Ωk =
k∏︂
i=1

T i−1
i , Λ =

[︁
0 0 1 0

]︁T
, Γ =

[︁
Λ Λ

]︁T
(3.16)

If the end-effector’s associated Jacobian needs to be determined, it follows
that the end-effector’s position vector p0

e should be substituted instead of the
generic vector p0

p.

For what concerns the secondary tasks, the ones that will be used are: joints
limit avoidance and obstacle avoidance. The detailed implementations are de-
scribed in the following paragraphs.
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Secondary Task: Joint limits avoidance

The first additional task that will be assigned is referred to as joint limits avoid-
ance, which has a lesser priority than the aforementioned main task. The asso-
ciated objective function may be defined as follows and thus the GPM approach
will be leveraged [330]:

w(q) = − 1

2n

n∑︂
i=1

(qi − qi,t)2
(qi,M − qi,m)

(3.17)

where qi denotes the joint variable associated with the i-th joint, and qi,t, qi,M
and qi,m are the i-th joint’s desired, maximum, and minimum values, respectively.
In this instance, the revolute joints are unrestricted whereas the prismatic ones
are. More specifically, the maximum joint value is determined by resolving the
catenary problem, which entails determining the maximum separation between
the mobile robots that ensures that the cable does not touch the ground. On the
other hand, the minimum joint value has been defined as a function of the safety
circles associated with two subsequent mobile robots and therefore is related
directly to the physical dimensions of the mobile robots.

Subsequently, Eq. (3.11) may be used to derive the relation q̇0 = Kφ̂, where
K ∈ R6×6 is defined as the gain diagonal matrix; on the other hand φ̂ ∈ R6 is a
vector in which its i-th component is specified as φ̂i = (qi,t − qi), ∀i = 1, . . . , n.
It must be noted that this has been obtained by substituting the constant gain k0
with a diagonal gain matrix K. Specifically, this matrix will be used to prioritize
a particular joint variable in relation to the others. The Ki,i elements are made
up of the values that have been obtained by differentiating Eq. (3.17). Choosing
a vector q̇0 ∝ ∇w(q) minimizes the term (qi,t − qi). The reason for setting the
coefficients Ki,i = 0 for i = 1, 3, 5 is because the revolute joints are unrestricted
in their domain, thus qi ∈ [−π, π], with i = 1, 3, 5. It is worth pointing out that,
by using a gain matrix it is possible to specify different gains on the diagonal in
order to give more importance to a joint with respect to the others.

This task’s J(q) ∈ R2,6 corresponds to the one associated to the end-effector
given in Eq. (3.13). Specifically, where to compute its various terms, Eq. (3.14)
and Eq. (3.15) must be used; the position vector p0

e relative to the base frame
must be substituted in p0

p. By looking at the size of the Jacobian, it is possible
to say that the introduction of this task reduces the number of DOFs of the
equivalent manipulator by a factor of two.

Secondary task: Obstacle avoidance

Some control is required to ensure that the mobile robots can traverse the task
space securely and also to prevent them from running into any obstacles. Addi-
tionally, this may be accomplished by utilizing a certain amount of free DORs
and afterward, as done in the preceding paragraph, establishing an additional
task that has the role to provide the system for obstacle avoidance capabilities.

Considering that the end-effector, i.e. the leader mobile robot, is already
been moving along a path that is computed beforehand to be free from obstacles,
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then the addition of this secondary task permits the system to generate internal
motions in order to rearrange the structure to ensure that the internal links will
not run into obstructions.

Every time step requires the definition of a critical point xc, as stated in [317].
This is referred to as the location on the manipulator that is closest to the obsta-
cle. Therefore, it follows that this task may be expressed differently as follows,

ẋc = Jc(q)q̇ (3.18)

where Jc(q) ∈ R2×6 is defined as the Jacobian matrix associated with the critical
point, while ẋc ∈ R2 is the evasive speed vector. The Jacobian Jc(q) associated
with this newly introduced point depends on the appropriate link to which this
point belongs since it could be located anywhere along the manipulator’s chain.
It follows that:

Jc =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
[︂
J1 0 0 0 0 0

]︂
if xc ∈ Link1[︂

J1 J2 J3 0 0 0
]︂

if xc ∈ Link2[︂
J1 J2 J3 J4 J5 0

]︂
if xc ∈ Link3

(3.19)

where Jk, with k = 1 . . . 5, is calculated again by using Eq. (3.14) and Eq. (3.15),
hence the vector p0

p must be replaced with the position vector xc.
There are many methods to define the evasion speed vector ẋc, e.g. as a

function of the distance, a blending function, or a constant module vector.
The vector representing the evasion speed, ẋc, is oriented in such a way that

maximizes the separation between both the critical point and the nearest obstacle.
As a result of this consideration, is that it is possible to establish a scalar objective
function, that if maximized will fulfill this task, and is defined as follows,

w(q) = ||dc − xc|| (3.20)

where dc is defined as the closest obstacle’s position vector. It is apparent that
dc and xc must be defined with respect to the same coordinate system. An
example of this objective function w(q), can be seen from Figure 3.3a. However,
within this investigation it has been decided not to utilize this function directly in
order to define this additional task; rather it has been elected to use its normalized
gradient. In addition to this, it has been defined a nominal evasion speed, together
with an activation function, as indicated in the following.⎧⎪⎪⎨⎪⎪⎩

ẋc = v0
∇w(q)
||∇w(q)|| ||dc − xc||< dmin

ẋc = 0 ||dc − xc||≥ dmin + ε

(3.21)

wherein dmin is a tunable parameter representing the safety distance that will
force this secondary task to activate. The well-known Zeno Phenomenon has
been successfully avoided or at least minimized by the introduction of ε > 0; this
has the effect of increasing the stability of the controller and minimizing system
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oscillations. Moreover, in MATLAB, a discrete two-dimensional grid reflecting
the workplace environment has been created. This has been created by utilizing
the logical grids, namely, Occupancy Grids, where each occupied cell is set to
true while if not occupied is set to false. Subsequently, over the just defined grid
has been defined the scalar objective function w(q). Specifically, to each grid
cell, a value has been set which then represents the minimal Euclidean distance
computed from the current grid cell and the closest in which an obstacle is present.
A cell’s allocated distance value has been set to zero if there is an obstruction
present. The gradient has then been computed and mapped across the same grid
in preparation for future demands. Figure 3.3b clearly demonstrates that the
direction of the gradient is perpendicular to the level surfaces.

(a) (b)

Figure 3.3: In (a) a sample objective function w(q) used for the obstacle avoidance
sub task in three dimensions; in (b) the view of its level surfaces [329].

It is important to point out that the formulation of w(q) has two key fea-
tures. The first is that there are no limitations on representing convex or regular
geometries due to its mapping procedure across a discrete grid, thus making it
feasible to describe any sort of obstacle. The second, instead, is that any real
points cloud-based systems, such as ultrasonic, LiDAR, or any other sensor, could
easily be integrated within this formulation.

Although the escape velocity v0 can be at start assumed to be constant, within
this work this speed has been specified explicitly as being inversely proportional
to the critical separation dc in order to achieve a smoother behavior as follows,

v0 =
kv0

||dc − xc||
(3.22)

As seen for the joint limits avoidance secondary task in the previous para-
graph, the introduction of this task has the effect of reducing by two the number
of degrees of freedom. It is possible therefore to reduce this number from two to



158CHAPTER 3. MOBILE ROBOTICS FOR INDUSTRIAL APPLICATIONS

one using the versor of the gradient, which has been defined above. Therefore, it
is possible to leverage a new Jacobian Jn(q) ∈ R1×6 associated with the obstacle
avoidance secondary task, which is therefore defined as follows,

Jn(q) = nT
cJc(q) (3.23)

where,

nc =
∇w(q)
||∇w(q)|| (3.24)

3.2.6 Control

The control architecture which has been utilized to fulfill the objectives given
in the previous section will be outlined throughout this paragraph, along with
the relevant control flow. The CLIK (Closed Loop Inverse Kinematic) method,
already highly used for serial robotic manipulators, as introduced in [312], serves
as the foundation for the controller used for controlling the chain of TMRs. The
vector of the tracking error e(t) associated with the end-effector, i.e. the leader
mobile robot, at time t must first be introduced:

e(t) = xd(t)− xe(t) (3.25)

where, at time t, the term xe(t) represents the vector defining the position of
the end-effector and xd(t) represents the location of the desired point on the
trajectory, i.e. the location where the end-effector should be. Eq. (3.25) can be
differentiated, and by utilizing Eq. (3.4), it is possible to obtain the following:

ė(t) = ẋd(t)− ẋe(t) = ẋd(t)− Je(q)q̇ (3.26)

Therefore, it has been chosen the following equivalent system,

ė(t) +Ke(t) = 0 (3.27)

It had been demonstrated that the aforementioned equivalent linear system, by
using gain matrices K which is positively defined, is characterized by being
asymptotically stable. Therefore, the algorithmic solution for the IK for the task
of the end-effector, or the leader mobile robot, tracking a reference trajectory is
defined as follows,

q̇ = J#
e (q)(ẋd(t) +Ke(t)) (3.28)

Since the main task has been identified as the trajectory tracking one, it
follows that Eq. (3.28) may be used in place of Eq. (3.8). Moreover, it is possible
to derive the algorithmic solution for the multi-task RM by also replacing the
additional tasks that have been specified in the preceding section. The vector q
of the joint variables is therefore given via time integration. Finally, by utilizing
Eq. (3.8), it is possible then to conclude that:
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q(t) =

∫︂ t

t0

J#
e (q)(ẋd +Ke)dt+

∫︂ t

t0

(︄
t∑︂
i=2

PA
i−1(q)J

#
i (q)ẋi

)︄
dt (3.29)

where t, again, represent the number of tasks, and for t equals to 1, the outcome
is equal of Eq. (3.28).

It is apparent that Eq. (3.29), for numerical simulation purposes, must be
time discretized. It follows then that the integrals symbols must be replaced with
a summation, as well as a suitable sample period must be selected because the
time integration must be performed numerically. Hence, the right choice of this
parameter will help on avoiding numerical instabilities.

Figure 3.4: At the top, the logical scheme of how the overall algorithm works, in
which are reported the three main blocks; at the bottom, the expansion of the
System Sub-Control Block containing the CLIK algorithm which evaluates the
shape of the catenaries and the secondary tasks’ resolution [329].

“Centralized Control” is the type of control that will be used within this inves-
tigation. It is important to point out that the controller, that will be introduced,
will assume a “fleet manager” behavior. Three distinct primary blocks may be
found in the control architecture, as illustrated in Figure 3.4, and therefore are
listed and briefly discussed below.

I. Planner : This block is in charge of the task of creating a suitable path, which
is free from obstacles, for the equivalent RM’s end-effector. This block takes
in input an existing environment’s discrete map (the occupancy grid defined
in the previous section) and the equivalent RM’s initial position. The RRT*
[331] graph search technique has been leveraged in order to get the free
obstacle path, which is successively saved in a data structure referred here
to as z. The effect of this block can be seen graphically from Figure 3.5(a).

II. Trajectory generator : With reference to Figure 3.4, this block is directly
connected with the output of the planner from which it receives the free
obstacle path data structure z, and it’s connected to the block System Sub-
Control. This block is in charge of creating a trajectory that traverses all the
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points that have been produced by the previous block given a required time,
in which the trajectory should be completed. Additionally, within this block,
a B-spline curve has been utilized in order to create a time-based trajectory.
Specifically, for the use case taken in this investigation, a value Tend = 15s
has indeed been set as the trajectory’s duration, whereas Ts = 0.05s has
been set as the sampling interval. The block outputs a trajectory data
structure w = [X, Ẋ, Ẍ] = f(Tend, Ts, z) where its components are the
time-series of the generated values x(t), ẋ(t) and ẍ(t) accordingly, where
t = 0, . . . , Tend. These values represent respectively the position, the speed,
and the acceleration associated with the trajectory points, and that the end-
effector should possess while traversing them. The length of these single data
structure’s components is N = Tend/Ts points. The effect of this block, for
a sample environment, can be seen graphically in Figure 3.5(b).

III. System Sub-Control : The CLIK algorithm operates in this block, making
it the most crucial one. It accepts as entry the data structure of trajec-
tory w provided by the Trajectory Generator as well as another data struc-
ture providing essential map information (for instance the distance field).
Subsequently, this block outputs a data structure that contains the single
trajectories that will be separately assigned to the single mobile robot con-
stituting the chain of TMRs, and which need to track. These trajectories
are shown in Figure 3.4 and denoted with x1,2,3. Furthermore, this block
may be expanded to reveal a subsystem control loop which in turn contains
three major components:

• Main CLIK Algorithm: This block has the role to compute the RM’s
IK and provides a reference signal to the equivalent manipulator’s end-
effector, which in turn must track it;

• Secondary Tasks Manager : The single elements employed in the multi-
task framework are calculated and arranged within this block;

• Parallel Catenary Evaluation: This block verifies the precise attitude
and the mapping of the catenary-based cables at each iteration. Ad-
ditionally, in order to control the elongation of the tether, it is also
responsible for rearranging the matrix of the gains associated with the
secondary task of joints limits avoidance.

The Secondary Task Manager has the two unique states listed below and is
modeled as a finite state automaton (FSA) with two states:

State A. Only the principal task and the joints’ limit avoidance are triggered
when all of the links of the manipulator are outside of the hazard colli-
sion region;

State B. The additional task associated with the obstacle avoidance activates
whenever any point of any equivalent manipulator link crosses into the
danger zone, taking priority over the joint limits avoidance additional
task, while the latter’s priority is dropped to the lowest priority. This
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(a) (b)

Figure 3.5: Sample environment: In (a) the resulting graph and the feasible path
obtained by the planner block; in (b) the time-based trajectory synthesized by
the trajectory generator block.

results in giving up some of the ability to minimize the separation be-
tween every mobile robot while obtaining increased maneuverability
around obstacles. Until any of the colliding points is still inside the
danger zone, this condition continues to be in operation. The danger
area required to deactivate this secondary task is the original danger
area summed by a ε in order to avoid the Zeno phenomenon as dis-
cussed in the previous sections.

It must be pointed out that Eq. (3.2) has been utilized at every iteration of
the main control loop. This has been done in order to map the joints’ position
of the equivalent robotic arm - the single mobile robots - starting from its joint
variables. This process has the effect of generating the three different trajectories
assigned to the single mobile robots. This process can be seen from the diagram
in Figure 3.4.

Parallel catenary evaluation

The tethers’ behavior and their shape must be calculated and described in con-
junction with the control of the equivalent RM since they are treated as prismatic
joints, such that it is possible to exploit the presented kinematic analogy between
chains of TMRs and this equivalent robotic arm. In particular, this is carried
out to keep the tether from contacting the ground, which is in contrast with the
requirements of the use case scenario.

Spline, catenary, and parabola curves can be used to model and simulate
flexible tethers [332]. The catenary depends on the tension and weight of the
cable, as well as the suspending points’ elevation. In the following is reported the
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parametric equation for catenary-based curves [333]:

y = c
(︂
cosh

(︂x
c

)︂
− 1
)︂

(3.30)

where,

c =
T0
ρg

(3.31)

The variables T0, ρ, and g represent the cable’s horizontal tension force, the cable’s
specific weight, and the gravitational acceleration, respectively. The reference
frame used for the curve parameterization is centered at the curve’s lowest, i.e.
the tuple (x, y). An example of a tether suspended between two anchor points,
having the same height, is illustrated in Figure 3.6.

Figure 3.6: Example of a suspended tether fixed at two points with same height

Taking into account the pulley’s torque resistance assumed to be Tr = 1.35Nm,
the pulley radius r = 0.1m, as well as the robots’ anchoring point elevation
H = 0.43m. By utilizing Eq. (3.30) and assuming a cable-specific weight equals
to ρ = 0.15 kgm−1, it can be calculated that dmax = 5.84m is the greatest hori-
zontal separation that can be maintained between two successive mobile robots
of the TRM chain, while still ensuring that the tether does not come in contact
with the ground.

The minimum and the maximum distances which have been computed become
the prismatic joints limits in the joints limits avoidance secondary task.

Since the catenary depends only on geometrical parameters and the tension of
the cable which can be considered constant, the shape of the catenary has been
evaluated previously and independently from the control algorithm. This allows
the mapping of the shape and creates an interpolation that maps the distance
between two robots to the cable sag. It follows that this will produce benefits from
a computational point of view in the control loop algorithm since the catenary
won’t be computed at each iteration.

For every value of the tether’s sag—or equivalently, the robots’ horizontal sep-
aration—a value has to be mapped for the gain matrix K, used for the additional
task of the joints limits avoidance, must be chosen based on the formulae reported
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Figure 3.7: Catenary’s sag evolution over the horizontal distance between two
hanging points.

in Eq. (3.30). In order to accomplish this, a proper function has been designed
and constructed as follows using the combination of two exponential functions as
well as a constant gain G:

Ki,i(qi) = a1e
b1qi + a2e

b2qi +G, i = 2, 4, 6 (3.32)

The equation that has been reported above requires the robot’s horizontal
distance as input. The goal of the exponential functions is to gradually increase
the gains employed in the joint limits’ secondary avoidance task under specific
circumstances. This, as an instance, occurs if either the horizontal spacing of the
robots exceeds the minimum safety distance dmin, which has been introduced to
ensure that they will not collide, or when it happens that the maximum distance
exceeds dmax, which has been defined as distance beyond which the cable will go
in contact with the ground.
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Figure 3.8: Joint’s limit avoidance gain’s trend with respect to robot’s horizontal
distance
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Parameters tuning, performance function definition and optimization

Numerous system characteristics, including the various introduced gains as well
as the evasion speed, must be adjusted in order to create a worldwide smooth
behavior and minimal energy loss. To compare individual simulations, it is also
important to establish performance functions or objective functions. The descrip-
tion of the simulation environment, i.e. the logical map, must be the same for
every conducted simulation in order to give coherent results.

Within this paragraph, all the objective functions that have been used in the
scope of this investigation are listed. Moreover, their values are discretized into
N equally spaced samples with k = 0, . . . , N as their index. Moreover, it has
been elected that all the performance functions must be minimized at the same
time:

f1 =
N∑︂
k=0

q̇(kTs)
T q̇(kTs)

f2 =
N∑︂
k=0

[︁
(d1 − d2)2 + (d2 − d3)2 + (d3 − d1)2

]︁
f3 =

N∑︂
k=1

||xe(kTs))− xd(kTs)||2

f4 =
N∑︂
k=1

...
q (kTs)

T ...q (kTs)

(3.33)

(3.34)

(3.35)

(3.36)

Notably, the energy used by the fictitious motors of the equivalent RM is taken
into account in Eq. (3.33). The homogeneity of the separation between the robots
is taken into consideration in Eq. (3.34), wherein di = f(kTs) with i = 1, . . . , 3
represent the discrete counterpart of q2i (i.e. the elongation of the 2i-th prismatic
joint). Finally, it is desired to try to maintain a constant robot separation distance
by achieving minimization of this function. Additionally, Eq. (3.35) measures
the precision with which the end-effector tracks the assigned reference trajectory.
Finally, the structure’s overall jerk is quantified by Eq. (3.36), whose minimization
it’s apparent will result in a system’s smoother motion.

A blind penalty is imposed making fi = +∞, if somehow the end-effector
is incapable of ending successfully the simulation for any cause. Failures of this
kind happen when big values cause the system to become unstable, whenever the
robot’s links run into objects, or if the minimum separation between robots is
smaller than what is permitted. The multi-objective optimization with genetic
algorithm process (MOGA) has been used, and the appropriate set of parameters
was ultimately determined.

3.2.7 Results

Four alternative scenarios have been simulated once the characteristics have been
properly tuned in the previous paragraph. These scenarios are listed as:
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• Scenario A: a square space with five obstacles, each represented with a
disk of a particular diameter; this scenario has been thought to mimic a
room with some columns placed in it; in this scenario, the leader robot
must place itself behind the column in the center of the room;

• Scenario B: a setting with a walkway with a high degree of curvature that
serves as the exit from the room. The final robot’s objective in this scenario
is to make it to the end of the corridor;

• Scenario C: a square space with parts of the walls built to resemble a little
labyrinth. Within this scenario, the robot leader should take up a position
in the corner at the top right of the room;

• Scenario D: a square room with a replica of a Cessna C-172 airplane,
which in turn has to be subjected to operations performed by the mobile
robots, for instance, robotic painting in this case. In this scenario, the robot
leader must maneuver all around the aircraft and actually take a position
on the opposite side.

It is worth pointing out that before feeding the map to the planner block,
the obstacles’ size has been scaled appropriately to accommodate for the physical
characteristics of the robots. This has been done in order to achieve two features:
introduce a margin factor and take care of the mobile robot’s turning radius.

The equivalent manipulator postures are reported in Figure 3.9, for some
simulations that have been performed. Specifically, these simulations have been
performed on each of the four introduced scenarios, therefore the posture of the
RM is assessed across a specific time step chosen equals to three seconds. The
endpoints of the straight lines visible from the same figure represent the equivalent
RM’s revolute joints, or equivalently the mobile robots, while on the other end,
the straight lines depict the links of the RM, or equivalently the tether, connecting
the mobile robots composing the chain of TMRs, seen from above. It is evident
that the system adjusts its structure to avoid obstacles close to it while also
attempting to maintain adjacent mobile robots as close to one another as possible
as well as reducing the horizontal distance between them.

Figure 3.10 displays the trajectories that the fleet controller has produced,
and that the mobile robots then must track. The figure shows the generated
trajectories for each of the introduced scenarios: scenario A is shown in the top
row, scenario B is shown in the second row, scenario C is shown in the third row,
and finally scenario D is shown in the bottom row. All other trajectories exhibit
spikes caused by both numerical oscillations and the abrupt activation/deactiva-
tion of the additional tasks, with the sole exception of the leader mobile robot’s
trajectories, which, must be remembered, have been calculated beforehand at the
planner level. As a consequence of this, trajectories assigned to the single mobile
robots have been smoothed through a filtering process in order to get rid of the
spikes. The paths in red represent the outcomes of this procedure.

Remember that the equivalent manipulator’s q2, q4, and q6 joint variables,
which describe the elongation of the three prismatic joints, which according to
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the kinematic analogy introduced also reflect the longitudinal distance between
two adjacent mobile robots.

Four distance errors’ temporal evolution are shown in Figure 3.11. At a given
time t, the difference between both the mean of the horizontal separation of all
mobile robots and their single horizontal separation is what they are regarded as.
Additionally, as can be noted from the same figure, the errors remain nearly zero
throughout the simulation, with the exception of a few moments which have been
addressed as those moments in which the additional task of obstacle avoidance
is triggered, leading to the RM arm trying to avoid obstacles while at the same
time deactivating the additional task of the joints limits avoidance. Inaccuracies
observed on the tracking rise as a result of this. It has been observed that this
discrepancy, by considering the absolute value, is less than 0.008m for scenario
D, although it is still within 0.05m for scenarios B and C. Last but not least, for
scenario A, is smaller than 0.10m.

The required instantaneous speeds for every mobile robot to fulfill the three
trajectories that the controller has generated, specifically for scenario B, is shown
in Figure 3.12. It must be pointed out that the velocities indicated have been
normalized in relation to the nominal speed vn, which is the required end-effector’s
(Robot 3) speed to follow the whole trajectory during the allotted simulation
period. It can be noted that the spikes in the original trajectories result in
significant instantaneous speeds and accelerations, on the other hand, it is also
evident how the filtering of the trajectories has affected the data in this picture
as well, i.e. by smoothing the instantaneous speeds. The red curve represents the
filtered speed distribution that every mobile robot should assume to track the
assigned reference trajectory.

Fitness: Sensitivity analysis

Within this subsection is provided a sensitivity analysis performed on two key
parameters in order to understand the mechanisms underlying differences in the
objective functions shown in Eqs. (3.33)–(3.36): the constant associated with the
escape speed kv0 as well as the minimum separation dmin which triggers the ob-
stacle avoidance additional task. The decision to perform a sensitivity analysis on
these parameters has been taken based on the fact that these have been observed
as the two most important characteristics that are also grounded in physical
quantities; in fact, the majority of other metrics are linked to the controller’s
gains and, as a result, poorly reflect the robot’s high-level behavior. The allowed
range of variation for the chosen parameters has been expressed by the formulas
kv0 = k∗v0 + [−50%,+100%], while dmin = d∗min + [−50%,+100%], where k∗v0 =
0.05m2 s−1 and d∗min = 0.5m, respectively. The fitness functions display values
between the following ranges: f1 ∈ [123.9412, 453.7501]J, f2 ∈ [0.0021, 0.6446]m2,
f3 ∈ [1.1405, 1.1407]m2 and f4 ∈ [0.1559× 108, 2.7352× 108]m s−3. For every one
of the objective functions which have been mentioned in the previous section, the
findings of this sensitivity analysis are shown in Figure 3.13 for each and will be
discussed in the following.

The approach is successful in maintaining the spacing between the mobile
robots uniform because, generally, the objective function f2 stays relatively mod-
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Figure 3.9: Evolution in time every three seconds of the pose of the equivalent
manipulator. In the top row, the room with the five columns is shown (Scenario
A); in the second row, the corridor is shown (Scenario B); in the third row, the
maze is shown (Scenario C); and, in the bottom row, the room with the plane is
illustrated (Scenario D) [329].

est in any configuration pair (kv0 , dmin). This is generally correct for f3, which
demonstrates that with the great majority of settings, the robots’ tracking error is
maintained at a moderate level (kv0 , dmin). The region highlighted in black depicts
settings for the pair (kv0 , dmin) which results in an impractical path planning, or
one in which the robot runs into obstacles. Vertical bands may be observed on the
objective functions’ response surfaces; they look matched between the different
charts and demonstrate some regularity between dmin values, or, in other words,
that dmin appears to affect system performance in a step-like fashion. This is
certainly not the case with kv0 , which does in fact exhibit a very subtle impact.

The triggering of the additional task of obstacle avoidance, which imposes
significant penalties on the system’s overall performance, is the reason for these
enormous discontinuities. In reality, the secondary tasks do not work following
the lowest energy approach, which results in significant fitness losses upon activa-
tion, whereas instead, the primary task operates according to the lowest energy
approach requirement (this can be easily seen by looking at the first component
of Eq. (3.5) that indirectly introduces this behavior). Geometrically, the algo-
rithm creates abrupt evasive motions roughly orthogonal to the overall direction
of travel during obstacle avoidance maneuvers, which has a detrimental impact
on the fitness function connected to energy. As a result, as anticipated, this is
particularly evident in the cases of f1 and f4, or the ones related to energy and
jerk.
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Figure 3.10: Original and filtered trajectories obtained for each of the mobile
robots computed in the top row, the room with five columns (Scenario A); in the
second row, the corridor environment (Scenario B); in the third row, the maze
(Scenario C); and, in the bottom row, the room with the plane (Scenario D) [329].

Figure 3.11: Distance error of the tree mobile robots evaluated in (a) the room
with five columns environment (Scenario A); in (b), the Corridor (Scenario B);
in (c), the Maze (Scenario C); and, in (d), the room with the plane (Scenario D)
[329].

The difference between dmin’s and kv0 ’s contributions to fi is likely due to the
former’s direct impact on the obstacle avoidance task’s activation, i.e., when it
activates, and the latter’s only influence on how is this particular task’s behavior.

The challenge of obtaining an optimal configuration (kv0 , dmin) is evidently
one of selecting both low values for kv0 and dmin considering the morphology
of the response surfaces of every objective functions. Nevertheless, it must be
emphasized that this tends to lead to impractical setups (black areas indicated
in the charts). As a result, if considering this as a multi-objective optimization
problem, the boundary between the black and colored areas can be considered to
be the Pareto front of the problem; as a result, configurations in this area have
optimal values but minimal robustness due to their proximity to the infeasible
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Figure 3.12: Normalized speed the mobile robots shall maintain in order to com-
plete the assigned trajectory in scenario B [329].

region.

ROS and Gazebo simulation

Two simulations on Gazebo have been executed for scenarios C and D, respec-
tively, in order to demonstrate the feasibility and validity of the methodology
described in the preceding sections. Within this paragraph has been elected to
use Gazebo in conjunction with the ROS-Gazebo bridge in order to simulate the
robotic system in consideration. In particular, once the filtered trajectories are
generated, they are stored in some convenient .json files which are then used as
input for the simulation.

Two Python and XML-based ROS packages have been developed in order to
perform a multi-robot simulation using Gazebo, which adds to the simulation
as a whole. The first package is in charge of spawning three separate mobile
robots inside the Gazebo simulator environment and initiating it depending on
the map utilized in the other simulations. Three Neobotix MPO-500 mobile
robots have been chosen for scenario C, and two MPO-500 and a MMO-500 for
scenario D. All of them are omnidirectional drive mobile robots whose software
is based on ROS, however, only the MMO-500 mobile robot does have an UR10
robotic arm mounted on top of it. The other package, on the other hand, is
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Figure 3.13: Sensitivity analysis of the fitness functions based on the variation of
parameters kv0 and dmin [329].

in charge of starting and establishing connections with as many ROS nodes as
there are mobile robots in the environment. In addition to running a general PID
controller for trajectory tracking and having a routine that stores the robot’s
internal variables into another .json file for data post-processing purposes, each
of the nodes corresponds to a single process that is in charge of loading the .json
file which includes the computed beforehand smoothed trajectories, generated by
the fleet manager, and assigning the appropriate one to the mobile robot. It
should be highlighted that every mobile robot has its own PID controller. This
as a result translates into the advantages of being more computationally efficient
and being coherent with the real-world scenario. This can be seen in graphical
form in Figure 3.14, which represents the ROS graph displaying the nodes, their
connections, and how they communicate via topics. A view of the simulation’s last
instant from scenario C is shown in Figure 3.15a. Figure 3.15b, which indicates
the tracking error, instead displays three curves, one for every platform. 3.16
shows the same outcomes, but this time for scenario D.
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Figure 3.14: Rosgraph showing the ROS nodes communication diagram in the
ROS application used for the tethered robot application simulation in Gazebo.
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Figure 3.15: Gazebo simulation for the three omnidirectional robots in scenario
C (Maze) (a) perspective view of the end of the simulation; (b) the tracking error
[329].
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Figure 3.16: Gazebo simulation for the three omnidirectional robots in scenario
D (Plane); (a) perspective view of the end of the simulation; (b) the tracking
error [329].

Concluding it must be pointed out that all of the robots maintained a safe
distance from one another and the obstacles placed in the environment throughout
the simulations.
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3.3 Crowd navigation

As discussed in the previous sections, the trends in industrial environments and
Smart Factory settings are for mobile robots to be given more responsibilities
and more tasks. Many of these tasks involve collaboration with human operators,
while others only involve solely the mobile robot being aware of the presence of
humans in the environment. It follows that the mobile robot must be “smart”
enough to handle these situations and not be harmful to humans. Moreover, the
mobile robot must be equipped with an intelligent controller that is aware of
human presence and is responsible for resolving human-robot interactions, thus
allowing the robot to be able to interact with humans. It should be emphasized
that this requirement applies not only to mobile robots used in industrial and
manufacturing settings but also to many common settings in the everyday context
in which these systems are used. An example of these may be large environments
such as airports or hospitals, where the mobile robot employed must be able to
perform the task assigned to it, thus being able to navigate in a very crowded
and chaotic environment.

This section aims to study and address one of the topics, which falls under
the classification of tasks involving only the mobile robot’s awareness of the pres-
ence of humans, and which is very interesting and attractive in the field of robot
autonomy development. Specifically, this section is concerned with studying and
addressing the problem of navigating a mobile robot within a dense moving crowd
through the development of an “intelligent” controller that has been trained with
reinforcement learning techniques. Clearly, this is a topic of great interest in all
fields of mobile robotics, especially in manufacturing plants and Smart Factories,
where a certain degree of decision autonomy of robotic systems and co-presence of
robotic systems with humans is required. Specifically, this section will illustrate
the problem that needs to be addressed in a general way, coupled with an accurate
description and modeling of individual elements useful for numerical simulations,
thus for training the mobile robot controller, and that is as accurate as possible in
order to minimize the reality gap between the simulated and real environments.
Particular emphasis in fact has been placed on modeling the moving crowd of
pedestrians, particularly the interactions that occur between them, along with
some social behaviors, but also the interaction that occurs between robots and
humans. These interactions are modeled using a microscopic approach based on
the introduction of contributions from appropriate attractive and repulsive forces.
Next, the focus shifted to the architecture of the reinforcement learning environ-
ment, the topology of the neural network, and the algorithms that were used.
Attention was then placed on the training and validation of the neural networks
and a comparison of the different algorithms used was performed. Finally, the
approach was then experimentally validated using an industrial mobile robot in
a real-world scenario.

It is evident that certain types of interactions must be carefully resolved in
this specific type of application. The mobile robot, as in the cases described in the
previous sections, is subject to two types of interactions with the environment:
that resulting from the contact of the wheels with the ground, and ensuring
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locomotion and relative motion with it, and the interaction of the mobile robot
with obstacles in the surroundings. Moreover, in this application, the mobile
robot is also subject to interaction with humans present in the environments and
classified under the group of human-robot interactions. It is evident that for this
application, the interaction of the robot with the ground is not very relevant, while
the interactions with obstacles and people assume a fundamental importance for
the proper functioning of the robot in this scenario. However, among the latter
two, the one that takes priority is human-robot interaction since it is required that
the mobile robot should never be able to cause harm to a human being. Rather,
it is preferable for it to crash into a static obstacle. Finally, it is important
to note that all these interactions are modeled explicitly within the simulation
environment, but it is the trained robot controller who, through its perception
system, is able to detect and handle them appropriately in order to perform the
task assigned to it.

Summarizing, the contributions of this section can be listed in:

• The creation of an extended social forces model, that aims to closely mimic
the real case scenario, that enables the inclusion of more socially diverse
human behavior, such as stopping, grouping, splitting, abrupt changes in
environment direction, and so on, in addition to the introduction of the
pedestrian-to-robot repelling force;

• The development of a functional and dimensionally effective CNN-based
architecture to address the issue of mobile robots navigating moving crowds;

• The rigorous testing of DQL and A3C RL algorithms being used to solve
the issue of mobile robots navigating moving crowds;

• The presentation of the parallel and asynchronous computing techniques
utilized to accelerate training;

• The development of the ROS package, which can be used both in simulated
and real-world settings, for robot control using the trained NN and which
also includes mapping, visualization, localization, position estimation, and
trajectory planning functionalities;

• Experimental validation of the RL trained controller on a commercially
available mobile robot.

3.3.1 Introduction

It has posed a lot of attention and interest in robot autonomy and the potential
use of robots in situations that entail interaction and collaborative work with
humans from the initial days of mobile robotics. The ability of autonomous
robots to move among humans and conduct activities safely and comfortably is a
fundamental need for such applications. This is especially relevant in situations
like Smart Factories. The employment of autonomous mobile robots (AMRs),
in these environments, is pretty recent and is becoming more prevalent and ap-
pealing in industrial contexts [334,335], typically in the form of “fleets” that are
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managed by a fleet manager [86,329]. This has been also possible due to the ever
increase in degree of autonomy these mobile robots are exhibiting in the past
decades. Mobile robots employed in the context of Smart Factories can work
independently or cooperatively with other machines, robotic systems, or human
operators to complete tasks, and they can co-exist in the same environment. In
the latter scenario, safety needs to be the major priority because the mobile robot
can not hurt or provoke injuries to nearby humans. In addition, while working
among people, the robot must be able to identify human intents and respond
appropriately [336]. In the field of autonomous systems and autonomous navi-
gation, it is well known the freezing robot problem [337]. This issue refers to the
particular situation in which a robot gets stuck when it gets enough surrounded
by people, which frequently occurs in densely populated areas. The problem of
mobile robots navigating moving crowds has been studied by numerous authors
in preceding decades due to the enormous potential of completely autonomous
systems, which can be employed in a vastness of fields, such as the industrial one,
commercial, health care, and so on. In 2013, Trautman et al. employed inter-
active Gaussian Processes to increase human-robot collaboration in dense crowd
navigation situations [338]. To prevent collisions among a fleet of autonomous
robots, Abdulov and Abramenkov in their research instead use a communication
system [339]. This study is a logical extension of our earlier work [340], in which
it had been trained an artificial neural network (ANN) utilizing the NeuroEvolu-
tion of Augmenting Topologies (NEAT) algorithm [341], therefore by employing
an evolutionary approach to control a differential drive mobile robot.

The purpose of this study can be summarised as training a controller, to
employ then on a mobile robot that will work in a realistic environment, by
taking advantage of quick and inexpensive computer simulations. This type of
environment is very well known in the literature research as Sim2Real [342] and
has drawn a lot of attention recently. To ensure that the learned policy can
be applied in the actual world, there must be a strong degree of congruence
between both the simulated and real environments. In this instance, it’s crucial
to carefully select the approach utilized to mimic the crowd behavior in order to
get a trustworthy environment.

An established method to mimic crowds in many applications, such as video
games, is crowd simulation [343].

Crowd modeling and simulation may be done using a variety of methods,
including force-based interactions, pedestrian flow, rule-based, psychology, and
sociology-inspired methods, and others. The literature provides thorough overviews
and discussions of crowd modeling and simulation methodologies [344,345]. This
work relies on a social force model (SFM) which is based on the work presented
by Helbing et al., as shown in [346, 347]. They used a force-based model that is
inspired by self-driven many-particle systems to model the behavior of crowds re-
sponding to panic situations; in addition, a similar method has been employed in
other crowd models [348]. In order to estimate the variations in pedestrian speed,
they specifically take into account the so-called interaction forces. These forces
are used to reflect actual experimental data about humans walking, such as the
propensity of pedestrians to maintain a velocity-dependent distance from each
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other and from walls. Additionally, the authors also add a repulsive interaction
force to represent the psychological finding that people on foot want to avoid one
another. Last but not least, granular interactions that take place, particularly in
tight crowds, are taken into account by including body forces as well as sliding
friction forces. The software used to implement this crowd model was created by
the same authors and assigned to it the name PySocialForce. Subsequently, it was
then made publicly available for python as a cross-platform installable external
module. Their program is implemented within this work, that in turn has been
further enhanced.

Reinforcement learning (RL) approaches have been effectively leveraged in
order to solve problems related to control and optimization aspects in a variety
of domains, including video games, [349], chip placement [350], control of strato-
spheric air balloons [351], control of UAVs [110], and nuclear reactors [352]. This
is a consequence of the growing resources that are available as well as computa-
tional power. The recent success of RL has been significantly aided by the usage
of deep neural networks (DNNs), which can readily accommodate high dimen-
sional inputs. In applications involving robots, the data from several sensors and
actuators installed on these machines often make up the control system’s input.
As a result, it might be quite challenging to directly learn a strategy that would
solve the required goal [353]. However, deep RL enabled “mapless” robot navi-
gation by utilizing neural networks and perceptual data [354]. Previous research
has attempted to train the robot’s controller using the RL technique as well as
simulation models to address navigation in congested situations [355,356]. Addi-
tionally, Regier et al. controlled a mobile robot using a NN with an input neural
layer relying on the chunk notion as well as the SFM applied on simulating crowd
motion [357].

There are further instances of RL being combined with PySocialForces, such
as the work presented by Katyal et al. [355]. The strategy presented in this
work, however, is different in a number of aspects. It has been expanded the
SFM in order to account for more intricate social behaviors (agents can stop in
the environment for a while, divide, group together, alter course, and so on).
Proximal Policy Optimization (PPO), initially introduced by Schulman et al.
[358], is used in the research from Katyal et al., however, within this work, it
has been employed the following algorithms: the Deep Q-Networks (DQL), first
presented by Mnih et al. [359], and the Asynchronous Advantage Actor Critic
(A3C), first presented by Mnih et al. [360].

Finally, this section is structured as follows: in Sec. 3.3.2 the description of
the problem considered in this investigation is provided. Will be first presented
the modeling of the crowd using the SFM, then will be briefly described the
kinematics of the mobile robot, then it will be described the modeling process of
the simulation environment followed by the modeling of the robot’s perception
system, and finally will be presented the map chunk model used as a baseline
for the additional task in this problem. In Sec. 3.3.3 is presented in detail the
methodology aspects used within this investigation. These comprise first a brief
description of the Markov Decision Process elements peculiar to this problem;
then a description of the RL architecture used, hence the description of the algo-
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rithms and the topology of the NN that has been used. In Sec. 3.3.4 are reported
and described the findings obtained for the training process performed on the
two RL algorithms, namely the DQL and A3C. In Sec. 3.3.5 are reported and
described instead the findings that have been obtained for the testing process
performed on both the selected RL algorithms. Finally, in Sec. 3.3.6 are reported
the findings that have been obtained during the experimental validation on a
real mobile robot of the proposed approach, and preceded by a description of the
ROS-Gazebo pre-testing procedure performed for fine-tuning and check of the
functionalities.

3.3.2 Problem statement

The problem statement is described within this paragraph. Particularly, first, it
will be described the crowd model that had been chosen to describe the moving
crowd; secondly, it will be reported the kinematics model of the hypothetical
mobile robot along with the modeling of its perception system; subsequently, it
will be reported the description of the simulated environment within the model;
and last but not least the “map chunk” model that has been added in order to
aid in speeding up the controller training process. Specifically, to the model have
been added terms representing the following occurrences: pedestrians as well as
groups stopping in the environment; individuals dynamically grouping with each
other or with existing groups; single pedestrians abandoning their groups and
also moving in other directions; or even groups dissolving into smaller groups;
and finally, the ability for pedestrians as well as groups to meet up within the
simulated environment.

Crowd modeling: Social Forces Model (SFM)

In this study, it has been used a simulation engine which is based upon the Social-
Forces Model (SFM) in order to mimic dense crowds as well as their behavior. It
has been specifically employed the PySocialForce [361], aforementioned python
implementation package, which extends [362] and implements the Extended So-
cial Forces model (ESFM). The original implementation of this model has been
substantially expanded throughout this work to boost generality while taking
into account common social behaviors that may be seen in real crowds during
everyday activities.

The SFM is a microscopic approach that seeks to describe and simulate a
moving crowd and has been extensively investigated in the past. The model pos-
tulates that Newton’s second law, which describes dynamics as a sum of “forces”
contributions, can be used to represent the motion of a single individual making
up the crowd. The same research group created the ESFM, to which the afore-
mentioned python library alludes. They have described each force component
in their numerous papers and fine-tuned the model using experimental observa-
tions of actual crowds. These contributions are listed in the following, although
full and in-depth discussions may be found in the authors’ original manuscripts
[361–364]. The ESFM presupposes that Newton’s second law can adequately
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capture the motion of a single pedestrian i, as shown in the following:

ẍi = ft,i +
n∑︂
j=1

fi,j + fw,i + fg,i (3.37)

where ft,i, defined as a specific external force, characterizes the contribution to
the mobility of the i-th pedestrian in order to reach its assigned target destination;
fw,i denotes the repulsive force component resulting from a static obstacle w
existing in the simulated environment, which helps the individual to stay away
and avoid collisions with obstacles; fi,j represents the repulsive force contribution
with the pedestrian j, which has the effect of single pedestrians not colliding with
each other; and finally fg,i is defined as the grouping force contribution, which
has the effect to maintain the formation of a given group. The result of the total
of these forces translates into the final motion of the i-th pedestrian. In this
context, it is referred to as “specific force” the external force scaled by the i-th
pedestrian mass mi, i.e. the forces contributions in Eq. (3.37) formally represent
acceleration terms.

The target contribution term ft,i is suggested to be characterized by the
relation below as claimed by Helbing et al. in [362]:

ft,i =
vti êi

t − vi(t)

τ
(3.38)

where vti is the scalar i-th individual’s target speed, êi
t is the desired direction’s

normalised vector, vi(t) is the individual’s current speed vector at time t, and
finally τ is a tunable relaxing factor.

The individual repulsive interaction force contribution between the generic
pedestrians i and j, according to Moussäıd et al. in [364], may be expressed as,

fi,j = −Ae−d/B
[︂
e−(n′Bθ)2t+ e−(nBθ)2n

]︂
(3.39)

where t is the direction of the interaction, i.e., the versor pointing from pedestrian
i towards pedestrian j; n is defined as the normal versor to t and oriented to the
left, and d represents the separation between the two pedestrians. A, B, n, and
n′ are tunable model parameters; θ is the angle between t and the versor that
points from i towards j.

According to Johansson et al. in [363], the repulsive contribution force to the
i-th individual caused by closeness to walls and obstacles in the environment may
be represented as the following decaying exponential relationship:

||fw,i||= ae−dw/b (3.40)

where a and b are model parameters, and dw is defined as the normal distance
between the i-th pedestrian and the obstacle. Moreover, this force has a direction
coinciding with the normal distance and acts from the obstacle to the pedestrian.

Finally, Moussäıd et al. proposed the grouping contributions in their research
[361]. These contributions have been described as consisting of three terms as
follows,
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fg,i = fg
g,i + fa

g,i + fr
g,i (3.41)

where fa
g,i is the group attraction term, which is in charge of attracting indi-

viduals who belong to the exact same group; fr
g,i is defined as the group repulsive

term, which is in charge of preventing group members from colliding and overlap-
ping, and finally fg

g,i is defined as the gazing term, which is in charge of adjusting
the i-th pedestrian pose in order to minimize its head rotation. For a complete
definition of the single terms the reader is referred to the following literature
[361].

It must be pointed out that simulated pedestrians have been shown to demon-
strate lane-following behavior while attempting to avoid static obstacles present
in the environment. In addition, some of them have been observed to become
trapped in a local minimum while in close proximity to objects with complicated
shapes. In this study, individuals have been provided with an ad-hoc controller
to assist them in more efficiently avoiding static impediments. The last differ-
ence between the implementation presented within this work of the individual
dynamics and the original ESFM formulation is that this approach takes into
consideration the fact that the solitary pedestrian is somehow aware of the pres-
ence of the robot. This has been accomplished via a suitable weak repulsive force
fi,r that only operates close to the mobile robot, that is, whenever the separation
falls below the tunable threshold parameter dR. The robot-to-pedestrian repul-
sive force contribution can then be added to the formulation of the pedestrian
dynamics in Eq. (3.37) in order to account for this addition. However, it must be
clarified that during the training and validation procedures, it has been elected to
choose to leave this force component disabled, which means that now the pedes-
trians are unaware of the robot’s movement in the environment. This component
was purposefully turned off because it serves as a cautionary case in which the
mobile robot must learn in a more difficult situation. The crowd doesn’t react to
the robot because they perceive it to be a ghost.

Mobile robot kinematics

A Wheeled Mobile Robot (WMR), whose kinematics is of type differential, which
means that it possesses two independent driving wheels and a common axis of
rotation, has been taken into consideration within this study as a case study.
Due to its well-known kinematics and due to the non-holonomic constraints, this
WMR can not move laterally in this configuration but may drive straight, steer,
and spin in situ.

Two reference frames have been introduced—a local reference frame fixed with
the WMR (C, ı̂, ȷ̂) and an inertial reference frame (O, êx, êy)—to characterize its
motion. Moreover, the robot heading is represented by the rotation between the
two reference frames. This is demonstrated in Figure 3.17.

The differential kinematics model formulation, for a differential drive mobile
robot can be expressed in the robot’s local reference frame under the conditions
of pure rolling and no lateral slip. Referring to Figure 3.17, it follows that,
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Figure 3.17: Kinematic model of a differential drive mobile robot, with focus on
the relation between the robot’s frame and the inertial frame [365].

ẋ =

⎡⎣ẋẏ
ϑ̇

⎤⎦ =

⎡⎣Rw

2
(φ̇l + φ̇r)

0
Rw

L
(φ̇r − φ̇l)

⎤⎦ (3.42)

where L refers to the wheelbase of the mobile robot, φ̇l and φ̇r are the left
and right wheels’ respective angular speeds, and Rw represent the radius of the
wheels. Additionally, as indicated in Figure 3.17, ẋ, ẏ and ϑ̇ are defined as the
WMR’s linear and angular speeds given in its local coordinate system. By using
a rotational transformation, the same speeds and, consequently, the kinematic
model itself, may be stated in the inertial frame as follows:

ẋI = RT ẋ (3.43)

where,

R =

⎡⎣cos θ − sin θ 0
sin θ cos θ 0
0 0 1

⎤⎦ (3.44)

where R is defined as the bi-dimensional rotation matrix between the robot and
the inertial reference frames.

It must be pointed out that Eq. (3.43) serves as the starting point for the
localization of the WMR and it also describes its differential kinematics expressed
in the inertial frame. In fact, a process has been put into place that simulates
the estimation of the mobile robot’s position, by using an odometry subsystem
from its wheels encoder readings. More precisely, the WMR can localize itself
with respect to the inertial frame as follows,
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x(t) =

∫︂ t

t0

R(t)T ẋdt+ x(t0) (3.45)

which in the discretized case, and by using a simple fixed-step explicit Euler
integration scheme, it becomes:

x(tk) =
k∑︂
i=0

R(ti)
T ẋ(ti)∆t+ x(t0) (3.46)

It is important to point out that accuracy in the integration process can be
raised by utilizing a better integration scheme. Within this study, it has been
elected to use a fixed-size time-step trapezoidal integration scheme.

The LiDar distance sensor installed on the WMR only scans the area in front of
the vehicle, it follows that the modeled WMR has been elected to be constrained
only to positive values of linear velocity as a precautionary measure. Additionally,
the WMR velocity is restricted to some maximum values in order to upperly limit
the permitted robot velocities and therefore maintain it near the maximum. The
following equations provide a summary of these constraints:⎧⎪⎨⎪⎩

ẋ = v ∈ [0, vmax]

ẏ = 0

ϑ̇ = ω ∈ [−ωmax, ωmax]
(3.47)

The Table 3.2 provides a summary of the WMR, 2D-LiDAR, and odometry
subsystem parameters.

From a high-level control perspective, the WMR gets set-points for its linear
and angular velocities [v∗, ω∗], which are evaluated by utilizing Eq. (3.42). More-
over, these set-points are being changed on every time-step while taking into
consideration the differential input. This results in a limited set of inputs from
which the NN can choose. The aforementioned differential input is defined as:

u = [∆v,∆ω] (3.48)

Consequently, after expressing Eq. (3.48) by utilizing the saturation functions
satv for the linear speed and satω for the angular speed, it follows that:

v∗(k) = satv(v
∗(k − 1) + ∆v(k))

ω∗(k) = satω(ω
∗(k − 1) + ∆ω(k))

(3.49)

(3.50)

Environment modeling

The environment that has been used for training the NNs, by exploiting simu-
lations, is described as a bi-dimensional grid with dimensions of width W and
height H, in which are present static obstacles, as well as moving pedestrians.
The environment’s reference frame, considered for this study, coincides with the
inertial frame. In order to expose the WMR to a wide range of conditions and also
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to generalize the issue, all static objects are created with random locations and ge-
ometries at the episode’s initialization. Instead, pedestrians may enter and leave
the area at the borders. The WMR, on the other hand, is not provided with any
information about the environment because it acquires local knowledge through
its sensing system, which is covered in more detail in the following paragraph.
From Figure 3.18, it can be seen an example of a training environment where the
WMR must travel from a randomly generated starting point, P , to a randomly
generated target location, T , without colliding with the crowd in motion, which
is represented by the points pi, which stand for individual pedestrians, and the
group of pedestrians, gi. Since the target’s location and the robot’s position are
both determined at random, it has been chosen to place a criterion on the initial
minimum distance between the two in order to guarantee that all trajectories are
similar in length and degree of difficulty. This condition is therefore expressed as
follows:

dist(P, T ) > dmin (3.51)

The decision to generate the robot’s initial position and target location in a
random way has been taken to lessen the probability that the robot may find
alternative and simple paths to reach its destination (e.g. move close to the
edges of the environment). As shown in Figure 3.19, it has been set a safety
radius RR for the robot and a safety radius RP for individuals in order to enforce
a safe distance between the WMR as well as the surrounding environment and
account for the physical characteristics of both. Instead, as done in Sec. 3.2,
static obstacles have been enlarged to account for a safety turning radius that
is required for obstacle avoidance maneuvers. In fact, the grid cells that these
entities occupy in the grid-represented world are flagged as occupied.

Table 3.2: Summary of the parameters describing the whole environment simu-
lation, including the robot, pedestrians, and range sensor [366].

Parameter Value Parameter Value

Rw 0.1m Rp 0.3m
L 0.5m RR 0.6m
vmax 1 m s−1 ωmax 1rad s−1

rmin 0.3m rmax 10m
∆α [−π/2, π/2] nrays 135

W ×H 20m× 20m dmin 32m

Robot perception

The WMR is thought to be outfitted with a 2D LiDAR laser scanner, that pro-
vides it with perception and collects data from its surroundings. Object detection
is achieved by employing this device, which in the simulated environment uses
a ray-casting technique. The series of the most recent k LiDAR measurements,
where k is an adjustable value, are provided as input to the controller’s policy in
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Figure 3.18: Schematic representation of the simulated environment: the robot
spawning location and its target destination are highlighted in blue and red re-
spectively; three static obstacles are represented. Each pedestrian pi is indicated
as a circle having its own speed vi, while the group is represented with an en-
veloping dashed rectangle and depicted with gi [366].

order to enable the WMR to respond to dynamic and moving obstacles such as
pedestrians.

In the previous work from our team [340], it has been demonstrated that
the ray-casting algorithm can be used successfully in detecting pedestrians. It
has been demonstrated also that starting from point clouds, obtained through
sensor readings, and through the apposite post-processing process it is possible
to reduce the reality gap between a ray-casting-based approach and real sensors,
and also between an idealized person and a real person. Finally, it is possible also
to reconstruct the idealization of pedestrians and distinguish single pedestrians
starting from sensor point clouds.

The maximum sensor range, rmax, and the scanning angle, ∆α, determine the
polar area within which the rays of the simulated lidar sensor installed atop the
WMR span. By defining the scan resolution as sr, it is apparent that:

sr =
∆α

nrays
(3.52)

where nrays is defined as the number of rays being shot by the sensor. This
parameter is responsible to controls the density of the rays inside the scanning
area. Specifically, Figure 3.19 shows, from a graphical and easier way, the above-
described setup as follows: a range ri, defined as the distance between the sensor’s
reference frame origin C and the point of intersection, is returned when a ray
encounters an obstacle pi; otherwise, the maximum range rmax associated with
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the sensor is returned. Since the angle αi is implicitly known (in reality, it is
an arbitrary value defined), the information regarding all intersection points in a
polar representation (ri, αi) is easily obtainable. As will be seen in the later para-
graphs, if the rays are ordered, for the scope of training the NNs, the information
about the angles is redundant, thus only ordered ranges are used.

Figure 3.19: Working principle of the 2D LiDar range sensor. The figure
shows a general scanning area, positioned ahead of the WMR, defined by
(rmin, rmax,∆α, nrays), in which two pedestrians are detected [366].

A minimum scanning range rmin, that is only a little bit larger than the
robot’s dimensions, is introduced in order to eliminate erroneous readings caused
by the robot geometry. Additionally, it has been elected to not model an ideal
2D LiDAR within the simulated environment; rather, it has assumed that every
ray (ri, αi) is susceptible to erroneous both positive and negative measurements
with a probability of pfp, pfn, respectively.

The scanner on the actual WMR that has been modeled within the simulated
environment only scans the robot’s forward direction. This makes the investi-
gated problem even more complex and makes it tougher for the mobile robot to
maneuver through the moving crowd. Furthermore, due to geometric restrictions
as well as the placement of the LiDAR, the scanner is unable to obtain a com-
plete polar view of the area surrounding the WRM (see Figure 3.32). Finally,
the characteristics and specifications for the sensor and the robot environment
utilized for simulations are listed in Table 3.2.

Map chunk model

The model for the robot’s perception (also known as the “chunk model”) that has
been implemented in the RL framework, as explained and shown in the previous
paragraph, is shown in Figure 3.20. Specifically, both stationary obstacles as well
as individuals are represented in the scenario as is shown. The robot’s scanning
region, or the area covered by the LiDAR device around it, is divided into a num-
ber of equal nq sectors, each of which contains details about the nearest object.
This method has been created with the aim to minimize the dimensionality of
significant data related to the condition of the environment and potential robot
collisions.
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Figure 3.20: Schematic view of the chunking principle of the field of view of the
robot. In this example the area is split into eight sections: for each section, the
distance from the closest obstacle/pedestrian is taken [366].

With the aforementioned chunking technique, it is possible to get two percep-
tual outputs, denoted by the vectors dp and dm, respectively, if just individuals
are taken into account or the closest of all map obstacles, i.e. fixed obstacles,
environment edges, as well as pedestrians. Specifically:

dmi , i ∈ [1, . . . , nq]

dpi , i ∈ [1, . . . , nq]

(3.53)

(3.54)

where dmi ≤ dpi , ∀i.
The chunking method can therefore be used in two ways to accelerate the

controller’s training process even if the perception system can only scan 180
degrees directly in front of the robot at a time. In fact, for this particular issue,
it has been designed two auxiliary tasks that have separate final layers of the NN
but they are sharing its same weights. These tasks can be summarised in:

• The first auxiliary task entails using previous observations to estimate the
location of all nearby obstacles (here, dm is utilized);

• The second task alternatively seeks to optimize a policy that maximizes
one-step reward punishing states under which the WMR is surrounded by
pedestrians coming from various directions (dp is chosen because being close
to a static obstacle does not always indicate a threat of collision).

3.3.3 Methodology

Reinforcement learning techniques can be used to tackle the navigation problem
in a dynamic and crowded environment because the problem can be considered as
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a Markov Decision Process (MDP) [367], in which an agent observes states s and
hence takes actions a. Reinforcement learning can be used in this type of scenario
to identify a policy, namely a mapping from states to actions, which controls the
agent and that maximizes a certain objective described by the reward function
associated with the MDP.

Using probabilistic terminology, an MDP describes a transitions system that
is defined by a tuple (S,A, Pa, Ra), where S is referred to as the state space,
A is referred to as the action space, P (s′|s, a) is referred to as the probability
of transitioning to state s′ if an action a is selected at state s, and R(s, a, s′)
is referred to as the reward associated with the transition from s to s′, which
in turn is denoted with s

a−→ s′. Moreover, the internal state of the WMR, the
static obstacle layout, as well as the pedestrian dynamics serve as the state rep-
resentation s inside this crowd navigation issue. The transition probability P (·)
is determined by the combined WMR’s dynamics and the individuals, whereas
the actions taken by the agent are the potential signals that the controller may
provide to the robot. Because of the randomized behavior of the individuals and
the dependence on the number of agents involved, it is not physically possible
to deduce the probabilistic model P (·) within such a complicated MDP model.
Therefore, it has been used the RL framework and, moreover, it has been taken
advantage of DNNs’ flexibility to learn the best policy π.

The crowd navigation MDP, the RL algorithms being selected and employed,
the NN’s architecture utilized for the robot controller, as well as information
on the implementation of the paralleled training environment which has been
designed are all covered in the following:

Elements of the Markov Decision Process

When using RL to solve MDPs, the problem’s viability depends heavily on the de-
scription of the MDP’s single parts. In the following paragraphs will be described
how these elements of the MDP have been modeled within this investigation.

• State Space: The state space S, or the space of the potential inputs, should
be informative and contain the robot’s relative position, orientation, and
speed in relation to the commanded destination, as well as static objects,
individuals, and other objects that might be present in the environment.
This will enable the WMR to travel in a heavily populated area. Addition-
ally, the state that the controller observes must have sufficient details to
enable the controller to properly predict how individuals will move. This
investigation task has two primary objectives: (i) getting the WMR to the
specified target, and (ii) avoiding collisions with objects and individuals.
The information needed to execute each of these duties can be determined
by looking at these two objectives independently, even if they are not en-
tirely independent from one another. The policy π(s) would solely require
the information regarding the robot’s to reach the commanded target state
if it is assumed there are no obstructions or individuals nearby. However,
this is not the case, it follows that are needed more information. More pre-
cisely are needed more information about the environment, which in turn
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are provided by the range sensor in this case. It is possible to express the
internal state of the robot as:

srbt = [xT , ϑT , v, ω] (3.55)

where the orientation and relative position of the target point with respect
to the robot are denoted by xT and θT , respectively, in this instance.

As stated above, for the problem of WMR’s navigating moving crowds, the
state space S would require also additional information about the environ-
ment, which are not internal to the robot. More in detail, the robot policy
must be aware of the dynamics of each element that is present, both static
and moving, in the environment in order to prevent collisions. Particularly,
it is impossible to precisely determine each object’s or individual’s position
and speed based on the limited amount of data that the LiDAR range sensor
provides. Nevertheless, by supplying the agent also previous observations
of the perception system as well as the evolution of the WMR’s internal
state, it is feasible to extrapolate those quantities. As a consequence, it is,
therefore, possible to define the environment observation state as:

senv = {s1, . . . , sm} (3.56)

with,

si = (l1,i, . . . , lp,i, vi, ωi) (3.57)

where m refers to the number of the past observations, vi and ωi are the
WMR’s linear and angular speed at time i, while lj,i is referred to as the
j-th range measure of the lidar sensor obtained at time i, where p = nrays
and j = 1, . . . , p. In conclusion, the pair that defines every element s of the
State Space S is defined as follows,

s = (senv, srbt) (3.58)

• Action Space: It has been elected to discretize the robot’s actions to
maintain the complexity of the learning problem reasonable. Specifically, it
has been chosen nine combinations of three values for each action, specifi-
cally for the linear and angular speed variations, that the differential drive
WMR may produce. Consequently, the action a is therefore expressed by
the following pair,

a = (∆v,∆ω) (3.59)

where

∆v ∈ {−∆vmax, 0,∆vmax}
∆ω ∈ {−∆ωmax, 0,−∆ωmax}

(3.60)

(3.61)

• Reward Function: A proper structure of the reward function is crucial in
determining the complexity of the learning task in RL approaches. For in-
stance, a straightforward reward definition may merely offer either negative
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or positive feedback in the event of a collision or when the commanded des-
tination is reached, respectively. However, a signal this sparse restricts the
agent’s capacity to learn, which translates into the fact that finding the best
policy becomes considerably more challenging. Additionally, a very well-
structured reward function can significantly hasten the convergence of the
agent’s policy. The simulated environment it has been taken into consid-

Figure 3.21: Learning environment: the blue rectangle represents the robot and
the arrow its current heading; the red dots the LiDAR scanner readings; the
green circle represent the target location the robot must reach; finally, in black
are represented the obstacles. Obstacles can be either static or dynamic (black
dots represent pedestrians) [366].

eration within this study is constituted of a square-shaped area, and while
pedestrians can freely enter and leave the environment through its perime-
ter, the robot is not allowed to do so, in fact, it has been assumed that it
sees it as an obstacle. Static obstacles are randomly positioned inside the
scene and have a variety of random polygonal geometries (see Figure 3.21).
Additionally, the generic training episode starts with the creation of a fresh
map describing the environment; subsequently, random target and robot
initial coordinates, that fulfill the minimal initial distance, are generated.
Furthermore, a single episode run, also called trajectory from now on, has
been elected to be considered fully successful only if the robot manages to
reach the commanded target location without colliding with either pedes-
trians or static obstacles. For this reason, few termination criteria have
been introduced in the simulation scenario.

In the MDP framework, it has been designated a reward function R which,
taking into account the aforementioned factors, gives “feedback” to the
agent after every transition s

a−→ s′. Specifically, it has been taken into
account three possible scenarios:

– Success : When the robot successfully reaches the destination, the
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episode ends in state s′, and the agent is awarded with a positive
reward, defined as R = +K ;

– Collision or timeout : The episode finishes in the state s′ because of
a collision or simply because the simulation time has expired, where
the latter means that the maximum allowed number of simulation
iterations have been exceeded. If this condition occurs, then the agent
is penalized with a negative reward defined as R = −K(0.75 + FD).

– Keep progressing : If none of the above has occurred, then the robot
can continue to advance and earn a reward, which in turn is defined
as R = +k(DB − SP − PPM).

where FD is the robot’s distance to the goal acquired at the conclusion
of the episode, normalized in relation to the greatest distance feasible in
the environment space, i.e. the square diagonal. On the other hand K, k
are defined as the final and intermediate constant rewards. The following
definitions apply to the remaining terms defined in the third scenario, which
serve as intermediate bonus and punishment components:

– Direction bonus (DB): is defined as DB = 1 if, following the action
a, the horizontal separation between the robot and the target has
decreased, otherwise it is set to DB = 0;

– Saturation Penalty (SP): if the action a that has been chosen by the
actor has caused the actuators to fall in saturation condition, then SP
= 1, otherwise SP = 0 ;

– Pedestrians proximity penalty (PPM): Is a penalty that depends on
how the WMR is close to an obstacle and is defined as follows,

PPM = cP

nq∑︂
i=1

(1− dpi )3 (3.62)

where cP is a constant and dpi is the normalized separation to the near-
est pedestrian inside the i-th chunking sector, as specified in Eq. (3.54).
Rather than dmi it has been considered the term dpi since it just takes
individuals into account. The justification for this is that a trajec-
tory that runs near a static obstacle, in order to avoid hitting people,
shouldn’t be punished. Indeed, it is always better to crash into a
wall, rather than into a pedestrian. Lastly, the cubic exponent makes
sure that individuals who are more than nearly 1/3 of a LiDAR range
away from the sensor do not have an adverse effect on the intermediate
rewards.

Reinforcement Learning architecture

Throughout this section, it is illustrated how the selected NNs have been trained
by using two RL algorithms: respectively the parallel Deep Q-Learning (DQL)
as well as the asynchronous Advantage Actor Critic (A3C). The NNs code has
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been written using the PyTorch package for Python, even if this investigation is
not intended to provide a full demonstration of the implementation details. The
parallelization detailed in the next paragraphs was achieved using Ray [368], a
general-purpose distributed application building API with a focus on real-time
(RL) applications, which enables making just minor code changes through Python
decorators to make it parallel.

• Deep Q-Learning (DQL): The first RL technique used on deep NNs was
Deep Q-Learning (DQL) [359]. It is based on Q-Learning, i.e. a traditional
reinforcement learning technique, which is used to calculate the State-Action
value function denoted with Qπ(s, a), often known as the Q-function, of the
best policy π∗. A specific π policy’s Q-function will attempt on estimating
the average discounted return, also known as the total of all future rewards,
that may be obtained by using the policy π to select actions after starting in
state s and then executing action a. The value function Q∗(s, a) resulting
from π∗ fulfills the Bellman optimality equation and returns the optimal
action to take, and is defined as follows,

Q∗(s, a) = E
[︂
r + γmax

a′
Q∗(s′, a′)

]︂
(3.63)

where the expectation is calculated in relation to the rewards’ probability
distribution r as well as the dynamics of the environment, and γ is defined
as the discount factor for future rewards. When hypothetically Q∗(s, a) is
available, then the best policy π∗ chooses action a as:

a = argmax
a′

Q(s, a′) (3.64)

The eminent studies of Mnih et al. have demonstrated that the recurrent
form of Eq. (3.63) converges to Q∗ [359], which is in turn reported below:

Qi+1(s, a)← E
[︂
r + γmax

a′
Qi(s

′, a′)
]︂

(3.65)

As a consequence, by iteratively refining the estimated Q-function, the best
policy may be learned. The convergence in Eq. (3.65) is obtained if the
Q-function is estimated by using a NN Q(s, a; θ) ≈ Q∗(s, a), and this is
done by resolving a regression problem. Specifically, observed transitions
(s, a, r, s′) are utilized to generate a goal value by utilizing the approximate
Q-function to anticipate future rewards. This technique is known also as
bootstrapping. This step serves as an ex-post evaluation of action a’s value
and yields the following loss function:

L(θi) = E
[︁
(yi −Q(s, a; θi))2

]︁
(3.66)

where the expectation must be calculated across the MDP variables s, a, r,
and s′, and the Temporal Difference (TD) target yi is specified as follows,

yi = r + γmax
a′

Q(s′, a′; θi−1) (3.67)
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Figure 3.22: Schematic representation of the multi-node asynchronous DQL al-
gorithm. The upper part of the diagram (NN update) and the lower (agents
simulations) are performed in parallel on different nodes, at the end of each it-
eration data is shared (NN coefficients from the updater node and transitions
memory from the simulating nodes) [366].

The DQL technique makes use of the so-called “experience replay” [369] for
estimating the expectation in Eq. (3.66), therefore allowing for the mini-
mization of the loss L(θ) through well-known Stochastic Gradient Descent
(SGD) method. This method calls for the storage of recorded transitions
(st, at → st+1) in a circular buffer (memory), which is afterward utilized to
train the Q-function using mini-batch SGD. This strategy offers two key
benefits: the first is that each transition is utilized for numerous updates;
the second instead is that employing uncorrelated transitions in a batch
reduces variance.

In DQL, exploitation and exploration are balanced during training by uti-
lizing an epsilon-greedy strategy [370] to select an action a while interacting
with the environment. Hence:

at =

{︃
a = argmaxa′ Q(s, a

′) , w.p. ϵt
a ∼ U{a1, an} , w.p. 1− ϵt (3.68)

Additionally, in order to reduce the probability of exploration in favor of
exploitation, the ϵt is scaled down by a factor ce, which will be referred to
as epsilon decay from now on, at each iteration. This keeps on going until
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a minimum value for ϵmin is reached. It follows that:

ϵt = max(cϵ · ϵt−1, ϵmin) (3.69)

Within this study, it has been implemented an asynchronous implementa-
tion of the DQL algorithm, where a schematic representation of it is shown
in Figure 3.22. The training process is composed of training iterations,
which in turn are defined by the number of transitions observed during
a simulation with a specific Q-function version. Each iteration i stores
the transitions in an Iteration Memory (IM) and exports the reference Q-
function Qπ

θi−1
needed to perform the simulations to numerous simulation

environments instances deployed on various worker nodes. The main thread
updates the weights of the NN on the GPU with batches taken from the
“Global Memory” (GM) during the period needed to fill the IM, yielding
the new Q-function Qπ

θi
. The IM replaces the GM’s oldest transitions such

that the following iteration can proceed.

This implementation has several benefits, listed in the following: (i) all com-
putational resources are utilized at all times; (ii) fixed-sized iterations are
an obvious choice for evaluating and storing training progress; (iii) memory
relocation from the CPU to the GPU can take place only between itera-
tions; and (iv) when using a cluster, the local memory capacity at every
worker node can be adjusted to the resources at each node. In the following
paragraphs, deployment-related aspects are summarized.

• Asynchronous Advantage Actor Critic (A3C): The exact discrete
action space which has been illustrated in the previous paragraphs has been
leveraged for the case of the Asynchronous Advantage Actor Critic (A3C)
algorithm [360]. This approach differs from the previous and it’s called to
be a Policy Gradient (PG) method, in which the policy is directly optimized
by calculating gradients that update its weights. This objective function,
which needs to be maximized, is defined as follows,

Jπ(θ) = Eτ∼πθ,P [G(τ)] (3.70)

that represents the average return that the policy has achieved, and it may
be estimated by taking environmental trajectory samples while applying
the policy πθ:

Jπ(θ) ≈ 1

N

N∑︂
i=1

Ti−1∑︂
t=0

γtr(si,t, ai,t) =
1

N

N∑︂
i=1

Ti−1∑︂
t=0

Gi,t (3.71)

where Gi,t is referred to as the compounded total of all rewards received
along a specific trajectory, starting at any intermediate point and until the
end.

The REINFORCE algorithm, also known as Vanilla PG, is the basis of the
A3C algorithm, where the former maximizes Eq. (3.71) using SGD. The
primary objective of the improvements, coming from the introduction of
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A3C, is to lower the large variance that distinguishes Monte Carlo sam-
pling. Considering the advantage, denoted with A(st, at), of doing a given
action in comparison to a baseline, rather than Gi,t calculated from the raw
rewards (whose signs may be arbitrary), represent one approach to decrease
variation. The actor-critic algorithms put this idea into practice in a way
where the baseline is set by a critic function that roughly estimates a state-
value function V π

ϕ (s) for a policy π, i.e. the actor. Furthermore, causality
makes it possible to evaluate the advantage at the instant t without taking
into account past rewards. The advantage A(st, at), by using Actor-Critic
with “reward to go”, therefore becomes:

A(st, at) = r − Vϕ(st) =
(︄
T−1∑︂
t′=t

γt
′−tr(st′ , at′)

)︄
− Vϕ(st) (3.72)

it is therefore possible to define a loss function, which needs to be minimized,
as follows,

LA3C = −Jπ(θ) + Jϕ(θc)− βHπ(θ) (3.73)

where Jϕ(θc) is referred to as the advantage loss, and is defined as follows,

Jϕ(θc) =
1

N

N∑︂
i=1

Ti−1∑︂
t=0

A(si,t, ai,t)
2 (3.74)

and Hπ(θ) is referred to as the entropy component that has been included
in order to prevent an early convergence to a local minimum, and is in turn
defined as follows,

Hπ(θ) =
1

N

N∑︂
i=1

Ti−1∑︂
t=0

(︄
−
∑︂
a

π(si, a) log π(si, a)

)︄
(3.75)

An approximation of the gradient formula that maximizes Eq. (3.71) is as
follows:

∇θJ(θ) ≈
1

N

N∑︂
i=1

Ti−1∑︂
t=0

∇θ log πθ(ai,t, si,t)A(si,t, ai,t) (3.76)

The selected implementation is illustrated schematically in 3.23, where the
A3C setup is obtained by executing threads i = 1, . . . , N in parallel, aggre-
gating the gradients which have been computed on various worker nodes,
and carrying out the “step” of the optimization locally inside the main
thread. Moreover, the software retains the “iteration” structure which has
been specified in the previous section for the DQL case, essentially terminat-
ing the iteration whenever the count of the simulated steps reaches the size
of the “Iteration Memory” IM. It must be pointed out that this has been
done in order to compare the performances of the various RL approaches.

• Neural Network Topology: In here it will be briefly described the topol-
ogy of the NN, i.e. the structure, that has been chosen to use and train
with the aforementioned RL algorithms. This NN is made up of essentially
three parts:
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Figure 3.23: A3C algorithm scheme. Worker nodes simulate with action a chosen
according to policy πk(s). Gradients are accumulated until a transitions threshold
is reached, then NN weights are updated via back-propagation, and policy πk+1

is obtained [366].

1. a 3-layer Convolutional Neural Network (CNN) that is responsible for
“reading” the data coming from the 2D LiDAR range sensor as well
as the robot’s linear and angular speed (senv);

2. a Fully Connected Neural Network (FCNN) having three hidden layers,
which will be referred to as the action branch, which establishes a
navigation policy by utilizing the CNN outputs together with the robot
state data (srbt).

3. A second FCNN, from now on called as the map branch, which uses the
outputs coming from the CNN as inputs and outputs the estimated
horizontal separation of the nearest object in each direction. For this
reason, the whole 360-degree region surrounding the robot, correctly
split again into nq sectors, is taken into account in addition to the
visible portion of the region. It must be pointed out that only during
the training process this specific output is utilized, with the mere aim
to quicken map reconstruction convergence.

The CNN is an obvious option for the inputs of the measurements ob-
tained from the lidar range sensor, considering its continuous spatial dis-
tribution since the sensory input given to the controller of the WMR is
three-dimensional with length p, width m, and nch = 3 channels, in which
the components are populated with the data in Eq. (3.56). Since the third
dimension represents the time variable and is utilized to retain previous
observations, the CNN is three-dimensional. Additionally, in the complete
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Figure 3.24: Schematic representation of the NN used in the DQL case Q(s). For
policy learning π(s) a SOFTMAX layer is added at the end, while in the case of
the state-value function V (s) the last layer has a unique output [366].

controller’s input, the v and ω components are considered to be constant
all along the length of the tensor. The normalized input tensor created by
senv is convolutioned in two dimensions by the convolutional architecture,
which has internal layers with 16 and 10 channels, respectively.

The CNN layer designed in the NN, that has been chosen for this investi-
gation, is composed by:

– a bi-dimensional convolution with a kernel of 5× 3 for the initial layer
and 3× 3 for the subsequent layers;

– an activation function ReLU;

– a bi-dimensional layer MaxPooling having stride of 3×1 for the initial
layer and 2× 1 for the subsequent layers;

– a layer of normalization along the dimension of the features.

The flattened CNN outcome is transferred to two FCNN’s layers with 20
neurons in the map branch, which subsequently outputs the sector-based
obstacle distance. As already stated this “map branch” has been utilized
only during training. The sector-obstacle distance is therefore expressed as:

d̂
m

i , i ∈ [1, . . . , nq] (3.77)

Together with the internal robot state srbt, the CNN outcomes are flattened
and subsequently stacked with the former for what concerns the action
branch. As a consequence, a FCNN is employed (once more with ReLU
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activation functions as well as batch normalization after every intermediate
layer), as the new tensor that is produced lacks inherent spatial properties
that may be recognized. Finally, the ultimate total of outputs is equal
to the total number of actions. Moreover, it must be pointed out that
a “softmax” layer is added after the final one whenever the NN is being
utilized for policy learning, i.e. when the training has been conducted with
the A3C algorithms, whereas for value function V (s), the final layer is made
up of a single neuron.

To sum up, the NN may be thought of as two distinct functions that share
certain weights and produce the objects p and d̂

m
from an input/output

perspective.

p, d̂
m
= π(senv, srbt) (3.78)

with
p = [p(a1|senv, srbt), . . . p(ana |senv, srbt)] (3.79)

The last thing that needs to be reported, which concerns the topology of
NNs, is the addition of an additional loss function, which has been called the
“map loss”, which was introduced in this study. More precisely, in order to
improve the process of learning, the loss functions for RL, i.e. Eq. (3.66) and
Eq. (3.73), might be supplemented with additional details. In fact, the dual
nature of the information that must be learned in the problem of mobile
robots navigating moving crowds, where this dualism can be related to
“map” and “strategy”, allows for the inclusion of additional information in
addition to the rewards. After these considerations, it has been introduced
an additional loss function, the “map loss”, which needs to be minimized
as well, and defined as follows,

Lmap(θi) =

nq∑︂
i=1

(d̂
m

θi
− dmi )2 (3.80)

where by utilizing the map chunk model, which has been illustrated in the
problem statement paragraph, the distances dmi are obtained. The back-
propagation effect with Lmap makes sure that the CNN learns to use past
and current data as quickly as possible to infer the positions of all stationary
and moving objects, including those within the shadow cone behind the
robot, as precisely as possible.

3.3.4 Training results

In order to facilitate the training process of the NNs, it has been elected, still
with the aim to generalize the problem under investigation, to allow for variable
densities of pedestrians in the simulated environment. It is apparent that by
increasing the density of the pedestrians the harder it will be for the controller
to learn the best strategy. It has been elected then to describe the density of
the pedestrians in the environment in a discrete way, i.e. levels of pedestrians
densities. Subsequently, it has been mapped a problem’s difficulty level to the
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density levels in such a way that when the difficulty d increases, the pedestrians’
density increases as well. From now on, it will be referred to only the difficulty
level d, which represents the difficulty of the problem.

This levels distinction has been done because it is apparent that it’s not really
recommended to perform the training of the NNs directly with the maximum
density allowed, but rather it is better to perform the training per difficulty
steps, and gradually increase the difficulty of the problem. In Figure 3.25 are
illustrated in a graphical form the problem’s difficulty levels, i.e. it is possible
to see how the difficulty level affects the pedestrians’ density in the simulated
environment.

Figure 3.25: Graphical representation of the pedestrian density as a function of
the simulation difficulty level d.

The DQL and A3C algorithms’ training parameters, that have been chosen
to use, enable for comparison of the performances of the RL in terms of reward
result and convergence speed. These parameters are listed in Table 3.3.

Table 3.3: Main Simulation hyper-parameters used for the simulated environment
and of the training of the NN [366].

Parameter DQL A3C

pedestrians density 0.04 ped/m2

scan noise: lost scans 0.5%
scan noise: corrupt scans 0.2%
simulating agents 25
steps per iteration 25000
minibatch size 256 -
n. epochs per iteration 600 -
optimizer ADAM
initial learning rate 1e−5 2e−3

γ discount factor 0.9
β (AC entropy coefficient) - 0.05

However, it is not feasible to directly compare the training simulations due to
the setup of the training which has been implemented. In reality, beginning from
a random initial condition, then following policy πt, the A3C training algorithm



3.3. CROWD NAVIGATION 199

creates a certain number of entire trajectories at iteration t. Contrarily, an ϵ-
greedy solution which has been outlined in Eq. (3.68), and used for the DQL
case, prevents a direct comparison of all the trajectories obtained during the
training process. Therefore, for the case of leveraging DQL, it has been elected
to simulate one iteration every five by utilizing a pure exploitation strategy as in
Eq. (3.64). This has been done in order to conduct a statistical analysis of the
results of the simulated trajectories along with the total cumulative rewards.

Both alternatives involve calculating about the same quantity of transitions
st, at → st+1 for each training iteration i. A precise number of transitions in
each iteration cannot be guaranteed since the trajectories’ duration is typically
fluctuating. This consideration is apparent if thinking about two cases, in which
in the first the robot manages to arrive immediately at the target location, while
in the other case, the robot is performing so many evasive maneuvers to avoid
pedestrians that it’s not reaching the target location and that the simulation ends
for a timeout. The training statistics displayed in this section are derived for
each iteration on the horizontal axis by averaging the outcomes for all simulation
steps/trajectories for both DQL and A3C examples.
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Figure 3.26: DQL training variables evolution: in the top row for ϵ; in the middle
row for the average of the q-value loss L; in the bottom row for the average of
the “map loss” Lmap [366].

Figure 3.26 depicts the evolution of the following quantities over the course of
the DQL training process: in the top row the parameter ϵt of the epsilon greedy
method that controls the level of exploration and exploitation; in the second row
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Figure 3.27: Summary of the DQL performance: in the top row the evolution
of the average of the duration of the single simulation run tc; in the middle row
the evolution of the average of the cumulative reward G; in the bottom row the
evolution of the statistic of the simulation termination reason ratio.

the average q-value loss L, referred to as the mean of Eq. (3.66), on one transition
for the current iteration; and in the bottom row the average loss of the “map loss”,
i.e. the map estimation task, Lmap, and defined as the mean of Eq. (3.80). From
the same figure, it is apparent that the losses L and Lmap converge to a limit
value that is unavoidably positive, considering that the 180-degree aperture of
the considered range sensor makes it impossible to really “see” half of the map
evolution, but can only be estimated.

Still, on the topic of DQL training, Figure 3.27 reports the algorithm’s per-
formance metrics. It should be highlighted that only iterations that have been
obtained with pure exploitation—for example, one per five—have been taken into
account; hence, iterations 1, 6, 11, and so forth. More specifically, the top row
displays the evolution of the average simulation length, expressed in seconds, or
tc; the middle row illustrates the evolution of the cumulative reward, or G; and
the bottom row displays a statistic for the ratio of the reasons which have led the
simulation to terminate. Moreover, it can also be observed that the NN learns
fairly quickly and that G, i.e. the average cumulative reward, converges to pos-
itive values, however, the NN stops learning around iteration number i ≈ 1000
since the success ratio appears to be constant and does not show any significant
changes. The same trend can be observed from the average cumulative reward
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Figure 3.28: A3C training variables evolution: in the top row for the average of

the advantage loss J
ϕ
; in the second row for the average of the policy loss J

π
; in

the third row for the average of the “map loss” Lmap; in the bottom row for the
average of the normalized entropy H

π
[366].

evolution graph.
In contrast, Figure 3.28 and Figure 3.29 display the training results which

have been achieved for the NN’s training by using the A3C algorithm. Figure 3.28
specifically depicts the evolution of all the key metrics: the average advantage loss

J
ϕ
, referred to as the mean of Eq. (3.74), is shown in the top row, followed by the

average policy loss J
π
, referred to as the average of Eq. (3.71); in the third row is

shown the average map loss for the task of estimating the map Lmap, and finally
the normalized average of the entropy H

π
, referred to as the average of Eq. (3.75),

is shown in the bottom row. As shown, the J
ϕ
, J

π
and Lmap and H

π
all converge

towards a specific value. The “map loss” is the first of the losses to converge,
however, it exhibits convergence to a level that is greater with respect to the DQL
example. This is because big batches of training for supervised classification of
image-like data perform better.

The performance of the A3C algorithm is presented in Figure 3.29 while still
referring to the training procedure that has been carried out by using this method.
More precisely, the evolution of the average length of the simulation, expressed
in seconds, tc is depicted in the top row; the middle row displays the evolution of
G together with the filtered curve obtained by applying a moving average filter
having window size w = 100; finally, a statistic for the ratio of the termination
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reason is displayed in the bottom row. Moreover, in this figure, it can be seen
that the NN, as opposed to the DQL’s trained one, learns a strategy more slowly.
However, once it begins to learn, the NN displays a region of constant learning
until it reaches convergence; following this, it appears that there is no further sig-
nificant performance improvement. In spite of this, it is clear that this algorithm
has a greater success rate than DQL.

Figure 3.29: Summary of the A3C performance: in the top row the evolution
of the average of the duration of the single simulation run tc; in the middle row
the evolution of the average of the cumulative reward G; in the bottom row the
evolution of the statistic of the simulation termination reason ratio [366].

Finally, a sample A3C algorithm training has been carried out with and with-
out the addition of the extra loss component Lmap, which has been specified in
Eq. (3.80), in order to assess the consequences of its introduction. Figure 3.30
compares the A3C’s rate of convergence for the two different scenarios in terms
of the average cumulative reward G and shows the outcomes. Specifically, when
the auxiliary task is used, G is represented by an orange curve, and its filtered
values are represented by a red line leveraging a moving average filter having a
window size of 100. When the auxiliary task is not used, G is represented by blue
and purple curves.

3.3.5 Testing results

It has been decided to carry out a validation testing campaign in order to evaluate
and assess the controllers’ performances. The controllers refer to the two NNs
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Figure 3.30: A3C Average cumulative reward with and without ”map output”.
First 1500 iterations [366].

trained using the DQL and the A3C algorithms. More in detail, the trained NN
has been loaded into the robot simulation model, where it has been utilized to
generate the appropriate actions for the WMR and lead it safely from the start-
ing point to the objective. The version of the NN represented by the most recent
iteration, i = 3560, has been specifically chosen to be selected for both DQL
and A3C cases, with the aim to conduct a proper and cohesive comparison. Fur-
thermore, the testing procedure for both NNs has been assessed for four distinct
levels of simulation difficulty, or equivalently the density of individuals inside the
simulated environment. Table 3.4 shows the relationship between the level of
simulation difficulty and the number of pedestrians present. Additionally, every
validation process that has been carried out refers to a mean of approximately
n ≈ 10000 whole simulation runs that have been carried out in simulations.

Figure 3.31 illustrates the outcomes of the testing procedures in the form of
bar charts. More in detail, Figure 3.31a shows the success ratio exhibited by
the controller trained with DQL as a consequence of the problem’s difficulty,
or more specifically, the amount of foot traffic in the surrounding area. The
single failure percentages, which include the collision with individuals percentage,
the collision with static obstacle percentage, and lastly the timeout percentage,
are also displayed in the same figure. Additionally, Figure 3.31b depicts the
same thing, except in this instance a NN that has been trained with the A3C
technique has been employed. While the precise values that have been acquired
and graphically displayed in Figure 3.31 are presented in Table 3.5. Finally, both
figures present and demonstrate a both qualitative and quantitative comparison
of the performances exhibited by both controllers.

As expected, the success ratio for both validated NNs tends to diminish as
pedestrian density rises. Due to the problem’s increased complexity, the robot
is more frequently put in circumstances where it cannot prevent accidents. The
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Table 3.4: Mapping between the difficulty levels and the pedestrian density in
the environment [366].

Difficulty Pedestrian density [peds/m2]

0 0
1 0.02
2 0.08
3 0.1

(a) (b)

Figure 3.31: Barplots indicating the performances of the trained NNs and ob-
tained with the validation process: in (a) the bar plots showing the success,
pedestrian collision, obstacle collision, and timeout ratios, respectively for the
DQL trained NN; in (b) the bar plots showing the same but for the case of the
A3C trained NN [366].

ratio associated with a collision with static obstacles shows a positive trend as
pedestrian density rises. This is because the robot attempted evasive movements
to escape pedestrians, and as a result, collided with nearby objects. It is clear to
see significant distinctions between the performances exhibited by the two trained
NNs: at all difficulty levels, the pedestrian collision ratio in the DQL scenario
is higher than that in the A3C example. Moreover, regarding the NN trained
with the DQL algorithm, it has been noticed that simulations cease for timeout
reasons only in the situation of difficulty 0, although with a negligible value equal
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to 0.17%. On the contrary, the simulations finish solely as a result of accidents
with either static obstacles or individuals in the other three difficulty cases since
the timeout termination requirement is never met. The A3C-trained NN, on the
other hand, exhibits a certain timeout failure ratio for every level of simulation
difficulty. It must be noted, nevertheless, that this percentage associated with
this failure does not exceed 1% of cases. Additionally, when comparing the levels
of simulation difficulty for the case of obstacle collision ratios, the termination
failure percentage exhibits a positive trend. This is probably due to the fact
that the robot attempts numerous evasive maneuvers that encourage it to prefer
driving until timeout termination criteria is reached over colliding. The A3C-
trained NN consistently outperforms the DQL one, demonstrating that policy
gradient techniques are more effective at handling this class of challenging issues.
As could be seen from the figures, the A3C algorithm can generalize among the
many levels of difficulty in a better way. Additionally, the DQL trained NN’s
less-than-satisfactory performance, particularly at higher difficulty levels, raises
the possibility that the training algorithm may have hit a local minimum. This
is deduced by the graph in Figure 3.27, in which it can be observed that the
NN trained with the DQL algorithm has learned a strategy by training iteration
i = 200, but the A3C continuously learns and enhances its performance.

Table 3.5: Summary of the results for the validation campaign conducted over
the two trained NNs [366].

Success [%] Pedestrian [%] Obstacle [%] Timeout [%]
Difficulty DQL A3C DQL A3C DQL A3C DQL A3C

0 88.83 99.71 0.00 0.00 11.00 0.17 0.17 0.12
1 67.62 86.13 22.28 13.20 10.10 0.31 0.00 0.36
2 44.92 66.91 46.145 31.96 8.93 0.55 0.00 0.58
3 28.92 52.01 63.75 46.50 7.33 0.85 0.00 0.63

3.3.6 Experimental validation

The outcomes of the carried out experimental validation campaign are provided
in this section. It must be pointed out, that it has been chosen to select and
employ the A3C-trained NN for all the experimental validation of the controller
as well as the approach, since it had generally higher performance, as has been
discussed in the previous section. Finally, it has been decided to specifically
choose to examine two distinct use case scenarios. These are differentiated in:

• Case 1. No pedestrians : In this use case scenario the only obstacles inside
the environment are the static ones. The requirement is that the robot
must be capable of safely navigating from a starting location Pi up to a
destination point Pf under the commanded actions received from its trained
controller. This requirement can be accomplished either by performing a
point-to-point motion, which means that only the terminal point location
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is provided, or by performing a path-following motion, which means that
a series of way-points, that the WMR must transit through, is explicitly
provided.

• Case 2. With pedestrians : Within this use case scenario the environment is
made up of both static objects as well as moving individuals. Similarly to
the previously described scenario, the only requirement asked to the WMR
is that it must be capable to arrive at its destination safely while avoiding
approaching individuals.

A commercially available Neobotix MP-500, which is a mobile robot featuring
differential drive kinematics, is ROS-enabled and is depicted in Figure 3.32, has
been chosen to be employed to conduct the experimental validation campaign.
The experimental WMR possesses a SICK S300 bi-dimensional LiDAR range
sensor, positioned on the front side of the robot. This sensor serves to provide
the WMR of the perception system and feeds the NN with its sensor readings,
which are required for decision-making, as discussed in the previous sections.
Moreover, a suitable ROS package1has also been created and therefore installed
on the robot’s onboard computer in order to allow for control of the robot. Prior
to the ROS package being installed on the experimental WMR, it together with
the trained NN had been evaluated inside appositely designed scenarios in the
dynamic simulation environment of Gazebo [371] to check for any potential flaws
or issues. The primary responsibility of the developed ROS package is to collect
WMR’s sensor data, perform pre-processing on them before feeding them to the
input layers of the previously loaded NN, and afterward compute and execute
robot speed corrections depending on the actions selected in accordance with the
NN policy. The software also offers the following extra functionalities: scanning
and mapping of the surroundings, performing SLAM operations (simultaneous
localization and mapping), estimation of the robot’s pose in the environment,
and correction of the robot’s odometry-based position, based on environment
observations. Furthermore, it enables the final user to designate a specific single
point Pf or even a series of way-points that the WMR must travel through. The
user is facilitated because this happens by using the visualization software RViz
GUI. Otherwise, it enables the final user to load waypoints from a previously
defined file. It must be pointed out that the developed ROS package has been
created to be universal and can thus be used with both experimental WMR and
the simulated model within Gazebo dynamic simulator.

Gazebo Pre-Testing

As mentioned above, the ROS package has been developed in order to be used
either in the experimental setting or the simulated environment Gazebo, without
any modification of the source code. This aspect makes it very useful in order to
perform fine-tuning of the controller and check the correct functioning of the mo-
bile robot in the simulated environment before deploying it on the real hardware.

1The data and the source code are publicly available at the following GitHub repository
https://github.com/matteocaruso1993/crowd_nav_experimental.

https://github.com/matteocaruso1993/crowd_nav_experimental
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Figure 3.32: The elected differential drive mobile robot used in the experimental
campaign: a Neobotix MP-500 [366].

With these considerations it has been decided to perform some ROS-Gazebo co-
simulations, to check the functioning of the various systems composing the whole
software of the robot, and evaluate the global behavior of the WMR. The whole
software shown as a ROS nodes connectivity graph is shown in Figure 3.33. It
must be pointed out that the ROS nodes connectivity graph doesn’t change from
the one representing the software of the experimental robot.

Figure 3.33: Rosgraph of the ROS-Gazebo co-simulation application for a mobile
robot navigating moving crowds.

Within Gazebo it has been modeled an environment which is composed of
a large squared room having size 20 × 20m2, in which are posed some obstacles
having simple shape, and walls are placed on each side of the room. Within
this environment, it has been tested only: the capability of the mobile robot to
reach a commanded target location, and the capability to detect and avoid static
obstacles. Therefore, no dynamic obstacles are implemented in this stage. The
ROS package, for the case of Gazebo simulations, is responsible for starting the
Gazebo simulator with the selected environment, spawning the Neobotix MP-500
mobile robot in the environment, performing environment mapping, loading and



208CHAPTER 3. MOBILE ROBOTICS FOR INDUSTRIAL APPLICATIONS

assigning to the robot the RL trained controller, starting the simulated sensors,
starting the positioning sub-system and starting the RViz visualization tool.

Subsequently, the mobile robot has been spawned on one side of the room,
while the target location has been chosen to be placed on the other side of the
room. The time-series evolution of the performed simulation can be seen in
Figure 3.34, while the top view of the environment and the trajectory performed
by the mobile robot can be seen from Figure 3.35.

Figure 3.34: Time-serie evolution of the ROS-Gazebo simulation

Figure 3.35: Map of the Gazebo simulation environment and trajectory followed
by the mobile robot seen from top view in RViz.

From those figures, it can be seen that the mobile robot successfully reached
the commanded target location. Moreover, it is clear that the WMR has been
capable of detecting obstacles and correcting its heading to avoid them. Finally,
after testing the controller in the Gazebo simulated environment and fine-tuning
the controller, it has been deployed the RL trained controller on the real exper-
imental mobile robot and performed the experimental validation tests on a real
setting.
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Case 1. No pedestrians

It has been decided to carry out the experimental validation testing for both the
motions point-to-point as well as via way-points under this case. The University of
Trieste’s C6 lab, an indoor setting, is where the experiments had been specifically
carried out.

By utilizing the mapping capabilities offered by the developed ROS package
at the experimental testing setup, the so-called “occupancy grid”, i.e. a bi-
dimensional map, of a portion of the laboratory setting had been created and can
be seen from Figure 3.36. Specifically, numerous static obstacles may be seen on
the map that had been reconstructed. Unfortunately, in the environment, there
are a few obstacles that the range sensor was unable to detect. The test scenario
only for point-to-point motion can be seen in Figure 3.36. In this scenario, the
WMR is required to navigate up to the given target point (represented by the
red “TARGET” label) picked to be situated in the bottom-right corner of the
laboratory, starting from the top-left corner of the laboratory setting (marked by
the green “START” label). The position of the target point had been set such that
the WMR must navigate around numerous obstacles including desks, cabinets,
and machinery in addition to performing a 90-degree turn and navigating through
a small passageway just before the target site. Additionally, the WMR is required
to safely avoid any static obstacles that are in its path as it moves inside the lab,
i.e. has to perform obstacle negotiation. In the meanwhile, the WMR’s performed
trajectory is depicted by the blue line. The WMR is claimed to have completed
the specified task of performing point-to-point motion tasks successfully, as well
as avoiding the static obstacles that it has found on the way. Additionally, it is
also evident that the WMR moves in such a way that it maintains almost the
same safety distance from surrounding obstacles while it is in motion.

For the case of the motion through way-points, the target point has been put
on the opposite side of the lab from where it had been during the previously
carried out validation test since it has been decided to permit the WMR to travel
a definitely longer course. This is evident in Figure 3.37, where the “START”
green label and the “TARGET” red label, respectively, designate the initial and
target coordinates. Furthermore, the allocated waypoints are identified by the
black “WAYPOINTS” label, whereas the WMR’s path is still represented by the
blue curve. Considering the same picture, it should be noticed that the WMR
spends the majority of its motion traveling through a relatively tight hallway.

Case 2. With pedestrians

The laboratory has once again been chosen as the indoor testing site for this last
experimental validation test. In contrast, the robot in this scenario must carefully
avoid moving individuals which cross its pathway as well as traveling nearby in
addition to performing a point-to-point motion and dodging static objects, as has
been required for the previous cases. Moreover, the initial point and target point
provided to the WMR, which are indicated in Figure 3.38, are the same ones that
have been selected for the point-to-point use case scenario and mentioned in the
preceding paragraph. These points are again shown in green and red, respectively.
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Figure 3.36: Trajectory of the mobile robot for the point-to-point motion in the
absence of dynamic obstacles [366].

Throughout this point-to-point motion, the mobile robot’s performed course is
once more shown with a blue curve.

The first thing that can be observed from Figure 3.38 is how the curve that
represents the WMR’s performed trajectory has tangles in certain spots. This
phenomenon is due to the excessive proximity of a moving individual to the areas
where the WMR had been operating; as a result, the latter had been forced to
execute an evasive maneuver to prevent colliding with the former. It should be
highlighted that the WMR had managed to avoid simultaneously static obstacles
as well as moving individuals while simultaneously traveling up towards the spec-
ified destination fully safely and without any accidents, despite the complexity
that had been added just by the introduction of moving individuals in the testing
setting.

The outcomes of this conducted experimental validation testing also imply
that a straightforward bi-dimensional LiDAR scanner is capable of detecting in-
dividuals’ legs and is appropriate for crowd navigation applications, thus also
confirming that the ray-casting approach introduced in the simulation environ-
ment is a reasonable choice. This has resulted in the reduction of the so-called
“reality gap” between the simulated scenarios and the real ones.

Last but not least, Figure 3.39 displays a few video frames that had been
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Figure 3.37: Trajectory of the mobile robot for the path following through given
way-points in the absence of dynamic obstacles [366].

taken from the WMR’s camera. The frames refer to the case of point-to-point
motion case with moving pedestrians. The latter may be seen entering the route
of the WMR and being in close proximity to it in a few of the frames.
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Figure 3.38: Trajectory of the robot for the point-to-point motion in presence of
moving pedestrians as dynamic obstacles [366].

Figure 3.39: Extracted video frames from the robot camera during its point-to-
point motion in presence of moving pedestrians [366].



Chapter 4

Conclusions

In this dissertation, several topics and issues involving mobile robots were stud-
ied and addressed. These issues involved mobile robots and their applications
in two main declinations: mobile robots for applications in the context of space
exploration and mobile robots for applications in industrial settings. In addition,
in all of these topics particular attention was paid to the identification of the
interactions that the robotic system under consideration undergoes. These were
therefore considered, carefully modeled, and finally addressed. Specifically, the
study and design of a robotic lander were covered, and then the problem of soft-
landing associated with it was addressed. The study and design of a prototype
planetary rover Archimede completely based on the ROS framework was then
explored. Modeling of the rover was performed and the dynamics of the system
subject to impacts and driving tests were studied. The problem of manipulating
ground-laid objects through the towing technique was also seen and then applied
to the Archimede rover subjected to constraints on the steering axes. The prob-
lem of developing a fleet manager for a system of tethered robots, by exploiting a
kinematic analogy with redundant robots was analyzed, and finally the methodol-
ogy was applied and studied for different industrial application contexts. Finally,
the problem of crowd navigation was introduced and studied, and the develop-
ment of a controller, trained with RL techniques, was carried out for a mobile
robot that safely navigates the moving crowd. For each of these applications a
small paragraph is devoted to them in this chapter.

Summarizing, the main achievements and results obtained in this dissertation
can be summarised as follows,

• For the space exploration robotics field: the control of vehicles for space
exploration in exotic applications, e.g. manipulation of objects via towing,
and the study of the dynamics of complex robotic systems such as articu-
lated planetary rovers and landers.

• For the mobile robotics for industrial settings applications: the development
of a framework for the synthesis of a fleet manager that controls a fleet
of tethered robots, and the development of a framework and pipeline for
the development of smart controllers for mobile robots navigating moving
crowds.

213
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In Sec. 2.2 the use of a passive shock absorber in robotic landers for space ap-
plications has been studied. Specifically, a novel three-legged robotic lander has
been studied and designed, based on the usage of VRDs, cables, and preloaded
springs. The behavior of the lander has been numerically investigated in order to
demonstrate the efficacy and soundness of the developed analytical model for the
dynamics of the robotic lander. First, the analytical model was implemented,
then the MBS simulator ADAMS was used on a real-world 3D CAD model of
the proposed lander. It is possible to conclude that the analytical model accu-
rately depicts the behavior of the lander for the situation of soft-landing on a
horizontal plane given the similarities between the findings obtained by using the
MATLAB-based analytical model and the findings acquired in the ADAMS sim-
ulator. However, it has been noted that the analytical model overestimates the
contact force as well as the acceleration that the lander experiences at impact with
regard to ADAMS. There could be a number of causes for this mismatch. The
two key ones are that – in contrast to the analytical model – first, the ADAMS
model incorporates the three ratchet devices; and second, that the contact point
with the soil changes due to the curvature of the landing pad during leg rotation.
Additionally, the considered contact models differ, with the analytical model us-
ing a point-to-point contact model and ADAMS using a solid-to-solid contact
model. Additionally, for contacts, the analytical model uses a linear damper,
whereas ADAMS uses a non-linear one, hence translating into the fact that the
dissipative force generated by the models in the phase of impact differs. Finally,
it has been noted that in the simulations, this type of passive landing mechanism
ensures a certain level of control over the forces and accelerations exerted on the
structure of the robotic lander during soft-landing operations.

In Sec. 2.3, by leveraging sophisticated compliant joints known as S-Structures,
Archimede is proposed, a unique four-steerable wheel space exploration plane-
tary rover prototype. The rover, completely based on ROS, has been described
in every single component. Specifically, an approach based on the projection of
the Instantaneous Center of Rotation is developed in order to provide a stable
methodology to control a vehicle subjected to wheel steering constraints. More-
over, it has been presented the development of an odometry subsystem for position
estimation of the rover. The modeling of the Archimede rover and all its systems
in Gazebo has been presented. The odometry subsystem has been demonstrated
both in simulations and experimentally, and its accuracy has been evaluated.
Using Kane’s technique, a semi-analytical (SA) model of the rover dynamics is
developed. The model aims at reducing the complexity of the robotic system by
encapsulating the intricate S-Structure mechanism in a straightforward revolute
joint characterized by having a preloaded non-linear elastic response. Two fur-
ther distinct models are offered in this section: an experimental prototype and an
ADAMS-based model. Despite the numerous sources of inaccuracy, results from
numerical and experimental comparisons of all models have revealed that there
is good conformity between the models, particularly between the SA and the ex-
perimental. It becomes clear from the analysis of the results and also from the
comparison of the different models, reported in Sec. 2.3.11, how using the SA
model may be advantageous in terms of precision when compared to reality and
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also in terms of computation complexity; in fact, the SA model is significantly
less sophisticated with respect to the one that has been developed in ADAMS.
In fact, the latter has significantly more moving parts – hence DOFs – as well
as internal contacts. For these connections in particular to be representative,
thorough measurements of the physical counterpart real contact mechanics are
necessary. The SA technique allows to efficiently combine these intricate effects
into two parameters, cq and f , which makes the model more adaptable and simple
to use.

In Sec. 2.4 the potential for a mobile robot to manipulate a body, that is
lying on the ground, using a tether has been explored. The manipulation strat-
egy that has been considered is the towing approach. It has been suggested to
represent the distribution of the contact pressure in a formal and tasteful man-
ner. The kinematics and joint restrictions introduced by the Archimede rover
prototype as the towing actor, have been taken into consideration in order to
synthesize both the object and rover trajectories. The performed dynamic simu-
lations highlight the importance of the main model hyper-parameters as described
in the thorough sensitivity analysis. The investigation of the path-following per-
formance has revealed information about the flexibility of the path-planner, and
a small number of trajectories has been chosen. The physical Archimede rover
prototype, which has steerable wheels, was utilized in an experimental campaign.
An ad-hoc image tracking software package has been used to examine the mo-
tion of the towed object as well as the Archimede rover in order to assess the
introduced models, i.e. the dynamics, friction, and contact ones. Results demon-
strate the models good realism. It had been possible to simulate the behavior
of the rover Archimede towing an object of any form and a non-constant dis-
tribution of the contact pressure across a hard surface using the methodology
developed within this study. It has been then demonstrated how this type of
modeling can be used effectively to conduct path-planning for the towed object.
In addition, it has been demonstrated how the strategy is influenced by the nu-
merous parameters and specific hyper-parameters of the models and how these
influences affect how closely the towed body follows the planned path.

In Sec. 3.2 it was demonstrated how a kinematic analogy between a chain of
tethered mobile robots (TMR) and a redundant robotic manipulator can be used
to control the mobile robots. Indeed, these can be exposed to to the task-related
constraints of a redundant robotic manipulator and, by making use of its redun-
dant degrees of freedom, they can be effectively controlled. The constraints in
this application are: avoiding hazards, maintaining a safe distance between the
robots, maintaining the separation between adjacent robots below the maximum
allowed by the catenary-described cable element, decreasing the space between
them, and maintaining this distance uniform amongst the robots. The approach
occasionally showed limited erratic motion; for instance, whenever the obsta-
cle avoidance auxiliary task activates to avoid a nearby obstacle, it occasionally
results in an abrupt lateral displacement. It is significant to note that the omni-
directional motion capabilities of mobile robots have been taken into account in
this study; this allows viable lateral motions along the planned trajectories, which
is advantageous. On the other hand, more caution should be paid if the mobile
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robots are not omnidirectional. In that instance, this can cause the tracking er-
ror relative to the robots’ nominal trajectories to grow. The solution of the TMR
path planning exhibits numerical disturbances, which, according to the results,
can be reduced with minor post-processing on the generated trajectories. It is
believed that by allowing a smooth transition between the distinct tasks, such
as through a blending function rather than the current abrupt transition, these
oscillations might be decreased, as is done in earlier publications [317, 372, 373].
Additionally, the sensitivity analysis revealed that the dmin parameter and the
obstacle avoidance auxiliary task, in general, have a significant impact on the con-
sidered objective functions, which lowers the robots performances as evidenced in
the energy and jerk-related functions. The same demonstrates that it is possible
to configure the chosen parameters near the failure configuration regions and yet
achieve the best behavior of the entire system.

In Sec. 3.3, the development has been investigated of a controller which al-
lows a mobile robot to navigate to target locations while avoiding both static and
moving objects, such as pedestrians. The mobile robot controller relies on the
employment of a Neural Network (NN) that has been trained using the DQL and
A3C Reinforcement Learning (RL) algorithms. Comparisons between trained
NNs indicate that the A3C-trained NN performs better and generalizes the issue
more successfully than the DQL-trained NN. While both techniques are capa-
ble of achieving convergence during training, it has been demonstrated also that
the NN trained with DQL learns a sub-optimal approach. The training time for
this type of complex problem was drastically reduced by utilizing the developed
pipeline to perform the training procedure on the NNs in a highly parallelized
environment. In fact, without parallelization, the training time would make the
problem very challenging to solve. Furthermore, it has also been demonstrated
that NN trained using reinforcement learning approaches can successfully han-
dle difficult problems like crowd navigation. In fact, it has been shown that the
robot is able to effectively execute the specified task with a great success ratio for
varying environment pedestrian densities in the simulated environment utilizing
both trained NNs. The method has also undergone experimental validation, dur-
ing which it was discovered that the considered mobile robot exhibits excellent
obstacle avoidance abilities and is capable of traveling between way-points and
conducting point-to-point mobility in the presence or absence of both dynamic
and static obstacles. Additionally, it has been demonstrated that a straight-
forward perception system, such as a LiDAR range sensor, may be utilized to
accurately recognize pedestrian legs and subsequently deliver useful information
to the input layer of the NN. Ray-casting methods are thus used in the simulated
surroundings to accurately reflect the sensor operating principle. The validation
of the approach has been done experimentally by using and deploying the A3C-
trained NN. It should be noted that the testing environment for the controller
and the robot was not very “robot friendly” and presented several difficulties
for the mobile robot as well as its perception system. In fact, the environment is
not well-organized and contains several impediments that the robot perception
system finds challenging to recognize. More specifically, there are obstacles that
are too high, too low, or too small to be seen, such as chairs and desk legs. Nev-
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ertheless, despite these shortcomings, the mobile robot was nevertheless able to
carry out the given duty in a safe and efficient manner.

In conclusion, it has been shown in this dissertation how the interactions
of mobile robots with their surroundings, with other robots, and finally with
humans are of paramount importance for proper modeling of case studies. As
it has been seen, depending on the application contexts, a generic mobile robot
is subjected to a combination of all the aforementioned interactions, but not all
of them assume the same relevance for the given case study. These interactions
must be modeled with a sufficient level of accuracy and detail in order to best
describe the problems studied, and they cannot be neglected a priori. This has
been observed in all the studies addressed and presented in the previous chapters,
specifically applied in different contexts and problems, especially for the case of
navigating a mobile robot within a moving crowd. The techniques studied and
developed in this dissertation show how some of these aspects can be modeled
and thus predicted, providing the tools to address the problems, of particular
scientific interest in the field of mobile robotics, to the best of one’s ability.

Finally, this dissertation work explores topics of global interest in space ex-
ploration and industrial robotics and builds a good foundation on which to build
future research. Some possible real world applications, especially focused on
space exploration and industrial fields, have been seen throughout this disser-
tation. However, some other alternative possible real world applications of the
developed methodologies can be identified. For example, it is possible to use the
object manipulation strategy presented in Sec. 2.4 for planning load handling
operations within industrial warehouses. Furthermore, due to the nature and
the general definition given to the problem of mobile robots navigating moving
crowds provided in Sec. 3.3, it is thought that the developed methodology can
also have repercussions in other contexts, other than the mere context of crowd
navigation. Indeed, due to the formulation given to the problem, the long dis-
tances traveled by the robot, and the independence from the specific simulation
environment, extension to other contexts, such as the ones of the e-commerce
and home delivery, is feasible. Another relevant application of this methodol-
ogy is thought to be the use of these smart controllers on autonomous mobile
robots operating inside industrial warehouses and in manufacturing contexts, for
navigating environments populated by humans and other robots simultaneously,
during movement within and between rooms. Finally, although the Archimede
rover, presented in Sec. 2.3, is designed and developed for purely space and plan-
etary exploration applications, some of its concepts and systems can be applied
to other contexts that are not necessarily space-based. For example, it uses a
suspension system designed for fast driving over rough, granular, non-consistent
terrain, and which provides some degree of resistance to shocks and impacts. It
is thought, for example, that the use of this type of system could also be used on
robotic devices designed for use in robotic agriculture, outdoors, and generally un-
structured environments. In addition, through the use of this suspension system,
combined with machine learning techniques and appropriate smart controllers,
e.g. the one developed for crowd navigation purpose, it is thought to extend the
operational contexts of mobile robots into previously inaccessible scenarios, e.g.,
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the ability of mobile robots to navigate very complex and varied environments
such as forests.
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[108] M. M. M. Manhães, S. A. Scherer, M. Voss, L. R. Douat, and T. Rauschenbach,
“Uuv simulator: A gazebo-based package for underwater intervention and multi-
robot simulation,” in OCEANS 2016 MTS/IEEE Monterey, 2016, pp. 1–8.

http://www.sciencedirect.com/science/article/pii/S1877050918309931
http://www.sciencedirect.com/science/article/pii/S1877050918309931
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85007364706&doi=10.1007%2f978-981-10-1926-5_126&partnerID=40&md5=28c7ce80bc4003490a556fe8a0eb6bc5
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85007364706&doi=10.1007%2f978-981-10-1926-5_126&partnerID=40&md5=28c7ce80bc4003490a556fe8a0eb6bc5
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85007364706&doi=10.1007%2f978-981-10-1926-5_126&partnerID=40&md5=28c7ce80bc4003490a556fe8a0eb6bc5
https://doi.org/10.1007/s00170-018-1639-0


BIBLIOGRAPHY 229

[109] V. B. Theja, P. Yachameni, S. Shakeera, and H. Venkataraman, “Integration of
gazebo and ros for underwater vehicle environment,” inOCEANS 2022 - Chennai,
2022, pp. 1–6.

[110] S. Zhou, B. Li, C. Ding, L. Lu, and C. Ding, “An efficient deep reinforcement
learning framework for uavs,” in 2020 21st International Symposium on Quality
Electronic Design (ISQED), 2020, pp. 323–328.

[111] C. Bernardeschi, A. Fagiolini, M. Palmieri, G. Scrima, and F. Sofia, “Ros/gazebo
based simulation of co-operative uavs,” in Modelling and Simulation for Au-
tonomous Systems, J. Mazal, Ed. Cham: Springer International Publishing,
2019, pp. 321–334.

[112] J. Meyer, A. Sendobry, S. Kohlbrecher, U. Klingauf, and O. von Stryk, “Com-
prehensive simulation of quadrotor uavs using ros and gazebo,” in Simulation,
Modeling, and Programming for Autonomous Robots, I. Noda, N. Ando, D. Bru-
gali, and J. J. Kuffner, Eds. Berlin, Heidelberg: Springer Berlin Heidelberg,
2012, pp. 400–411.

[113] M. Zhang, H. Qin, M. Lan, J. Lin, S. Wang, K. Liu, F. Lin, and B. M. Chen,
“A high fidelity simulator for a quadrotor uav using ros and gazebo,” in IECON
2015 - 41st Annual Conference of the IEEE Industrial Electronics Society, 2015,
pp. 002 846–002 851.

[114] F. D’Urso, C. Santoro, and F. F. Santoro, “An integrated framework
for the realistic simulation of multi-uav applications,” Computers &
Electrical Engineering, vol. 74, pp. 196–209, 2019. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0045790618329161

[115] M. Sokolov, I. Afanasyev, R. Lavrenov, A. Sagitov, L. Sabirova, and E. Magid,
“Modelling a crawler-type ugv for urban search and rescue in gazebo environ-
ment,” Proceedings of International Conference on Artificial Life and Robotics,
vol. 22, pp. 360–363, 01 2017.

[116] A. Gallina, A. Gibbesch, R. Krenn, T. Uhl, and B. Schäfer, “Multibody
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E. Staudinger, B. Foing, and J. Reill, “German aerospace center’s advanced
robotic technology for future lunar scientific missions: Dlr’s advanced
robotic technology,” Philosophical Transactions of the Royal Society A:
Mathematical, Physical and Engineering Sciences, vol. 379, no. 2188, 2021.
[Online]. Available: https://www.scopus.com/inward/record.uri?eid=2-s2.
0-85096630167&doi=10.1098%2frsta.2019.0574rsta20190574&partnerID=40&
md5=ee7f9518a9b325072fb867f6236426aa

[184] L. Witte, A. Heffels, M. Killian, M. Knapmeyer, C. Lange, N. Toth,
G. Tsakyridis, and A. Wedler, “A robotically deployable lunar surface
science station and its validation in a moon-analogue environment,”
Planetary and Space Science, vol. 193, 2020. [Online]. Available: https:

https://www.scopus.com/inward/record.uri?eid=2-s2.0-84866738553&doi=10.1007%2fs11214-012-9879-z&partnerID=40&md5=9c817998b815bf740f6ab90b83ca6c0a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-84866738553&doi=10.1007%2fs11214-012-9879-z&partnerID=40&md5=9c817998b815bf740f6ab90b83ca6c0a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-84866738553&doi=10.1007%2fs11214-012-9879-z&partnerID=40&md5=9c817998b815bf740f6ab90b83ca6c0a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-84976905111&doi=10.1126%2fscience.aaf3206&partnerID=40&md5=58a9a69a4dd117b98684196e463df21a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-84976905111&doi=10.1126%2fscience.aaf3206&partnerID=40&md5=58a9a69a4dd117b98684196e463df21a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-84976905111&doi=10.1126%2fscience.aaf3206&partnerID=40&md5=58a9a69a4dd117b98684196e463df21a
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85048593070&doi=10.1126%2fscience.aaq0131&partnerID=40&md5=c5c47e521969c7a52de7d0c77f7918eb
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85048593070&doi=10.1126%2fscience.aaq0131&partnerID=40&md5=c5c47e521969c7a52de7d0c77f7918eb
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85048593070&doi=10.1126%2fscience.aaq0131&partnerID=40&md5=c5c47e521969c7a52de7d0c77f7918eb
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85096630167&doi=10.1098%2frsta.2019.0574rsta20190574&partnerID=40&md5=ee7f9518a9b325072fb867f6236426aa
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85096630167&doi=10.1098%2frsta.2019.0574rsta20190574&partnerID=40&md5=ee7f9518a9b325072fb867f6236426aa
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85096630167&doi=10.1098%2frsta.2019.0574rsta20190574&partnerID=40&md5=ee7f9518a9b325072fb867f6236426aa
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85090560160&doi=10.1016%2fj.pss.2020.105080&partnerID=40&md5=5275e75d8960e28d039a175d560037bc
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85090560160&doi=10.1016%2fj.pss.2020.105080&partnerID=40&md5=5275e75d8960e28d039a175d560037bc


236 BIBLIOGRAPHY

//www.scopus.com/inward/record.uri?eid=2-s2.0-85090560160&doi=10.1016%
2fj.pss.2020.105080&partnerID=40&md5=5275e75d8960e28d039a175d560037bc

[185] S. Campagnola, C. Yam, Y. Tsuda, O. Naoko, and Y. Kawakatsu, “Mission
analysis for the martian moons explorer (mmx) mission,” Acta Astronautica,
vol. 146, pp. 409–417, 2018. [Online]. Available: https://www.scopus.com/
inward/record.uri?eid=2-s2.0-85044142646&doi=10.1016%2fj.actaastro.2018.03.
024&partnerID=40&md5=ea4636fddbff7b082cfb9cf7f01a5533

[186] S. Seriani, P. Gallina, and A. Wedler, “A modular cable robot for inspection and
light manipulation on celestial bodies,” Acta Astronautica, vol. 123, pp. 145–153,
2016.

[187] M. Schuster, M. Muller, S. Brunner, H. Lehner, P. Lehner, R. Sakagami,
A. Domel, L. Meyer, B. Vodermayer, R. Giubilato, M. Vayugundla, J. Reill,
F. Steidle, I. Von Bargen, K. Bussmann, R. Belder, P. Lutz, W. Sturzl,
M. Smisek, M. Moritz, S. Stoneman, A. Prince, B. Rebele, M. Durner,
E. Staudinger, S. Zhang, R. Pohlmann, E. Bischoff, C. Braun, S. Schroder,
E. Dietz, S. Frohmann, A. Borner, H.-W. Hubers, B. Foing, R. Triebel,
A. Albu-Schaffer, and A. Wedler, “The arches space-analogue demonstration
mission: Towards heterogeneous teams of autonomous robots for collaborative
scientific sampling in planetary exploration,” IEEE Robotics and Automation
Letters, vol. 5, no. 4, pp. 5315–5322, 2020. [Online]. Available: https:
//www.scopus.com/inward/record.uri?eid=2-s2.0-85088702238&doi=10.1109%
2fLRA.2020.3007468&partnerID=40&md5=5e8facead99b54a6f1a5e15ceef6dcbe

[188] B. Muirhead and A. Karp, “Mars sample return lander mission concepts,”
in IEEE Aerospace Conference Proceedings, vol. 2019-March, 2019.
[Online]. Available: https://www.scopus.com/inward/record.uri?eid=2-s2.
0-85068340074&doi=10.1109%2fAERO.2019.8742215&partnerID=40&md5=
ebb71e06e6369ac20afdc34e03197710

[189] B. Muirhead, A. Nicholas, J. Umland, O. Sutherland, and S. Vijendran, “Mars
sample return campaign concept status,” Acta Astronautica, vol. 176, pp.
131–138, 2020. [Online]. Available: https://www.scopus.com/inward/record.uri?
eid=2-s2.0-85086799263&doi=10.1016%2fj.actaastro.2020.06.026&partnerID=
40&md5=959cae9e5a91ece66f522ec2251f503e

[190] S. Mallapaty, “China has landed its first rover on mars - here’s what
happens next,” Nature, vol. 593, no. 7859, pp. 323–324, 2021, cited By
0. [Online]. Available: https://www.scopus.com/inward/record.uri?eid=2-s2.
0-85106182816&doi=10.1038%2fd41586-021-01301-7&partnerID=40&md5=
1ad25ecce7ef9d2b78ae12980503f411

[191] B. Oglesby, A. Prince, G. Story, and A. Kam, “Qualification of a hybrid
propulsion system for a mars ascent vehicle,” in IEEE Aerospace Conference
Proceedings, vol. 2019-March, 2019. [Online]. Available: https://www.scopus.
com/inward/record.uri?eid=2-s2.0-85068340943&doi=10.1109%2fAERO.2019.
8741599&partnerID=40&md5=7ea1d0ea8c3fa9a6ba2b23299d335bb7

[192] Y. Tsuda, T. Saiki, F. Terui, S. Nakazawa, M. Yoshikawa, S.-I. Watanabe,
and H. P. Team, “Hayabusa2 mission status: Landing, roving and

https://www.scopus.com/inward/record.uri?eid=2-s2.0-85090560160&doi=10.1016%2fj.pss.2020.105080&partnerID=40&md5=5275e75d8960e28d039a175d560037bc
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85090560160&doi=10.1016%2fj.pss.2020.105080&partnerID=40&md5=5275e75d8960e28d039a175d560037bc
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85090560160&doi=10.1016%2fj.pss.2020.105080&partnerID=40&md5=5275e75d8960e28d039a175d560037bc
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85090560160&doi=10.1016%2fj.pss.2020.105080&partnerID=40&md5=5275e75d8960e28d039a175d560037bc
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85044142646&doi=10.1016%2fj.actaastro.2018.03.024&partnerID=40&md5=ea4636fddbff7b082cfb9cf7f01a5533
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85044142646&doi=10.1016%2fj.actaastro.2018.03.024&partnerID=40&md5=ea4636fddbff7b082cfb9cf7f01a5533
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85044142646&doi=10.1016%2fj.actaastro.2018.03.024&partnerID=40&md5=ea4636fddbff7b082cfb9cf7f01a5533
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85088702238&doi=10.1109%2fLRA.2020.3007468&partnerID=40&md5=5e8facead99b54a6f1a5e15ceef6dcbe
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85088702238&doi=10.1109%2fLRA.2020.3007468&partnerID=40&md5=5e8facead99b54a6f1a5e15ceef6dcbe
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85088702238&doi=10.1109%2fLRA.2020.3007468&partnerID=40&md5=5e8facead99b54a6f1a5e15ceef6dcbe
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85068340074&doi=10.1109%2fAERO.2019.8742215&partnerID=40&md5=ebb71e06e6369ac20afdc34e03197710
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85068340074&doi=10.1109%2fAERO.2019.8742215&partnerID=40&md5=ebb71e06e6369ac20afdc34e03197710
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85068340074&doi=10.1109%2fAERO.2019.8742215&partnerID=40&md5=ebb71e06e6369ac20afdc34e03197710
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85086799263&doi=10.1016%2fj.actaastro.2020.06.026&partnerID=40&md5=959cae9e5a91ece66f522ec2251f503e
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85086799263&doi=10.1016%2fj.actaastro.2020.06.026&partnerID=40&md5=959cae9e5a91ece66f522ec2251f503e
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85086799263&doi=10.1016%2fj.actaastro.2020.06.026&partnerID=40&md5=959cae9e5a91ece66f522ec2251f503e
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85106182816&doi=10.1038%2fd41586-021-01301-7&partnerID=40&md5=1ad25ecce7ef9d2b78ae12980503f411
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85106182816&doi=10.1038%2fd41586-021-01301-7&partnerID=40&md5=1ad25ecce7ef9d2b78ae12980503f411
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85106182816&doi=10.1038%2fd41586-021-01301-7&partnerID=40&md5=1ad25ecce7ef9d2b78ae12980503f411
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85068340943&doi=10.1109%2fAERO.2019.8741599&partnerID=40&md5=7ea1d0ea8c3fa9a6ba2b23299d335bb7
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85068340943&doi=10.1109%2fAERO.2019.8741599&partnerID=40&md5=7ea1d0ea8c3fa9a6ba2b23299d335bb7
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85068340943&doi=10.1109%2fAERO.2019.8741599&partnerID=40&md5=7ea1d0ea8c3fa9a6ba2b23299d335bb7


BIBLIOGRAPHY 237

cratering on asteroid ryugu,” Acta Astronautica, vol. 171, pp. 42–54, 2020.
[Online]. Available: https://www.scopus.com/inward/record.uri?eid=2-s2.
0-85080149939&doi=10.1016%2fj.actaastro.2020.02.035&partnerID=40&md5=
a0435b701b23d61c2311f41ecbae3ae6

[193] M. Schuster, S. Brunner, K. Bussmann, S. Büttner, A. Dömel, M. Hellerer,
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[211] A. Gibbesch and B. Schäfer, “Multibody system modelling and simulation of
plenetary rover mobility on soft terrain,” in ISAIRAS 2005 Conference, 08 2005.

[212] R. Krenn and G. Hirzinger, “Simulation of rover locomotion on sandy terrain –
modeling verification and validation,” in 10th ESA Workshop on Advanced Space
Technologies for Robotics and Automation - ASTRA 2008, 11 2008.

[213] M. Sutoh, “Traveling performance analysis of planetary rovers using a repeatable
test system in vacuum,” Journal of Terramechanics, vol. 95, pp. 15–24,
2021. [Online]. Available: https://www.sciencedirect.com/science/article/pii/
S002248982100015X

[214] C. Chen, M. Shu, Y. Wang, L. Ding, H. Gao, H. Liu, and S. Zhou,
“Simultaneous control of trajectory tracking and coordinated allocation of
rocker-bogie planetary rovers,” Mechanical Systems and Signal Processing,
vol. 151, p. 107312, 2021. [Online]. Available: https://www.sciencedirect.com/
science/article/pii/S0888327020306981

https://doi.org/10.1115/1.4023873
https://www.sciencedirect.com/science/article/pii/S0094576512002469
https://www.sciencedirect.com/science/article/pii/S0094576512002469
https://doi.org/10.1115/DSCC2008-2193
https://books.google.it/books?id=LH8wd8im13AC
https://doi.org/10.5772/5651
https://onlinelibrary.wiley.com/doi/abs/10.1002/rob.20187
https://doi.org/10.1080/00423110903243224
https://doi.org/10.1080/00423110903243224
https://www.sciencedirect.com/science/article/pii/S002248982100015X
https://www.sciencedirect.com/science/article/pii/S002248982100015X
https://www.sciencedirect.com/science/article/pii/S0888327020306981
https://www.sciencedirect.com/science/article/pii/S0888327020306981


BIBLIOGRAPHY 239

[215] H. M. Lankarani and P. E. Nikravesh, “A Contact Force Model With
Hysteresis Damping for Impact Analysis of Multibody Systems,” Journal of
Mechanical Design, vol. 112, no. 3, pp. 369–376, 09 1990. [Online]. Available:
https://doi.org/10.1115/1.2912617

[216] K. H. Hunt and F. R. E. Crossley, “Coefficient of Restitution Interpreted as
Damping in Vibroimpact,” Journal of Applied Mechanics, vol. 42, no. 2, pp.
440–445, 06 1975. [Online]. Available: https://doi.org/10.1115/1.3423596
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I. Škrjanc, Eds. Butterworth-Heinemann, 2017, pp. 13–59. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/B9780128042045000020

[222] W. H. Baier, “Vehicle steering fundamentals,” SAE Transactions, vol. 69, pp.
256–268, 1961. [Online]. Available: http://www.jstor.org/stable/44553923

[223] M. Veneri and M. Massaro, “The effect of ackermann steering on the performance
of race cars,” Vehicle System Dynamics, vol. 59, pp. 1–21, 02 2020.

[224] H. Hlavacs, “A 2d car physics model based on ackermann steering,” in The
Fourth Annual International Conference in Game Design and Technology 2006
(GDTW 2006), 2006. [Online]. Available: http://eprints.cs.univie.ac.at/669/
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[364] M. Moussäıd, D. Helbing, S. Garnier, A. Johansson, M. Combe, and G. Ther-
aulaz, “Experimental study of the behavioural mechanisms underlying self-
organization in human crowds,” Proceedings. Biological sciences / The Royal
Society, vol. 276, pp. 2755–62, 06 2009.

[365] M. Caruso, E. Regolin, F. J. Camerota Verdù, S. A. Russo, L. Bortolussi,
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