


Abstract

The COmmon Muon and Proton Apparatus for Structure and Spectroscopy (COM-

PASS) spectrometer at CERN is upgrading part of its detectors and data acquisition sys-

tem to handle larger event sizes, owing to a higher channel quantity and higher event rates.

Starting in 2023, the experiment will be formally called AMBER, and its spectrometer

will contain approximately 100 million data channels. Owing to the progress in micro-

electronics and SoC-FPGA technology, it has become possible to read and process data

coming from detectors without the classical data reduction of a Level-1 trigger schema.

For AMBER data acquisition, migration to a Level-1 trigger free architecture, known as

trigger-less DAQ, was proposed. This architecture upgrade allows for the generation of

more statistics for further analysis.

The trigger-less operation requires a new type of frontend electronics capable of

working in a free-running mode for detectors readout. Due to the intensive processing

requirements and the need for high-speed serial data transmission, some of the devices

that are currently installed for the readout of the detectors are not capable of working in

a trigger-less DAQ, so they need to be replaced.

The main purpose of this thesis is to propose, design and develop a new trigger-

less readout system for the 3068-channel ECAL2 detector of the COMPASS/AMBER

experiment. For this purpose, a hardware platform for front-end electronics was developed

using the current digitizer board (MSADC, FPGA-based) and as core component a high-

performance MPSoC Ultrascale+ SoM device for processing the data coming from 16
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channels at 960 Mbit/s each. The modular hardware design allows its use in different front-

end readouts and SoM families. The firmware for FPGAs and processors was developed

and a digital pulse processor (DPP) for real-time data features extraction in a trigger-less

system was implemented. The DPP is the core component for pulse processing, including

methods for extracting the pulse amplitude value and pulse shape discrimination. These

methods are based on a mathematical model of typical pulses acquired from a detector

prototype. Besides features extraction, the DPP is also prepared to send traces containing

whole pulses for further studies. With this new frontend electronics, the ECAL2 can work

in a free-running and trigger-less mode and with the addition of a DPP the amount

of transmitted data is drastically reduced, saving further processing time and storage

resources.
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Chapter 1

Introduction

High-energy physics (HEP) aims at understanding the elementary particle

constituents of matter and their interactions. The Standard Model explains the

constituents and their interactions. Nevertheless, there are many questions that the

Model leaves unanswered, or partially answered. The most direct way to verify the

particles predicted by the Standard Model and to understand those that are outside

the description is through high-energy physics experiments. These experiments rely

on the collision of high-energy particles to study their interactions. Research on HEP

and its evolution depends in a symbiotic manner on its ability to extract information

from these interactions. Several detectors and techniques have been developed and

evolved since the first HEP experiments, from stereoscopic photographs in bubble

chambers to state-of-the-art neutrino detectors. Recent advances in electronics, photonics,

communications, signal processing, and, in particular, field programmable gate arrays

(FPGA) and integration with microprocessors and high-speed communication transceivers

in System on Chip (SoC) have allowed the development of edge instrumentation. The new

readout solutions using these technological advances offer the possibility of extracting more

information from the detector’s measurement at higher rates, increasing the quality and

amount of statistics for the measurements. This increase in data rate is accompanied by
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more complex electronic systems for readout and data curation.

This thesis is framed in the electronics upgrade and real-time data features extraction

techniques for data acquisition systems in HEP and for multichannel detectors. More

precisely, the COMPASS experiment at the European Organization for Nuclear Research

(CERN) is going through an update and upgrade on part of the detectors and data

acquisition system. HEP experiments are characterized by a large number of detectors with

a large number of channels (> 104) that produce an extremely large amount of data per

unit of time (for example, TB/sec). All these data must be acquired and processed online

to apply complex algorithms for data reduction and filtering for subsequent offline data

analysis, reducing the amount of information to be stored in tapes and the communication

traffic inside the whole system. These requirements make SoC-FPGAs optimal devices

for processing and transmission because of the large amount of input/outputs, parallel

processing capabilities, and high-speed transceivers they have. Another advantage of these

devices over processor-based systems is their high reconfigurability, allowing reusability

and dynamic updates to adapt to different hardware setups and experimental conditions.

The COMPASS data acquisition system (DAQ) migrates from a triggered to

trigger-less operation and incorporates an online trigger processor, implementing an event

reconstruction at the FPGA level and in real-time, before storing the data in hard disks.

Migration requires a new type of frontend electronics for digitizing all detector channels

without the intervention of an external trigger, analyzing, and processing the data online

and in real-time.

This work focuses on the design of a DAQ platform prepared for a trigger-less

operation and on the implementation of algorithms and methods for real-time feature

extraction and high-speed multichannel data transmission for the COMPASS ECAL2

calorimeter frontend. The modular hardware for the frontend readout system comprises

the FFeCCa carrier board harnessed with a mezzanine sampling analog to digial converter

(MSADC) digitizer board, based on a Virtex-4 FPGA and a 12-bit, 80 Msps, 16-channel

2



ADC, and an MPSoC Ultracasle+ [1] System on Module (SoM) for data processing and

communication.

During the Ph.D. program, a full-stack development of the different components

of the DAQ platform was carried out, including the design and production of different

printed circuit boards (PCB). Besides the FFeCCa carrier, an adapter board was designed

to connect the digitizer with any commercial SoC-FPGA platform having a standard

FPGA mezzanine connector (FMC).

The adapter board allowed to start with the development of the firmware for the

FPGA of the digitizer, the FPGA and microprocessor firmware of the SoC-FPGA, and

the remote control software to interact with a PC. With this last part of the firmware,

an open-source framework for controlling SoC-FPGA-based systems from a PC called

UDMA, with a GNU license, was developed and released for the community. Then a DAQ

framework for use with Xilinx SoC-FPGA was also developed and released under BSD-3

license, designed in order to be easy-readaptable as modular way, with the possibility of

using multichannel ADCs with minimum porting efforts.

The FFeCCa data acquisition platform was tested and stressed under beam time

during the first AMBER pilot run, reading 16 channels at 80 Msps each, from an ECAL2

prototype. AMBER is the next-generation successor of the COMPASS experiment starting

its data-taking in 2023. The data obtained during that period were then used to adjust

the algorithms used for lossless data compression and digital pulse processing for features

extraction.

This research work has been carried out as part of a collaboration between the

Multidisciplinary Laboratory of the Abdus Salam International Centre for Theoretical

Physics (MLAB-ICTP) and the COMPASS Group of the Italian National Institute of

Nuclear Energy, Trieste Section (INFN-TS).
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Objectives of the Thesis

The objectives and main contributions of this thesis can be summarised as follows:

1. Design and implementation of the hardware for a data acquisition platform able to

work in trigger-less mode

(a) Develop a modular carrier board (FFeCCa) to allow its use with different

frontend readouts and MPSoC Ultrascale+ SoMs.

(b) Develop a hardware adapter board for testing the digitizer board (MSADC)

and measuring the data transfer rates using different commercial SoC-FPGA

evaluation boards.

(c) Validate the designed platform under beam conditions at CERN.

(d) Design a modular open-source framework for SoC-FPGA based DAQ.

2. Development and implementation of firmware for free-running operation and the

control software for remote access to the data acquisition platform

(a) Implement the MSADC FPGA firmware for multichannel acquisition and

lossless data compression for a free-running operation.

(b) Implement the firmware of the SoC-FPGA for reading multiple channels in

parallel, decompressing, detecting pulses, extracting their main features, and

sending data using high-speed optical transceivers.

(c) Develop the microprocessor firmware for slow control services such as system

configuration and status information.

(d) Design a general-purpose user interface for remote control from a PC through

Ethernet.

3. Design and implementation of a Digital Pulse Processor for real-time features

extraction in a trigger-less system
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(a) Acquire experimental data from an ECAL2 prototype using the developed

platform for off-line pulse study and characterization.

(b) Analyze the acquired data to extract the mathematical model of typical ECAL2

pulses and characterize the noise.

(c) Study and develop methods for features extraction based on the parameters

provided by a mathematical model of typical pulses and pulse-shape

discrimination algorithms.

(d) Implement a Digital Pulse Processor for two operation modes, the first

extracting the main features of the signals, and a second sending a trace

containing full pulse capture.

4. Release the developed designs to the scientific community

(a) Release the developed hardware with an open hardware license.

(b) Release the framework for working with SoC-FPGA multichannel data

acquisition platforms with an open software/hardware license.

Scientific Publications

During this research, a total of 14 publications in journals and conferences have

been produced, as follows:
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[1] K.S. Mannatunga, B. Valinoti, W. Florian Samayoa, M.L. Crespo, A. Cicuttin,

J. Folla Kandem, L.G. Garcia, S. Carrato, (2022). Data Analysis and Filter

Optimization for Pulse-Amplitude Measurement: A Case Study on High-Resolution

X-ray Spectroscopy. Sensors 22(13), 4776; https://doi.org/10.3390/s22134776

[2] A. Cicuttin, I.R. Morales, M.L. Crespo, S. Carrato, L.G. Garćıa, R.S.

Molina, B. Valinoti, J. Folla Kamdem. (2022). A Simplified Correlation
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Index for Fast Real-Time Pulse Shape Recognition. Sensors, 22, 7697.
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[5] L.G. Garćıa, M.L. Crespo , S. Carrato, A. Cicuttin, W. Florian, R. Molina,

B. Valinoti, S. Levorato (2021). High Voltage Isolated Bidirectional Network

Interface for SoC-FPGA Based Devices. A Case Study: Application to

Micro-pattern Gaseous Detectors. In S. Saponara & A. De Gloria (Eds.),

Applications in Electronics Pervading Industry, Environment and Society, Lecture
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[6] W.O. Florian Samayoa, B. Valinoti, L.G. Garcia Ordoñez, M. Cervetto, E.
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10.1103/PhysRevD
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Conferences

[1] ”A Hardware/Software Architecture for Remote Control of SoC-FPGA Based

Reconfigurable Virtual Instrumentation”, Second International Conference on
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10.1109/CPEM49742.2020.9191715
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Italiana di Fisica, 106° CONGRESSO NAZIONALE, 14-18 SETTEMBRE 2020,

atticon13007

[4] “New Electronics for ECAL2”, DAQFEET-2021, Monday, 8 February 2021 -
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[5] ”The high voltage system the novel MPGD-based photon detectors of COMPASS

RICH-1 and its developement towards a scalable High Voltage Power Supply System

with system on chip control for Micro Pattern Gaseous Detectors”. RICH2022,

University of Edinburgh, Edinburgh, Scotland, 12–16 Sept 2022.

Thesis Outline

The remainder of this thesis is structured as follows: Chapter 2 presents the basic

concepts of data acquisition systems, the trigger, and the manner in which the main

high-energy particle physics experiments implement DAQ according to their requirements.

Chapter 3 describes the COMPASS experiment and its main constituents. Chapter 4

presents the physics and concepts of electromagnetic calorimetry, ECAL2 detector, readout

system, and upgrading of the free-running proposal. Chapter 5 describes all the hardware

developed for evaluating and testing the digitizer board as an intermediate step before

the final design. Chapter 6 presents the development of the FPGA-SoC Frontend Carrier

Card, justifying all main component selections and how the most critical parts were tested.

Chapter 7 describes the details of the firmware developed for testing the hardware, an open

software/hardware framework as well as the main firmware implementations. In Chapter

8 the features extraction method developed for pulse amplitude measurement is described

and the data analysis for pulse model estimation and noise characterization is presented.

Chapter 9 presents the results of the experiments conducted during the research program

related to data feature extraction and trigger-less operation. Finally, the conclusions,

remarks and future work are presented in Chapter 10.
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Chapter 2

Data Acquisition Systems for High

Energy Particle Physics

Data acquisition systems (DAQ) are used to acquire the signals from sensors, digitize

them, and record the data from the measurements for further processing and analysis. In

most cases, these measurements need to also be plotted or shown on a graphical user

interface as they occur over time. By this way, a DAQ is an essential component of simple

instruments, such as a pocket-size thermometer, and of complex apparatus, like those used

in high-energy physics (HEP) experiments, with hundreds of thousands channels that need

to be digitized at high-speed and high-resolution.

In a general way a DAQ can be described as a system composed by a series of

building blocks with very specific and defined tasks. Figure 2.1 shows a block diagram

of a typical DAQ in a wide sense. Even if some of the components can be neglected for

simple systems, a DAQ is typically composed by [2]:

• A detector for sensing and transforming a physical measurable quantity into a

proportional voltage or current signal [3].

• A frontend electronics that includes a signal conditioning stage [4] for adapting the
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Figure 2.1: Typical DAQ schema.

measured signal to a proper level and bandwidth for analog-to-digital conversion

(ADC). An online data processing stage for filtering the data or re-adapting some

characteristic to the digital system. The online processing at this stage of the DAQ

is made with FPGAs [5] or microcontrollers (µC) [6], depending mostly on the

processing requirements. The processed data are then temporary stored in short

data buffers, until the system asks for them when possible. These short buffers are

important owing to the different latencies involved in the readout chain and they

are usually implemented as First-In First-Out (FIFO) memories [7].

• The frontend electronics [8] is connected to some type of network link or

communication channel for transferring the data to a computer or data server. As

one of the most important parameters on a DAQ is the ability to save relevant data

in the final storage, network resources play a central role in the system.

• Before being stored in permanent resources, the data are usually saved in middle

term data servers, in such a way they can be accessed, processed, and filtered by
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2.1. HIGH ENERGY PHYSICS EXPERIMENTS

processing servers. The main purpose of this is to reduce and optimize the amount

of information to be saved on the final storage.

• The DAQ may also incorporate a software for giving support to all services of the data

acquisition, including the evaluation of data integrity, and monitoring and control

of the hardware status. This software should be easily configurable and provide a

friendly interface for the user.

A DAQ must work predictable, safe, and preferably with the ability to recover from

hardware failures without losing any data.

2.1 High Energy Physics Experiments

HEP experiments seek to identify the fundamental constituents of matter (quarks

and leptons) and reveal the laws governing their interactions (electromagnetic, strong,

and weak). To study and uncover these constituents and interactions, the experiments are

built with different types of detectors, each of which is sensitive to specific characteristics.

These characteristics are then tied to the type of particle or to a property of interaction

between particles [9]. In addition, extremely high energies are required to reveal these

characteristics. The interactions between two very energetic particles spread a series

of subparticles with different scattering angles, energies, and momenta. Thousands of

detectors are usually used to detect and measure the properties of the interaction. By

merging the data provided by these detectors, it is possible to reconstruct the collision

event and study their characteristics.

In these experiments, DAQ systems must handle extremely high data rates sourced

from thousands of data channels [10, 11, 12]. These types of DAQ require cutting-edge

technologies from a data processing perspective, as well as from data handling, networking,

storage, and error recovery.

As an example of DAQ for a HEP experiment, in Figure 2.2 it is shown a simplified
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2.1. HIGH ENERGY PHYSICS EXPERIMENTS

Figure 2.2: Simplified schema of the first implementation of the COMPASS DAQ, from

[10].
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2.1. HIGH ENERGY PHYSICS EXPERIMENTS

architecture of the data acquisition system of COMPASS experiment at CERN. The

characteristics and constituents of this system are explained in more detail in the following

chapters.

The architecture implementations consist of several layers of hardware and firmware,

organized in such a way that the data can then be used to completely reconstruct a specific

event. However, it is not feasible to store the raw data from the detectors continuously,

owing to the high amount of data generated per unit of time (TB/s) and the need of

saving storage costs and offline data processing time. To avoid such a situation, the DAQ

is equipped with a trigger control system (TCS), which decides both when storing and

rejecting data. The decision about taking a ”screenshot” of the detector state for storage

can be generated at different stages of the system and with specific criteria depending on

the stage. The trigger should be a very fast process, based on simple criteria, and should

be used to provide a time reference for the readout of all detectors.

A common characteristic of all DAQ is that they can accept a limited number of

events per unit of time. This number depends on the time response of the detector,

sampling frequency, data size of the event, and event data transmission rate to the storage

system.

The ”dead time” (τ) [13] of the DAQ that is the time interval the system is busy

after a trigger arrival, during which is insensitive to new events, gives an idea about the

fraction of events that can be accepted by the system.

Without entering in details about the classification of the dead time model,

considering that each time the trigger signal is generated the system will not be able

to accept a new trigger (non-paralyzable) and calling m to the physics event rate:

• the time the DAQ is busy can be defined as: (m · τ).

• the time when DAQ is free can be represented as: (1 − τ ·m).

Now, if we call n to the actual accepted event rate, it can be said that only a fraction
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2.1. HIGH ENERGY PHYSICS EXPERIMENTS

Figure 2.3: Actual physics events vs accepted events in the DAQ.

given by Equation 2.1 will be recorded by the DAQ.

n =
m

(1 + τ ·m)
(2.1)

This quantity will always be lower than the real event rate, owing to the nonzero processing

or dead time.

Now, with these two factors n = Nacc and m = Ntot, the efficiency (ϵtrg) of the DAQ

can be defined as the relationship between the accepted events and the total number of

events, as shown in Figure 2.3. The efficiency is constrained by the dead time and event

rate, as shown in Equation 2.2.

Efficiency =
Nacc

Ntot
=

1

(1 + τ ·m)
(2.2)

Then, depending mainly on the type and technology of the detector, each channel

can have a different τ and raw data production rates. Therefore, it may be possible

that the data transmission requirements for the detectors can be different as well. The

bandwidth of the DAQ must be sufficient to handle all data, transmit the entire event,

and store it for future offline processing.

The required bandwidth per channel is defined as:

BWCH = Nacc · Se

where Nacc is the actual event rate running in the DAQ and Se is the event size.

Similar to classic micro-architecture computing concepts [14], there are two

approaches that allow minimizing the dead time or boost the time processing: one is
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based on the parallelism and the other on a pipeline processing.

The strategy of the parallelism, shown in Figure 2.4a, is to have independent

processing and trigger paths for each of the readout detector elements, as many as

affordable. From the pipeline approach, shown in Figure 2.4b, the strategy is to segment

the data path as much as possible to absorb the fluctuations. The processes can be

reorganized in different steps. The use of FIFO buffers between steps allows steps with

different latencies to be handled at different frequencies, processing those longer at higher

clock frequencies, balancing the final total time in a more efficient way. As long as the

FIFOs do not fill up, no data is lost, so the depth of the input FIFOs must be carefully

chosen.

2.2 Triggered systems

In HEP experiments, it can be said that there is a trigger condition when the physics

status meets the requirements for capturing the data of an interesting event. The trigger

is a system built up by the electronics to indicate the occurrence of a desired temporal

and spatial correlation in the detector signals [15]. This correlation is determined by an

examination of some dedicated detectors that provide information about a characteristic

signature that distinguishes the pursued event from others that occur at the same time. A

time coincidence increases the probability that all particles may originate from the same

event.

A trigger must pass the events under interest efficiently without permitting the

DAQ to become swamped with data that are not relevant or with events that are similar

to those of interest but not identical. The design of a trigger is strongly dependent on the

scope of the experiments and must be built according to the physics environment (beam

parameters, geometry, target, etc.).

In a trigger system, we can usually find several different types of detectors and

techniques to use the information they provide. There are detectors with inclusive
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Figure 2.4: Different data processing approaches for minimizing the dead times.
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information, meaning the trigger decision is affected in a positive result if the information

of the detector is actively present. Opposite to the previous, we can find veto detectors,

which means that detectors are used to explicitly exclude the event. This is very useful

in those cases when different particles leave traces on the detectors. For example, muon

triggers take advantage of the muon’s ability to penetrate large amounts of matter before

being absorbed, the muon trigger could consist of a massive absorber followed by a general

purpose particle detector as a multiwire proportional chamber [16].

In big HEP experiments, the trigger system is typically constructed as a hierarchical

structure. There is a first level, where the event sizes are small and the rates are likely

high. Then, there is a second or High-Level Trigger (HLT) with lower rates but larger event

sizes. Figure 2.5 shows a typical trigger system with a two level trigger scheme. First-level

triggers or Level-1 (L1), in general, are tied directly to detectors and are typically very

fast; however, the data are recorded once the trigger decision is made. It may happen

that during data acquisition or during the dead time another event could be tagged as a

valid trigger, but as it can not relaunch the signal, the event will be superimposed on the

previous. During the L1 trigger decision time, all data from the detectors are buffered

in the frontend electronics. This is the time needed for transmitting the data from the

detector’s subset to the place where the trigger decision is processed and constructed, and

back to the frontends; and it is usually of the order of a few µs. Classically, an analog delay

is used for compensating this trigger decision latency. Then, when the trigger decision

arrives at the frontend, a buffered screenshot of the event is sent to the DAQ for storage

or for being processed by the HLT stage.

An important parameter given by the experiment for the trigger is the expected event

rate, which depends on the type of experiment (collider or fixed target) [17], luminosity

of the beam, and energy. To process the events efficiently, the system must evaluate the

trigger decision in a time shorter than the period between events. Nevertheless, because

this period is an expected quantity shaped by a normal distribution, if the processing time
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Figure 2.5: Typical trigger system with a two level triggering scheme.

is too marginal, there will be overlapping events, and an important part of the data will

be lost. Then, the maximum trigger rate will be constrained by the limiting dead time of

the system.

For large HEP experiments, there is another big challenge to deal with, which is the

trigger synchronization between all the detectors. As these experiments can have times of

flight lengths to traverse all the detectors longer than the expected time between events,

so that there must be a very tight timing and synchronization of the trigger system to

adjust the data acquisition of all detectors.

From Equation 2.2, the efficiency of the trigger DAQ is determined by dividing

the number of events that pass the trigger by the number of actual events. The trigger

efficiency must be sufficiently high at a low threshold to ensure a high number of events

to provide sufficient statistics for physics. This efficiency is evaluated by considering the

target that comes from the physical goals of the experiments by benchmarking the physical

processes.

The measurement of trigger efficiency requires to have some overlapping triggers such

that the efficiencies can be measured from the data. To understand the trigger efficiency,

the data used as input to L1 should also be transmitted via the DAQ for storage, together

with the event readout data. In addition, all trigger components, whether they were
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responsible for the L1 trigger or not, should also be sent.

The L1 acceptance rate is then limited not only by the speed of the detectors’

electronics but also by the rate at which the DAQ can harvest the data from them. The

maximum L1 trigger acceptance rate is then given by the average time to read the data

for processing by the higher-level triggers and the average steps in the HLT logic. In

general, L1 triggers are simple arithmetic group operations of the detectors participating

in decisions.

After L1 trigger decision based on the information of the detectors, the event rate

can decrease to some order of magnitude lower than the physics rate. Then at the HLT

stage an online reconstruction of the event is performed and a decision whether the event

has passed the conditions based on full event information is done. In general, there are

two philosophies for HLT. The first assemblies and combines a complete event into a HLT

node for processing. The second, making profit of a high degree of data locality in the

event processing, processes the data where it is available, so the penalty in time for moving

the data from one node to another is minimized [18].

While lower-level triggers are typically built with analog modules or FPGAs for

low-latency determination, high-level triggers are implemented in farms with several PCs,

as this decision can be done with longer latencies than L1. HLT frameworks allow dynamic

reconfiguration, thereby supporting the online remapping of any failing node or link. The

HLT must unpack the information coming from the filtered data from L1, process it,

construct the entire event, and decide whether the event has all the conditions for storing

it and saving the data [19].

In target-based HEP experiments, a physics trigger consists of three subsystems:

beam-defining elements to select beam particles crossing the target, veto detectors to

reject events containing particles produced outside the target or outside the spectrometer

acceptance, and specific detector systems that account for the particular physics case.

On the other side, for collider based HEP experiments, as the beam parameters
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(expected event rate and particles bunch crossing time) are perfectly known, the physics

trigger is mainly build directly with limited detectors data, without ad-hoc trigger

detectors.

2.3 Trigger-less approach

Triggered DAQs are widely used and are mainstream in almost all HEP experiments.

However, there are situations where, owing to the high event rates that occur in some

specific scenarios or because of the high luminosity of the beams, event selection with

conventional triggers becomes almost impossible. This difficulty lies in the fact that the

times in which the data would have to be processed by conventional triggers would be

prohibitive from the point of view of both the response of the detectors and the delays

incurred in processing the signals from the frontend to the higher levels of the DAQ

hierarchy. In these cases, a trigger-less DAQ with a different trigger paradigm is needed.

In a trigger-less DAQ, the main difference is that the detectors send a continuous

data stream to the DAQ; the concept of L1 trigger is built in a different way, and it

no longer exists as in the triggered approach. The detector frontends are responsible for

making some type of pre-selection of events to avoid jamming the first levels of the DAQ

transmission channels.

Advances in electronics and new technologies in programmable logic devices offer the

possibility to make online analysis of signals obtained with high-speed ADCs, reshaping the

pulses, and extracting features and signatures in real-time. Figure 2.6 shows a tipical block

diagram of a trigger-less DAQ. Extracting the arrival time of the pulse and timestamping

it, the systems can run without an event trigger. This free-running mode is based on the

reconstruction of the events using the timestamp information. Event reconstruction is

performed by selecting all the data corresponding to a certain event. The reconstruction

can be performed online, reordering the data of each subdetector. This reordering is

associated to the timing calibration of each of them according to the physical position

20



2.4. DAQ & TRIGGER SYSTEMS ON HEP EXPERIMENTS

ADC

Multiplexing 
and buffering 

HLT & 
Processing

Farm

Detector

Hardware 
processor

ADC

Detector

Hardware 
processor

…

Figure 2.6: Typical trigger-less system, where the L1 level is supressed and replaced by a

hardware processor.

where the particles collides or impinges.

2.4 DAQ & Trigger systems on HEP experiments

Data acquisition and trigger systems play important roles in particle physics

experiments. They work as an interface between the detector and computer facilities

for storing and processing data. The quality of the data for future studies depends on the

design and maintenance of these systems and has a direct impact on the physics that can

be extracted from this information [20].

To design, build, and operate DAQ and trigger facilities, a large number of challenges

must be tackled. With the new generation of experiments, the energy and luminosity

achieved in recent years have meant that the event rate has grown to increasingly

demanding levels, making the data rates generated per unit of time very difficult to sustain,

process, and consequently save for analysis [21]. In the largest experiments, the bandwidth

of raw data can exceed 100 TB/s of data sourced from hundreds of thousands of detectors.

In Figure 2.7 the event size and trigger rates of the main particle physics experiments for

the Level 1 trigger or equivalent can be seen.
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Figure 2.7: First level trigger rates and sizes for main particle physics experiments.

Although many efforts have been made since the first HEP experiments for having a

common DAQ, each experiment has its own particularities and requirements, resulting

in different needs for the event discoveries and processing of the data. Indeed, each

experiment is constrained by the nature of the physics, the number of detectors, the

number of channels, the structure of the data, the data integrity and robustness, and the

bandwidth, among others.

As already mentioned in HEP, there are two common ways to study the interaction

of accelerated particles: fixed-target and collider experiments. In the first, a particle

beam is aimed at a proportionally large and stationary target. The target may be a chunk

of metal, liquid, or gas contained in a flask. From the interaction of the particle beam

and the target different subparticules and characteristics can be obtained. In the case

of the collider setup, two particle bunch beams are aimed at each other and collide in

a certain point at a well known moment. The reason for this last configuration setup

is that significantly higher energy levels can be obtained. For each of them DAQ and

trigger systems have different requirements, because of the different beam-on periods and

frequencies at which the probability of occurrence of events exists.
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In fixed-target experiments, random events are expected during a period of time t,

during which the presence of a beam affects the target. DAQs must be prepared to buffer

a large amount of data according to the average event rate, plus a guard for cases in which

the average is exceeded. In collider experiments, there is a high probability of occurrence

of events during a very short period of time (when the particle bunches are crossed), which

is perfectly determined, so the DAQ can work in a pipelined approach but with a higher

event acceptance operation.

In the following subsections, a brief review of the main current HEP experiments is

presented to understand the main and particular challenges each experiment requires and

the reason there is no industrial or universal approach for DAQ and trigger systems.

2.4.1 ATLAS

A Toroidal LHC ApparatuS (ATLAS) [22] is a CERN facility for studying the

particles emerging from the proton-proton collisions at TeV levels. The high luminosity

and increased cross-sections of the Large Hadron Collider (LHC) enabled high precision

tests of Quantum Chromodynamics (QCD) [23], electroweak interactions, and flavour

physics. Then, the search for the Standard Model Higgs boson was used as a benchmark

to establish the performance of important subsystems of ATLAS. The detector also tracks

and identifies particles to investigate a wide range of physics, from the study of the Higgs

boson and top quark to searching for extra dimensions and particles that could make up

dark matter.

ATLAS has the dimensions of a cylinder, 46 m long, 25 m in diameter, and sits in

a cavern 100 m below ground. The ATLAS detector weighs 7,000 tonnes, similar to the

weight of the Eiffel Tower.

In Figure 2.8 it is depicted the detector itself where it can be seen how it is composed

as a many-layered instrument, designed to detect some of the tiniest and most energetic

particles ever created on Earth. It consists of six different detection subsystems wrapped
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Figure 2.8: ATLAS detector schematic with the different subdetectors labeled, from [24].
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concentrically in layers around the collision point to record the trajectory, momentum,

and energy of the particles, allowing them to be individually identified and measured. A

huge magnet system bends the paths of the charged particles so that their momenta can

be measured as precisely as possible.

Beams of particles travelling at energies up to seven trillion electron-volts or speeds

up to 99.999999% that of light coming from the LHC collide at the center of the ATLAS

detector, producing collision and generating new particles that fly out in all directions.

Over a billion particle interactions occur in the ATLAS detector every second, a data

rate equivalent to 20 simultaneous telephone conversations held by every person on Earth.

Only one in a million collisions are flagged as potentially interesting and recorded for

further study.

For the LHC Run 3, the maximum rates at L1 and HLT are approximately 100

kHz and 1.5 kHz, respectively, [25]. The L1 trigger decision is built with data from the

calorimeters and muon system, in a Central Trigger Processor (CTP). The resulting trigger

signal is delivered to the tracking detectors, calorimeters, and muon system to indicate

the datataking. The last two system detectors are read and assembly using the Front-End

LInk eXchange (FELIX) and sent to the ReadOut System and through this to the Data

Collection Network for HLT evaluation. In a last step, after the HLT the data is sent for

permanent storage. Together, these constitute the DAQ system, as shown in Figure 2.9.

They are based on commodity personal computer (PC) servers and a standard networking

infrastructure. The readout system includes custom input/output cards for converting the

detector frontend protocol data into standard network packets [26].

2.4.2 CMS

The Compact Muon Solenoid (CMS) detector [27], depicted in Figure 2.10, is a

multi-purpose apparatus due to operate at the LHC at CERN.

The CMS Collaboration has a broad physics program, ranging from measurements

25



2.4. DAQ & TRIGGER SYSTEMS ON HEP EXPERIMENTS

Figure 3.1: Schematic overview of the TDAQ system after the Phase-I upgrade, with an average
trigger acceptance rate of 100 kHz at the output of the Level-1 trigger system and a maximum Level-1
latency of 2.5 µs. The main objective of the system is to lter events and select up to approximately
one thousand events per second for recording to permanent storage.
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Figure 2.9: Block diagram of ATLAS TDAQ Phase-II, from [26].
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Figure 2.10: CMS schematic with major features tagged, from [28].

of the standard model to the Higgs boson. The prime motivation of the LHC is to elucidate

the nature of electroweak symmetry breaking for which the Higgs mechanism is presumed

to be responsible and for studies of heavy-ion collisions. The program also includes

searching for new particles, phenomena, and even extra dimensions in the universe.

The architecture of the CMS Data Acquisition system (DAQ) is shown schematically

in Figure 2.11. As in the case of ATLAS, it is based on a two level trigger system where the

L1 trigger is built with the detectors frontend information and then for a safe operation

the data are sent through a high performance network to a computing service for event

filter and storage.

The CMS trigger and DAQ systems [29] were designed to collect and analyze the
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Figure 2.11: Simplified block diagram of the CMS DAQ, adapted from [29].

detector information at the LHC bunch crossing frequency of 40 MHz. The rate of events

to be recorded for offline processing and analysis is on the order of a few 102Hz.

At the normal operative luminosity of Run 3, the LHC rate of proton

collisions is approximately 20 per bunch crossing, producing approximately 1 MByte of

zero-suppressed data in the CMS readout systems [30]. The first-level trigger is designed to

reduce the incoming average data rate to a maximum of 100 kHz by processing fast trigger

information coming from the calorimeters and muon chambers, and selecting events with

interesting signatures. Therefore, the DAQ system must sustain a maximum input rate

of 100 kHz for a data flow of approximately 100 GByte/s coming from approximately 650

data sources and must provide sufficient computing power for a software filter system, the

HLT, to reduce the rate of stored events by a factor of 1000. In CMS, all events that pass

the L1 trigger are sent to a computer farm (Event Filter) that performs physics selections

to filter events and achieve an output rate in the order of 102 events per second [12].

The L1 trigger uses coarsely segmented data from the calorimeters and muon system

while holding high-resolution data in pipelined memories in frontend electronics. The HLT

has access to the complete readout data and can therefore perform complex calculations,

similar to those made in the analysis off-line software if required for specially interesting

events.

L1 trigger hardware is implemented in FPGA technology where possible, but ASICs
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and programmable memory lookup tables (LUT) are also widely used where speed,

density, and radiation resistance requirements are important. The allowed L1 trigger

latency between a given bunch crossing and the distribution of the trigger decision to

the detector frontend electronics, is 3.2 µs. The processing is then pipelined to enable a

quasi-deadtime-free operation.

2.4.3 LHCb

Large Hadron Collider beauty (LHCb) [31] is an experiment located at the CERN’s

LHC with the special purpose of studying and precisely measuring the Charge Parity (CP)

symmetry violation parameters in the B-B (Baryon-Baryon) quark system. The geometry

of the detector is constructed as a forward single-dipole consisting of a vertex detector,

tracking system, aerogel, and RICH detectors, electromagnetic and hadron calorimeters,

and muon detector. A schematic of the detector is shown in Figure 2.12. The LHCb

started taking data in 2010, and since then, it has had two main upgrades.

Originally, the DAQ architecture of the LHCb was organized as a multilevel triggered

system. The main functional parts were a Fast Control and Timing for common clock

distribution, synchronous to the accelerator for the frontend electronics and to the two

levels of hardware triggers: Level-0 and Level-1. Other part was the frontend electronics for

digitizing and buffering the data until the trigger latencies are processed and multiplexed

before being passed to the DAQ system.

Then there were the Readout Units (RU), which worked as the multiplexer of the

frontends and as a link to the Readout Network (RN). The RN provided the first services

for the event-building as well. After this middle level there was the Sub-Farm Controller,

which provided the interface between the RN and the higher level triggers running on a

processor farm. Finally, the CPU farm where higher-level triggers are executed (Level-2

and Level-3). With this system, a data rate of 40 TB/s at the L0 trigger was carried to

20 MB/s at the last level for storage in data servers after the L3 trigger and event builder
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Figure 2.12: LHCb schematic, from [32].
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Figure 2.13: Simplified LHCb DAQ block diagram.
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[33].

Owing to the increase in the energy and luminosity levels of the LHC Run 3, the

LHCb trigger system had to be upgraded. The nominal output rate of the DAQ increased

from 20 MB/s to 2 GB/s, scaling up every part of the trigger and DAQ system in the

same levels. In Figure 2.13 there is a simplified block diagram of the DAQ with its main

constituents grouped by colors. To process this amount of data per unit of time, two main

parts of the architecture were upgraded: the low level trigger (LLT) and the HLT.

The LLT is essentially the L0 trigger of the original implementation, but runs

in a free-running and trigger-less operation, selecting events according to the detector

clustering information. This is possible because of a new readout system based on last

generation FPGAs, capable of pre-processing and transmitting data with multi-gigabit

transceivers. For the HLT there was a main change, the event building process is now

made in a two-step approach, with a HLT-1 for a partial reconstruction and a HLT-2 for

the final decision [34].

2.4.4 DUNE

The Deep Underground Neutrino Experiment (DUNE) is an experiment for neutrino

science and proton decay studies. A beam of neutrinos will be fired from a detector placed

1300 km away at the Long-Baseline Neutrino Facility, Fermilab [35].

DUNE will pursue three major science goals: find out whether neutrinos could be

the reason the universe is made of matter; look for subatomic phenomena that could help

realize Einstein’s dream of the unification of forces; and watch for neutrinos emerging from

an exploding star, perhaps witnessing the birth of a neutron star or a black hole [36].

Before the final detectors commissioning, two prototype detectors were installed as

an extension of CERN’s North Area Beam Test Facility. Unlike DUNE, the prototypes

are situated at the surface, and their dominant signal source is from cosmic rays rather

than the beam delivered by the CERN Super Proton Synchrotron (SPS) [35]. The final
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Figure 2.14: artDAQ data flow in DUNE hardware.

experiment is projected to be finished and ready to be fully operational in 2027 [37].

Because of the nature of the physics and detectors, the DAQ of the experiment will

work in a trigger-less mode. Instead of maintaining a synchronous scheme for the data

system for first-level triggering, it is proposed to tag the data at the very beginning of the

data acquisition chain, in the detector’s frontends with a timestamp, and process the data

flow in the HLT stage. This scheme takes profits of the new technologies developed with

the last generation of SoC-FPGAs composed of CPU + GPU + FPGA in a single chip,

making it possible to implement complex algorithms embedded in CPU + GPU software

for triggering while using the FPGA resources for L1 and data taking, in between other

possibilities.

One of the DAQ proposals for the software for the data transfer, event building, run

control, and event analysis is the artDAQ [38] developed by the Fermilab. The data flow

of the artDAQ is shown in Figure 2.14.

2.4.5 COMPASS/AMBER

The Common Muon and Proton Apparatus for Structure and Spectroscopy

(COMPASS) is located at the Super Proton Synchrotron (SPS) of CERN. The main

objective of the experiment is the study of hadron structure and spectroscopy using high

intensity muons and hadron beams [10].
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Figure 2.15: COMPASS spectrometer layout, from [39].

The layout of COMPASS is shown in Figure 2.15. It is organized as a 50 m

longitudinal spectrometer, with a fixed target, and two other main parts, one for studying

of the large angle scatterings and the other for the small angles scatterings.

Starting in 2023, COMPASS is formally called Apparatus for Meson and Baryon

Experimental Research (AMBER) framed in the context of the Physics Beyond Colliders

initiative. The first experiment projected for AMBER is the elastic muon-proton scattering

process, using high-energy muons, to study the long-standing puzzle of the proton charge

radius [40].

This thesis has been performed in the framework of the data acquisition system of

COMPASS/AMBER. Therefore, this experiment and its DAQ are explained with more

details in Chapters 3 and 4.

33



Chapter 3

The COMPASS Experiment

The COmmon Muon and Proton Apparatus for Structure and Spectroscopy

(COMPASS) [10] is a fixed-target experiment situated at the M2 beamline of the Super

Proton Synchrotron (SPS), at the North Area of the CERN. Figure 3.1a illustrates the

CERN’s accelerator complex and Figure 3.1b shows the SPS North Area beam facilities

where COMPASS is located.

As shown in Figure 3.1b, the SPS protons beam coming from the left is forwarded

to the T6 target from where the M2 beamline starts. The M2 was originally built as

a high-energy, high-intensity muon beam with momenta of 100, 160, and 190 GeV/c

produced from the decay of pions. The pions are originated from the hit of the SPS

proton beam over a 500 mm Beryllium target (T6). For the COMPASS experiment,

it was partially rebuilt to include a high-intensity hadron beam option, as well as the

possibility of using low-intensity electron beams. When operating with a muon beam, the

SPS works with a typical super-cycle composed of two 4.8 s bursts or spill structures as

shown in Figure 3.2. Before being able to deliver spills, the SPS must be filled with proton

bunches, accelerated to a certain energy, and then de-bounched after all particles circulate

homogeneously in the accelerator [43]. The structure starts with the first proton injection,

followed by a second injection in the SPS, after which it starts the extraction (beginning
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(a) 2022 CERN’s accelerator complex, image from [41].

(b) SPS North Area beam facilities where COMPASS is located, image from [42].

Figure 3.1: CERN’s accelerator complex and North Area beam facilities.
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Figure 3.2: Timing of SPS supercycle beam intensity for COMPASS.

of the spill) once the particles are homogeneously distributed in the SPS ring.

The COMPASS scientific program was proposed in 1996 and approved by the

CERN Research Committee in 1997. The main objective was to study gluon and quark

structures and hadron spectroscopy using high-intensity muon and hadron beams [10]. The

experiment was set up between 1999 and 2001, and finally, in 2001 the first commissioning

run was performed.

The first phase of COMPASS (2002-2011 data taking period) aimed to study in

detail how nucleons and other hadrons are made up of quarks and gluons. In this

phase, by evaluating the spin structure with longitudinally polarized 6LiD and NH3

targets for semi-inclusive deep inelastic scattering (DIS), the nucleon spin structure, gluon

polarization in nucleons, quark flavor decomposition of the nucleon spin, transverse spin,

light meson spectroscopy, and baryon spectroscopy were studied.

A second phase started in 2012 to study the transverse and 3D structure of nucleons

using Deeply Virtual Compton Scattering (DVCS), Hard Exclusive Meson Production

(HEMP), Semi-inclusive DIS (SIDIS), and polarised Drell-Yan (DY) reactions [39].

Until the start of the LHC experiments, COMPASS was the experiment with the

largest data-acquisition system at CERN. It is also a pioneer in adopting new detector

technologies, such as MicroMegas, GEM detectors, and most recently THGEM photon

detection, as well as in the development of readout systems based on FPGA.
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The two-staged spectrometer of COMPASS is composed of numerous tracking

detectors, particle identification, and calorimetry. To save the data produced by all

detectors, a complex and sophisticated data acquisition system (DAQ) is required, which

is an essential part of the experiment.

In the following sections, the spectrometer is presented, but the main focus is on an

electromagnetic calorimeter called ECAL2, the detector on which the work of this thesis

is based.

3.1 Spectrometer

The spectrometer is built as a two stages of similar sub-spectrometers, covering a

wide range of kinematics while simultaneously exhibiting a large angular acceptance. The

first stage is the Large Angle Spectrometer (LAS) and the second is the Short Angle

Spectrometer (SAS).

The detectors are disposed over a 50 meters path in a longitudinal manner, and the

exact disposition depends on the scientific program. The layout of the 2015 COMPASS

spectrometer is shown in Figure 3.3.

Each of the stages is designed to perform particle identification, tracking, and energy

measurement, and are equipped, individually, with a magnet and tracking detectors for

charge and momentum measurements. In particular, the LAS is harnessed with a Ring

Imaging Cherenkov Counter (RICH) and muon filters for particle identification. For

photons energy measurement, undetectable by the tracking detectors, two electromagnetic

calorimeters are used: ECAL1 for LAS and ECAL2 for SAS. The complete energy

measurement is performed with two hadronic calorimeters, the HCAL1 and HCAL2, placed

after each of the electromagnetic calorimeters, respectively. The so called muon filters are

used for muon identification, and are filters for every particle except muons. Particle

tracking includes gas electron multipliers (GEM) [44], scintillating fibers (SciFi) [45], and

drift chambers (DC) [46].
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Figure 3.3: COMPASS spectrometer layout for hadron beam - 2015, from [47].

3.1.1 Tracking Detectors

COMPASS has more than 300 active planes for particle tracking purposes [48].

Diverse technologies of tracking detectors are used, covering specific requirements

depending on the spatial coverage needs, particle flux, and region to cover. One of the

most used criteria for classifying these detectors is according to their active area size. They

are called very small, small, and large area trackers.

The class of very small-area trackers (VSAT) are detectors that can be placed

innermost in the beam, covering a radial distance up to 2.5/3 cm. The detectors used

are scintillating fibers (SciFi) and silicon micro strip detectors (SI) [49]. SciFi stations are

used in the upstream of the target to track the incoming muon. The SI stations are also

placed upstream of the target for precise measurement of the beam direction. Pixelized

micro-mesh gaseous detectors (PMM) [50] and pixelized gaseous electron multipliers

(PGEM) [51] are also used when high spatial resolution is required.

The small-area trackers (SAT) cover an area from 3 cm to 40 cm away from the beam.
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They offer a good compromise between spatial and time resolutions against covered area.

The detectors used for this are the micro-mesh gaseous detectors (Micromegas/MM) [52]

and gaseous electron multipliers (GEM).

The large-area trackers (LAT) cover active areas of several m2. For this purpose, the

detectors belong to the gaseous-filled class, and are the drift chambers (DC) and multi-wire

proportional chambers (MWPC) [53].

3.1.2 Magnets

The two dipole magnets define the stages of the spectrometer. The SM1 is the

magnet used for measuring momentum of the tracks in the LAS region. Its average

integrated magnetic field is 1 Tm and the bending is done in the horizontal plane. The

second dipole magnet SM2 defines the SAS, it has a higher bending power than SM1 with

a field integral of 4.4 Tm, hence allowing more accurate determination of high momentum

tracks [54]. The main characteristics of the spectrometer magnets are shown in Table 3.1.

Table 3.1: Main characteristics of the spectrometer magnets.

LAS (SM1) SAS (SM2)

Aperture 2.0 x 1.6 m2 2.0 x 1.0 m2

Field integral 1 Tm 4.4 Tm

Angular acceptance θ >30 mrad θ <30 mrad

Momentum range p <60 GeV/c p >10 GeV/c

3.1.3 RICH

A RICH detector located at the LAS separates outgoing hadrons into pions, kaons,

and protons. The detector is filled with C4F10. Particles passing through the detector’s

volume with a velocity greater than the speed of light in the gas produce Cherenkov

radiation at an angle θC . The photons are collected through spherical mirrors, and when
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Figure 2.17: Schematic view of Rich 1 detector and of the photon focusing

optics.

Figure 2.18: Preliminary RICH results: particle momentum versus measured

Cherenkov angle.

Figure 3.4: Artistic view of the RICH detector, based on [10].

they arrive at the same angle, a circle of the same radius is collected at the mirror’s focus.

The radius is correlated with the velocity, thus the momenta of the particle [10]. Figure

3.4 shows an artistic view of the COMPASS RICH detector.

3.1.4 Calorimetry

The COMPASS experiment is equipped with electromagnetic and hadronic

calorimeters in both the stages of the spectrometer [39]. The calorimeters are used for

measuring the energy of particles. The electromagnetic calorimeters (ECAL) measure

the energy of electrons, positrons, and photons, and the hadronic calorimeters (HCAL)

measure the energy of protons, kaons, and pions. In each stage the electromagnetic

calorimeters are located upstream of the hadronic calorimeters. The calorimeters in the

LAS are called ECAL1 and HCAL1, and in the SAS are called ECAL2 and HCAL2,

respectively. Additional information regarding the electromagnetic calorimeters are

presented in Chapter 4.
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3.1.5 Trigger System

The spectrometer deals with a high flux of muons of approximately 2 · 108 per 4.8

s. It is not feasible to save information about all muon-proton interactions because the

data rate produced in all detectors would be too high [55]. Instead, all frontend cards

buffer the data until a decision on whether to save the data arrives. This decision signal

is generated by the trigger system and relies on the fast detection of scattered muons to

select interesting interactions.

3.2 COMPASS DAQ

The DAQ of COMPASS has been designed to withstand high trigger rates and large

data flows and has been evolving since the start of the experiment [10].

It consists of several layers with a well-organized architecture using a pipelined

approach. In the first layer, detectors and frontend electronics digitize and buffer the

data continuously. The digitizers are mainly detector-specific and encapsulate the data in

a predefined format according to the current data protocol. The overall architecture of

COMPASS DAQ can be seen on Figure 3.5.

There are approximately 300000 channels in total. The data are assembled by

concentrator modules called CATCH (COMPASS Accumulate, Transfer, and Control

Hardware) [56], HGeSiCA (GEM and Silicon Control and Acquisition) [57], and

GANDALF [58] based on Versa Module Europa IEEE 1014-1987 (VME) standard. These

modules also receive the timing and trigger signals and perform the triggering to the

frontends.

Data from 16 frontend cards are assembled on each of these boards and transmitted

via S-LINK [59] to a readout buffer (Spill Buffer). This second layer was first performed

on 30 readout buffer (ROB) computers to temporary buffer the data, and then migrated

to custom FPGA solutions. This layer is responsible for the data buffering and subevent
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Figure 3.5: Schema of COMPASS DAQ and its main parts.

reconstruction.

Finally, in the third layer, subevents are sent to event builders computers that

assembly the full events. The assembled events are stored temporarily on the event

builder’s local disks before being transferred to the CERN Advanced STORage manager

(CASTOR) [60].

From the trigger prospective, the COMPASS DAQ was from the beginning

organized as a two trigger levels hierarchy as shown in Figure 3.6a, where some specific

detectors were used for building the L1 trigger in a separate system. The L1 trigger

operates directly over the frontend electronics and data concentrators (GeSiCA and

CATCH). From the concentrators the data are transferred to the event builder services,

originally running in PCs but since the last implementation done entirely in FPGAs

(FPGA/MUX-FPGA/SWITCH), and from there to the HLT processing farm, running

in PCs. Finally, the data are stored in the CERN data storage services.

A new DAQ and Triggering scheme has been proposed for AMBER. Similar to the
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Figure 3.6: COMPASS/AMBER DAQ evolution.
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DUNE proposal, the AMBER DAQ will work as a free-running system with two different

operation modes. The first mode is a completely non-triggered data acquisition, which

saves everything for further analysis. The second mode, shown in Figure 3.6b, includes

a digital multilevel trigger, where L1 is built with the raw data from the detectors and

several trigger levels implemented directly in FPGAs, and a last HLT operates directly

over the stored data, before sending the data for permanent storage at CERN facilities.

3.3 AMBER – New Setup and Requirements

Originally, AMBER was proposed as a continuation of the COMPASS project [61],

partially changing the scope of the original experiment, but using the same facilities and

most parts of the instrumentation of COMPASS [10, 47]. Figure 3.7 shows a scheme of

the last COMPASS setup used during the run 2022. Using this setup as a base, and

depending on the physics program, some specific instrumentation needs to be upgraded or

included. The upgrades in the instrumentation for Phase-1, to measure the electric mean

square charge radius of the proton are (a) the DAQ/trigger system, (b) a high-pressure

active time projection chamber (TPC) target, (c) the SciFi trigger system on the scattered

muon, and (d) the silicon trackers on straight tracks.

A hydrogen-filled TPC acts as an active target [63] for muon-proton scattering and

two silicon pixel detectors for the precise tracking of scattered muons. Inner tracking

detectors (SciFi detectors and GEMs) will be used from the COMPASS spectrometer,

and the bending magnet SM2 to measure the momentum of the scattered muons. The

second muon filter will also be used to separate muons from secondary particles, and

ECAL2 to detect photons created in radiated events.

For the proton radius measurement (PRM), the TPC was installed and filled with

high-purity H2 at a pressure level of some atm. The approach to be realized is the elastic

scattering of muons at low momentum transfer, using a muon beam with an energy in the

range of 100 GeV.
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(a) COMPASS setup, upstream half.

(b) COMPASS setup, downstream half.

Figure 3.7: COMPASS setup for year 2022, from [62].
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Figure 3.8: TPC used as active target for the Proton Radius Measurement.

To measure the elastic muon-proton scattering with high resolution and efficiency at

such a high beam energy, it is necessary to measure the muon scattering kinematics and

recoiling proton. The technique employed is an active target, where hydrogen gas is at the

same time the target and detector [64]. The ionization produced in the gas is recorded by

operating the target as a TPC with appropriate high-voltage field and readout plates, as

depicted in Figure 3.8.

The DAQ/trigger system operates in free-running mode. The rapid development of

technology enables the possibility of migrating from classical triggered data acquisition to a

scheme in which the detector subsystems provide continuous time-stamped data streams

for real-time processing into the upper parts of the DAQ hierarchy. The evolution of

COMPASS DAQ, starting from the very beginning, led to an architecture where most

traditional computers were substituted with FPGA. This architecture, called intelligent

FPGA-based Data Acquisition System (iFDAQ), was introduced for the first time in 2014.

Since then, there have been successive improvements until having a very stable operation

[65] and a fast recovery time after a crash. The next step in the iFDAQ is to adapt the

46



3.3. AMBER – NEW SETUP AND REQUIREMENTS

operative status for continuous data acquisition using a digital trigger system.

For this approach all the detectors must work in a free-running and trigger-less

mode, in which the frontend must be able to digitize the analog signals and stream the

data in a dead-time free mode to the DAQ [66]. Once in the DAQ domain, the data

are split into two streams: one for buffering and the other for processing. Buffering is

performed until a digital trigger condition is satisfied. The data are then multiplexed

and reordered, depending on the channel latency, to reconstruct the entire event using

the data of all detectors. The stream for processing continuously analyzes the data of

the detectors involved in the trigger decision, when that condition is met, it indicates the

buffering resources to release the data of the event and send them to storage in disks.

Besides the one mentioned in the previous paragraph, AMBER DAQ is prepared

to work in two different regimes. One is pure untriggered data taking, where the data

of all detectors are stored in disks for further analysis. The data can be pre-processed

in the frontend electronics, hence raw data from the detectors or with some filtering in

between can be transmitted to the DAQ. The other regime is enabled by a multi-level

digital trigger. In this mode, the data and information from different detectors are sent

to a trigger processor to analyze and determine the event occurring at multiple levels and

with different granularity of information.

All frontends are synchronized with a global clock of 40 MHz, distributed by a timing

control system (TCS). The TCS is also responsible for delivering framing information for

data transfer inside the DAQ. The data are sent in frames or slices commanded by the

TCS. The time slice is the coarse time at which the detectors should fit their data, as shown

in Figure 3.9. Therefore, as each type of detector has its own characteristic time response,

the imaging or sub-slicing depends on its technology and purpose. For the detectors in

charge of tracking particles, the image time will be very fast, whereas for those in charge

of measuring the momentum and energy, the time will be longer. The length of the image

depends on the time resolution of each detector subsystem and hit rate. Thus, each event
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Figure 3.9: Time-slicing and imaging inside the on-spill time.

corresponds to the data from each and every detector combined in a single bunch, before

being saved to the disk.

The new trigger system, as shown in Figure 3.10, can be represented as a two-stage

system. The event generator, which receives a continuous data stream from all detectors

engaging the trigger decision, and builds events of interest (EOI) conforming to the timing

correlation of the hits. The other stage is the trigger processor, which can be a single or

multi-level system, in charge of making the trigger decision in a hierarchical way and with

the possibility of making fast decisions by groups of detectors. After a trigger decision is

made, the information of the image in which it occurred is sent to the TCS. Through it, the

images are distributed to the concentrator and buffering modules to assemble the entire

event with data from all participant readout detectors. Both, the event generator and

trigger processor are implemented in FPGA units, making the system the most versatile

and adaptable to the different physics programs.
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Chapter 4

ECAL2 Readout

As mentioned previously, most part of the work of this thesis is focused on the

hardware upgrade of the COMPASS ECAL2 electromagnetic calorimeter, in the framework

of the development of a new trigger-less DAQ architecture for COMPASS/AMBER

experiment.

The ECAL2 electromagnetic calorimeter is part of the small angle spectrometer

(SAS) of COMPASS. It consists of 3068 calorimeter elements of three different types,

depending on their radiation hardness, all of which have the same transverse dimensions

(3.82 x 3.83 cm2). The whole ECAL2 wall has a dimension of 2.44 x 1.83 m2, covering

angular ranges between 1.3 mrad and 39 mrad in the horizontal plane and between 1.3

mrad and 29 mrad in the vertical plane.

To clearly understand the complete chain in the readout system, first the basics

of calorimetry and the details on the detector structure are introduced. After this, the

current electronics for the frontend and digitizers is presented and lastly the free-running

proposal is explained, including some of the most relevant details on the required upgrade.
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4.1 Calorimetry in HEP

In the context of particle physics, calorimetry refers to the process in which particles

to be measured are completely absorbed in a material and their energy transformed to a

measurable quantity [16]. A calorimeter is built by a material where the interaction of an

incident particle produces a shower of secondary particles with a progressive decrease on

its energy until it is completely absorbed. The sum of all elementary losses builds up the

calorimeter signal, which can be of ionization or scintillation nature. Due to the scope of

this work, in this chapter is addressed only the high energy calorimetric processes, which

produces showering; for low energy the calorimetry does not produce showers.

Although the calorimetry phenomena can be mainly generated both by

electromagnetic and strong interactions, due to the nature of ECAL2 only the former

type of interactions are presented here.

In addition to the energy measurement, other quantities and features can be

extracted from a calorimeter, such as timing, impact position, particle direction, and

identification.

4.2 Electromagnetic Calorimeter Showers

When a high-energy electron, positron, or photon hits an absorber material,

it initiates an electromagnetic cascade producing independently secondary photons by

bremsstrahlung, or secondary electrons and positrons by pair production. These particles

give rise to others until they eventually fall below the critical energy and dissipate their

energy by ionization and excitation.

Photons propagate deeper into the material and are finally absorbed by the

photoelectric process.

Figure 4.1 shows a scheme of the electromagnetic shower after a high energy photon

(γ) impinges an absorber material, producing first an electron/positron pair, and then
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Figure 4.1: Electromagnetic shower schema, from [67].

starting with the cascade.

The energy lost by electrons and photon interaction with a material can be divided

into two regimes depending on the energy carried by the particle and in the material.

In the case of lead and for energies lower than 10 MeV, electrons [68] lose their energy

mainly due to collisions with the atoms and the molecular structure of the material, giving

rise to ionization and thermal excitation. Photons lose their energy through Compton

scattering [69] and photoelectric effect.

For the same material and energies larger than 10 MeV, the electron energy loss is

mainly caused by bremsstrahlung and photon interactions will produce electron-positron

pairs.

In Figure 4.2 there is the Feynman diagram of the interaction of an electron with

a nucleus emitting one photon. When an electron or a positron passes near the electric

field of a nucleus, it slows down and gets deflected, a fraction of its energy is directly

converted into photons. The Feynman diagram shows the interaction of an electron with an

initial energy and momentum (top left) interacting with a nucleus (A: weight of material,
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Figure 4.2: Radiation of a photon caused by bremsstrahlung effect, from [15].

Z: atomic number) producing as a result the electron with another energy (lower) and

momentum state (lower speed) plus the radiation of a photon, thus satisfying the law of

conservation of energy [15].

These secondary particles, in turn, produce other particles by the same mechanism,

thus giving rise to a cascade (shower) of particles with progressively degraded energies.

The number of particles in the shower increases until the energy of the electron component

falls below the critical energy (ϵ).

An important parameter of electromagnetic showers is the radiation length (X0),

which represents the average distance (x ) that an electron needs to travel into an absorber

material to reduce its energy to 1/e of its initial state. It governs the rate at which

electrons lose energy by bremsstrahlung, as follows:

⟨E(x)⟩ = E0e
−x/X0 (4.1)

Similarly, a photon beam of initial intensity (I0) traversing a block of material is

absorbed primarily through pair production. After traveling a distance x = 9/7X0, the

intensity is reduced to 1/e of the original, as follows:

⟨I(x)⟩ = I0e
−(7/9)x/X0 (4.2)

Figure 4.3 shows the Feynman diagram of the electron-positron creation when a

photon with an energy greater than a few times mec
2 impinges to the scintillating material,
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Figure 4.3: Electron-positron pair created by a photon under the electromagnetic field of

a nucleus (A,Z), from [15].

where me is the mass of an electron and c the speed of light in vacuum. In the Figure 4.3,

the positron is represented by the electron E’ with opposite direction to the electron E.

4.2.1 Energy Measurement

The critical energy (ϵ) of a particle can be defined as the threshold energy at which

the ionization loss per X0 equals the electron energy E [70]. The definition is equivalent

for bremsstrahlung.

From Equation 4.1:

dE

dx
=

E

X0
(4.3)

Then, the total track length (T0) of the shower can be defined as the sum of all

ionization tracks due to all charged particles in the cascade and is proportional to:

T0 ∝ X0
X0

ϵ
(4.4)

Thus, the term X0
ϵ expresses proportionality to the total number of particles in the

shower. Measuring the signal produced by the charged tracks of the cascade provides a

measurement of the original particle energy (E0).
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The measurement in a scintillating material can be performed by detecting the light

produced, or in a gas or liquid by collecting the produced charge. The calorimeters are

then divided in two different types, according to with the energy they are designed to

measure and the composition of the materials they are build up with.

4.2.2 Homogeneus Calorimeters

In these detectors, all the energy of a particle is deposited in the active material,

which provides excellent energy-resolution properties. However, these calorimeters are less

easily segmented laterally and longitudinally, which presents a drawback when position

measurements and particle identification are required. Homogeneous calorimeters can be

divided into four categories: Semiconductor, Cherenkov, Scintillator, and Noble-Liquid.

In detectors where the signal is collected in the form of light (Cherenkov and

Scintillators), photons from the active volume are converted into electrons (usually called

photoelectrons) by a photosensitive device such as a photomultiplier tube.

4.2.3 Sampling Calorimeters

Sampling calorimeters are usually built as a layered structure, in which one of

the layers corresponds to the active material and the other to a layer to absorb part

of the energy and to contain the shower in a limited space. Thus, they offer good spatial

resolution and are suitable for particle identification. Nevertheless, owing to the sampling

fluctuations produced by the absorber layers interleaved with the active layers, they often

have a lower energy resolution than homogeneous calorimeters. In the case of scintillating

sampling calorimeters, the photons are collected from the active material by mean of fibers

that will carry the light to a device like in the case of homogeneous calorimeters.
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Figure 4.4: Schematic view of a photomultiplier tube, from [71].

4.2.4 Photomultiplier tube

A PMT is a light-sensitive detector wich multiplies the electric charges produced

by incident light and converting it into a measurable current signal. The multiplication

is done in multiple dynode stages. The sensitivity of these detectors is ideal for working

with electromagnetic calorimeters.

In Figure 4.4 the schematic view of a PMT working principle (Hamamatsu 2021

[72]) is shown. The incident light ejects an electron in the photo-cathode as a consequence

of the photoelectric effect. These electrons are directed to a dynode (electron multiplier),

producing secondary electrons. A high voltage electrical field is applied in each dynode

stage to guide and multiply the number of electrons in each stage. The electron cascade

is collected by the anode producing a current that the electronics can read.

4.3 ECAL2 Electromagnetic Calorimeter

The ECAL2 modules are arranged in a 64×48 matrix, as shown in Figure 4.5.

For data taking with hadron beams, the central hole with respect to the nominal

beam directions was set to 2×2 modules. The outermost part of ECAL2 was equipped

with 1332 TF1 lead glass [73] modules (GAMS). The intermediate part is filled with
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Figure 4.5: ECAL2 different scintillating technologies.
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Figure 4.6: The 3 types of lead glass blocks: radiation hard GAMS-R (top), shashlik

(middle) and GAMS (bottom), based on [78].

848 radiation-hardened modules (GAMS-R) made of TF101 material [74]. These two

scintillators are of the type of the homogeneous calorimeters. The innermost part is

equipped with 888 sampling calorimeters modules of Shashlik type [75]. The elements are

composed of 154 double layers, each consisting of a 0.8 mm thick lead plate and a 1.55

mm thick scintillator plate. The photons from the Shashlik modules are collected by 16

wavelength-shifting light fibers and guided onto FEU84-3 photomultipliers [76, 77]. Figure

4.6 shows the three different types of scintillating elements used in the ECAL2.

In particular the Shashlik module is a 47 x 47 x 440 mm lead/scintillator sandwich,

made of perforated lead and plastic scintillator plates. From the Figure 4.6, it can be seen

the Shashlik composed of a layered structure with the fibres for collecting the light in the

middle of the image.

Each scintillator block is viewed at one end by a photomultiplier tube (PMT),
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converting light emitted during scintillation into an electrical signal and amplifying that

signal to a useful level. Each PMT has an individual programmable high-voltage power

source for polarization as in [79].

The output of each PMT is connected to an analog reshaping filter with

approximately 64 ns of rise time (120 ns FWHM) that feeds the frontend readout

electronics explained in Section 4.3.1.

A crucial parameter of ECAL2 is the gain of the photomultipliers, which depends on

the polarization voltage. As the emitted Cherenkov light is proportional to the energy of

the incoming particle, the gain should be constant for reliable measurements. To monitor

and correct fluctuations of the gain, the scintillating elements are directly connected to

external light sources. During the off-spill period when no beam occurs, light pulses

are sent into all and each element, then the pulse signals are read out via calibration

events. Light Emitting Diodes (LEDs) are used for generating the light pulses. The light

is distributed by fibers directly to the scintillating elements. If the LED pulses carries

a constant light intensity, the resulting amplitude signals must be constant, if not it

means that the gain has changed. Figure 4.7 shows a typical calibration response from

the COMPASS ECAL2 status interface. It can be seen that the region populated with

shashlik elements has a lower response (dark blue) than the others This is because of their

lead layered structure, being completely absorbent for LED light after the first scintillating

layer. Rectangular clusters can be observed according to the mapping fibers of LEDs used

for different regions.

4.3.1 ECAL2 Readout System

The data are digitized with a Mezzanine Sampling Card (MSADC) [80], composed

of 32 analog channels with 12 bits resolution, and capable of working up to a sampling

frequency of 40 MHz. The analog-to-digital conversion of the MSADC is based on four

ADS5271 ADCs [81].
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Figure 4.7: LED amplitudes per element for the ECAL2.

Four of these cards are mounted on a VME carrier card. This carrier card provides

an USB interface for programming new firmware, a custom VME backplane, and also an

interface for accessing to a HOTLink port [82].

The HOTLink interface is connected through an RJ-45 connector and provides the

Timing Control System (TCS) information. It is used for slow-control and to interface

with the GeSiCA module. Each GeSiCA module connects up to eight carrier cards.

The MSADC is operated as a 1:2 scheme, where two analog channels are connected

to one input, sampling in an interleaved mode with a 180° phase shift to cover 16 channels,

as if it were double frequency (80 MHz of effective sampling rate). The four MSADC cards

are combined into a single carrier card to read 64 channels of the calorimeter. In Figure

4.8 a 9U VME carrier card with the MSADC boards can be seen. The carrier interfaces to

64 analog detector channels and provides power supply and data readout for the MSADC

modules.

The carrier has a Virtex-4 FPGA for glue logic and to build the data packets for

sending to the DAQ multiplexers and controlling the MSADCs. The same setup is used

to read all 3068 ECAL2 channels, using 48 VME carrier cards and 192 MSADCs.
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Figure 4.8: VME carrier card with four MSADCs mounted and main parts indicated,

image taken from [47].
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As the MSADC has four independent ADCs, it is highly probable to have the

baselines of the ADCs working with different offset values. These values can be shifted

by offsetting the voltage value with a special circuit using a digital-to-analog converter

affecting individually each of the ADCs .

The detector connects to the analog input of the MSADC through a 34 position

connector in a pseudo differential signalling scheme. Each channel connects with the

MSADC to one of the lines with signal and with ground to the other. The inputs have

an impedance of 50 Ω and feed a differential amplifier, which acts as a buffer before the

ADCs.

Each MSADC board has also a Virtex-4 XC4VLX25 FPGA [83] to control, program,

and read ADCs. The digitized data are transmitted to the FPGA over low voltage

differential signaling (LVDS) lines with a bitrate of 480 Mbps working at Double Data

Rate (DDR).

The FPGA firmware is in charge of making the interleaving, reading the channels

at double frequency, and alternating the channels in each clock cycle. Special attention

should be paid to the order of the channels after interleaving. When wrong, the shape of

the assembled digitized signal will not be correct. Another task of the FPGA is to align

the offset of the ADCs at those moments when there is no beam.

Once interleaved and aligned, the data are buffered into a FIFO memory to delay

and store the data locally until a trigger condition is met. When a trigger arrives, a trace

of 32 samples is copied into a second memory. This memory is read out sequentially by

the carrier FPGA for each detector channel and sent to the DAQ.

From the perspective of data transmission to the carrier, each channel is formatted

as a 32-bit data word and read out only if it passes a zero-suppression algorithm. This will

fix a maximum trigger rate condition, owing to the maximum data transmission limits, as

in Equation 4.5:

TMAXtrig = Nsamples ×Nchannels/fsampling = 32 × 16 /80 MHz = 6.4µ s (4.5)
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For the standard configuration and for each event, a header, start-of-event, and

end-of-event words are sent with the data. Each channel adds an additional header and

sends half of the samples. As a maximum, there will be a number of bytes per event, as

in Equation 4.6:

Nbytes = 4 × (3 + (Nsamples/2 + 1) ×Nchannels) (4.6)

In the standard configuration it is 1100 bytes. The MSADC transmits the data to

the carrier at one byte per clock cycle at 40 MHz. This implies a maximum trigger rate

of:

40 MHz/1100 = 36.36 × 103/s = 36.3 keps (kilo events per second).

4.4 Free-runnig Proposal

The COMPASS DAQ has been evolving since the beginning of its operation, being

one of the first systems based on FPGAs and with outstanding features in terms of the

data rate and stability with which the system could handle. The last of the upgrades

on the DAQ is the free-running and trigger-less operation. Starting from 2023 in the

same facilities there will have place the AMBER experiment. The AMBER proposal

for the Proton Radius Measurement (PRM) [66] requires for its first run an operative

free-running mode for the DAQ.

The PRM will be split into two data taking periods. The first with low intensity

and the second with high intensity.

The rather low beam intensity of the first data taking period will allow the DAQ to

work in a completely not-triggered mode and save all data to the disk for further offline

analysis.

For the second data taking period, as the beam intensity will be an order of

magnitude higher, a digital multilevel trigger is mandatory to reduce the amount of data

rate to a level that is feasible to record on disks and with a reasonable offline computation

63



4.4. FREE-RUNNIG PROPOSAL

power. This will be the first time that the continuous iFDAQ and the new digital trigger

system will be tested working in a free-running mode without losing any physics data.

For the first data taking period, where there will be no external trigger signalling

and considering no data reduction algorithms, each time there is an event in the ECAL2

the DAQ should be able to handle:

3068 Ch × (12 bits × 32 samples) = 1.178.112 bits (4.7)

And, considering a maximum event rate of up to 100 keps:

1.178.112 × 100 103 = 117.8 Gbps (4.8)

Thus, for a 4.8 s spill, the ECAL2 can generate up to 565, 5 Gb of data that should

be stored in disks.

Using the current digitizer board, but making an upgrade immediately after this

board, we can drastically reduce the amount of data transmitted for storage. This upgrade

is one of the main challenges addressed by this thesis work.

By adopting reconfigurable devices with high-processing capabilities, such as

Ultrascale+ SoC-FPGAs, data can be reduced by real-time features extraction performed

individually for all channels in parallel.

Extracting features, such as amplitude and time arrival, when the hit occurs in only

one element allows reducing data transmission from 118 Gbps to 6.4 Mbps for the entire

ECAL2 detector, as in Equation 4.9.:

(32 + 32) × 100 103 = 6.4 Mbps (4.9)

where 32 bits is the width of each feature.

To reach this goal, the ECAL2 electronics has been upgraded to work in a trigger-less

mode with the development of new hardware needed for processing and evaluating

all MSADC channels in real-time, detecting the pulses generated in the calorimeters,
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extracting the features, and adding a global timestamp for recognizing the event number

inside the DAQ dataflow.

In the following chapters, the requirements for this hardware, the proposal for giving

solution to those requirements, and the implementations made at the COMPASS beam

facilities are presented.
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Chapter 5

The Mezzanine Sampling ADC

Card for Trigger-less Operation

The first proposal made by the AMBER collaboration in [66] for the ECAL2, was

to use the current frontend digitizer cards, but modifying the firmware in such a way that

it processes the data to suppress the noise, detect the pulses, and measure the amplitude

and time of arrival when the signal to noise ratio exceeds 12.04dB. For this purpose, a new

carrier card for hosting the MSADC and processing the data in real-time was required.

5.1 MSADC Characteristics

The mezzanine sampling analog-to-digital converter board (MSADC) shown in

Figure 5.1, is the core of the frontend for the data acquisition used in the ECAL2. The

board was developed at the Technical University of Munich in 2007 for the first DAQ

upgrade of COMPASS [84].

The printed circuit board (PCB) has a form factor of 70 mm × 130 mm and can

be divided into an analog part, which holds the analog-to-digital conversion and signal

conditioning, and a digital part with the FPGA, microcontroller, and digital circuitry for
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control. The MSADC does not include power sources and must be powered from the

outside using the correct power-on sequence. On the left side, up to 32 differential analog

channels can be connected, independently buffered, and sampled using high-speed ADCs.

The right side of the board has connectors for digital LVDS communication to higher levels

in the readout chain, for the input of the clock and control signals, and for power.

Each ADC channel input is preceded by an AD8138 differential operational amplifier

(OpAmp) to adapt the input impedance to the ADC and serves as a buffer stage. The

OpAmps are powered with ±5 V, and the input works in rail-to-rail mode, allowing both

negative and positive signals to be handled. All 32 channels are independently biased

to compensate for the possible offset of the baseline. The bias voltage is controlled by a

digital-to-analog converter (DAC) that is accessible via a slow control interface.

Analog-to-digital conversion is performed using a Texas Instruments ADS527x ADC.

This family provides eight differential input channels per integrated circuit to cover the 32

channels of the MSADC by using four of these devices. After being digitized with 12 bits

resolution, the data of each channel are transmitted in serial LVDS at DDR in a single

line. In particular in the MSADC the ADS5270 is used, which offers a maximum sampling

frequency of 40 MHz. The channel configuration can be changed such that two ADCs

can work in an interleaved mode, digitizing the data of a single analog channel. Thus,

the sampling rate can be doubled to 80 MHz with an increase in effort from the firmware

perspective. In addition to the four High-Speed ADCs, there is an ADS1258 single-ended

ADC for slow control purposes. All analog inputs are mapped to a 120 pin Samtec Q-Strip

connector. The analog input connector is on the bottom-left side of the board.

The LVDS interface of the ADCs maintains a low pin count for data transmission,

while does not generate high power consumption. Nevertheless, because the frequency

sampling can be as high as 40 MHz, the bit rate of the LVDS can reach 12 × 40 Msps

= 480 Mbps. To handle the high bit rate, the digitizer has a Xilinx Virtex 4 FPGA

that counts on ISERDES to receive data from all 32 channels at a frequency of 240 MHz.
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Figure 5.1: MSADC, different parts.
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The device has sufficient logic resources for preprocessing, detecting word boundaries,

and reconstructing and buffering data coming from the channels. For the interleaving

process, there must be a fine adjustment with the clock distribution to all ADCs such that

the FPGA has digital clock managers (DCM) capable of synchronizing and adjusting the

phase and frequency of all clocks.

Communication with the next stages in the data flow is performed through digital

input/outputs directly connected from the FPGA to a high-speed Samtec connector.

High-speed data transmission is performed using 20 LVDS pairs. The Virtex-4 FPGA

introduced IODELAY and ISERDES/OSERDES primitives for the cases in which a clock

alignment must be performed owing to high-frequency data clocking, presenting a more

stable and strong response. Using these cores, safe and high-speed data transmission

to other FPGAs or programmable devices can be achieved. The LVDS lines can be

reconfigured to work as single-ended signals if it is necessary to have more general-purpose

input/outputs (GPIOs) or to connect to other serializers/deserializers. The FPGA banks

for the LVDS are powered with 2.5 V, so in the case of using the GPIOs as single ended,

from the other side of the communication, the device should be LVCMOS 2.5 V compatible.

In addition to these 20 LVDS general-purpose channels, there are three more LVDS pairs

dedicated for clocking and triggering. For communication with 3.3 V devices there are 25

single-ended IOs that can be used for general-purpose functions.

Because the MSADC is thought to operate in systems that include a large number

of channels, the boards are equipped with a control and monitor subsystem for reliability

purposes. The supplied voltages and temperatures are monitored in the critical parts.

The six voltage domains are connected to the low-speed ADC. Subsequently, the PCB

temperature is measured at three points to verify power dissipation and proper cooling of

the parts.

There is an Atmel AVR microcontroller (uC) for all the slow control tasks, interfacing

all devices via a serial peripheral interface (SPI). The uC is accessible from outside the
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MSADC via either a universal asynchronous receiver/transmitter (UART) interface or

2-wire inter integrated circuit (I2C) interface.

The uC is also responsible for configuring the FPGA, loading the bitstream, and

handling programming sequence signals. Both the uC and FPGA firmware can be stored

in flash memory located in the PCB. The firmware is written in the FPGA after the power

up. For programming, debugging, and control of the uC and FPGA there is also a Joint

Test Action Group (JTAG) interface implemented.

5.2 Hardware for Testing

As FPGA devices are among the most complex integrated circuits, they use

cutting-edge technology and architectural structures to achieve the flexibility and high

performance that characterizes them. The design and implementation of systems including

these devices have also become difficult tasks. In particular, designing power supplies for

FPGAs is a nontrivial task [85]. It depends not only on the specific device but also on the

final application in which it will be used. The power consumption in each of the voltage

rails is tied to the amount of logic they feed, operating frequency, I/O characteristics, and

high-speed serial transceivers used in the design, among others. In addition, FPGAs are

typically powered by several different voltage and power domains.

Pure FPGA devices are, from the point of view of technology, a collection of

configurable logic cells tightly tied together through a configurable mesh of connections.

Logic cells are typically organized as a look-up table with a memory element as a flip-flop

in its output. Any logic function can be realized by connecting several logic cells. Then,

to make the designs synchronous, at least one clock tree must exist. This part of the

FPGA electronics can also be very power demanding, depending in the quantity of clock

domains, the frequency and the amount of logic each of them feeds. Accompanying the

logic and clock tree, there are usually massive memory resources such as block random

access memory (BRAM), FIFO, and digital signal processor (DSP) blocks. The core of

70



5.2. HARDWARE FOR TESTING

Table 5.1: Required voltages in the MSADC and for the Virtex-4 FPGA.

Voltage Domain Voltage Level

VCCINT 1.2 V

VCCOn 3.3 V

VCCAUX 2.5 V

the FPGA is powered by a low-voltage power domain called VCCINT and its value and

consumption are dependent on the electronic technology of silicon [86].

The input/output voltage rails are crucial to the operation of the FPGA, as they

ensure that the device receives a stable and sufficient power supply for the interfaces.

Furthermore, they play a key role in meeting the various industry standards and protocols,

as the voltages must match the requirements of each of the implemented interfaces. The

I/O interfaces are grouped into banks, each with its own characteristics, and require

specific voltage domains to power the I/O logic. The voltage levels of these domains

depend on the standards that the bank must comply with. The two commonly used

voltage domains are VAUX and VCCO, which are responsible for providing power to the

I/O logic and the output drivers, respectively. The power consumption of these domains

depends on the number of I/Os used and the frequency at which they switch. In addition

to the static DC power required for the banks, the dynamic power consumption is also an

important consideration for the designer.

5.2.1 Power requirements for the MSADC

From the Virtex-4 data sheet [87], the voltages required for the FPGA to operate

are those shown in Table 5.1.

Another very strict requirement for powering FPGAs is the order and monotonic

ramp-up of the voltages of the different domains. A power-on matrix sequence must be

followed to ensure a safe start; otherwise, the device may be damaged. The main reason
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for the monotonic rise is the internal power of the reset circuit used to enable the most

sensitive analog parts of the electronic, such as the phase-lock loop (PLL) controlled by

a voltage-controlled oscillator (VCO) present in the digital clock managers of the FPGA

in its logic. In addition, the power sources must be able to supply a large in-rush current

owing to the large parasitic capacitance of the FPGA transistors and bulk capacitance

required for the low-impedance power distribution network (PDN).

Although linear regulators seem to be the easiest solution for powering FPGAs, they

are not a good choice because most of them turn on hard at startup and attempt to provide

a regulated voltage within a short time (hundreds of microseconds) [88]. With high loads

before voltage regulation, they quickly reach their current limit and begin to operate as a

constant-current source. If, for some reason (very probable due to the power limitation of

every power source), the input rail falls below the linear regulator under-voltage lockout

circuit, it will turn off. This cycle will enter in a turn-on turn-off loop until the input

power rail voltage increases and the linear regulator enter in the safe operation region

[89].

The safest choice is to use a switching regulator, most of which have a built-in

soft-start circuitry that minimizes the input and output surge current during startup

while providing a monotonic voltage ramp-up. Subsequently, the FPGA in-rush current

is reduced when the voltage increases slowly. In a capacitor I = C · dV/dt, the first sip of

the current is due to all capacitive behaviors of the circuitry, plus the bulk capacitors.

Therefore, a proper selection and sizing of the bulk capacitance is essential for

the PDN design. The bulk capacitance must be able to supply the initial current

demanded during startup and must maintain the voltage level in case of power transients.

A common practice is to use ceramic capacitors because of their low equivalent series

resistance (ESR) and equivalent series inductance (ESL), which leads to a better

high-frequency performance. However, it is important to note that ceramic capacitors

have a limited capacitance value and can be costly if high capacitance values are needed.
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Table 5.2: Required voltages in the MSADC and for the analog circuitry.

Voltage Domain Voltage Level

VPbuf +5 V

VNbuf -5 V

VADCanalog +3.3 V

Therefore, electrolytic capacitors or tantalum capacitors can be used as an alternative for

high-capacitance values, but their ESR and ESL should be taken into account during the

design process. Moreover, the number of capacitors and their placement in the PCB are

also important factors to consider. The capacitors should be placed as close as possible

to the power pins of the FPGA and distributed evenly to minimize voltage drops and

inductance effects. The selection and placement of decoupling capacitors are critical for

high-frequency noise suppression, so proper care must be taken in their selection and

placement to achieve the desired performance.

Then, the analog part of the MSADC will require the voltage domains needed for

the analog input buffers and for the ADC reference to be according to Table 5.2.

The first power source design for the FPGA was made using a reference design from

Texas Instruments, ADC08D1520RB [90], but by adapting the components and power rails

to our needs. It is based on the LM26400 for the 2.5 V and 3.3 V and, the LM20242 for

the 1.2 V. Both are integrated buck converters with soft-start and over-current protection,

with a conversion efficiency of over 80% for the operation range.

For the analog part of the design, see Figure 5.1, due to the nature of the expected

input signals, the most important topic is to have a stable and clean voltage level. This can

be achieved using linear regulators to obtain an appropriate output noise level. The ADC

has a 12 bit resolution over 2 Vpp, which means that the resolution in terms of the voltage

levels is 488 µ Vpp. The +5 V is obtained with a TLV1117, which specifies an output noise

of 150 µ Vpp. The -5 V is generated through a negative output power module LMZ34002R
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Figure 5.2: MSADC power schema.

and a negative linear regulator LT3015, and the noise output for this combination is on

the order of 60 µ Vpp. In Figure 5.2 the different power domains required for the MSADC

can be seen and in Figure 5.3 the schematics for the MSADC powering is shown.

5.2.2 MSADC Adapter Board

To interface the MSADC with an FPGA, we chose the FPGA mezzanine

connector (FMC), commonly adopted on Xilinx, Altera, and Microsemi carriers, for their

development boards. The FMC is under the ANSI/VITA 57.1 standard, is a small

mezzanine form factor that enables easy customization of FPGA I/O (69 mm x 71-84

mm). It is prepared to operate with low power and can deliver up to 10 W at different

voltages. It can map up to 80 differential pairs, 4 differential clocks plus two sourced by

the carrier, 10 high-speed SEREDES plus two dedicated clocks, and I2C interface and

JTAG signals between the most important.

The interface connector from the MSADC side is a samtec Q Strip High-Speed 180

position, and the 20 LVDS, 25 I/O, I2C signals, UART, clock, trigger, and JTAG signals

are fully mapped to an FMC low-pin count (LPC) connector.

The MSADC connector has pins disposed in three different islands or subgroups:
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(a) Digital FPGA power domains.

(b) Analog power domains.

Figure 5.3: MSADC power subsystem.
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(a) Top side. (b) Bottom side.

Figure 5.4: MSADC to FMC adapter board V0.0.

one is only for powering, the other for differential signals, and the last for I/O and

specific-purpose signals.

LVDS lines are thought to carry high-speed signals, so the printed circuit board

(PCB) layout was designed paying special attention to the signal integrity considerations.

That is, the differential pairs should have 100 Ω of characteristic impedance, should be

as short as possible, and have the same length. In Figure 5.4 the MSADC adapter board

can be seen, with the QSH connector on top side, the FMC connector on bottom, and the

power circuit disposed on both sides.

The first tests on the adapter board were performed without any board connected

to verify the power source operation and stress only on the voltage rails.

After power testing, the MSADC was connected, and it was found that if the power

supply had insufficient current for the initial load, the board did not start. When powered

with 9 V the initial current has a peak of 3 A for a couple of milliseconds, after which
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the current goes to the steady state down to 1.2 A (this last current value depends on the

FPGA firmware)

For evaluating the MSADC using an FMC-based carrier card, we use the CIAA-ACC

development board [91]. The board, shown in Figure 5.8, is based on Xilinx Zynq7030

SoC-FPGA and has populated a high pin-count (HPC) FMC connector, 1 Gb Ethernet,

between others.

From the hardware point of view, to interface the MSADC with the CIAA using

the Adapter Board, the first task is to configure the carrier to include the MSADC in the

JTAG chain and then program the Vaux voltage to 2.5 V.

The power source and connections for the MSADC with the SoC-FPGA are different

from those of the VME carrier card depicted in Figure 4.8. Therefore, the communication

quality and data integrity were evaluated and characterized, taking into consideration the

guidelines presented in [92].

The data from each channel of the ADCs are transmitted using a single LVDS line

per channel, as illustrated in Figure 5.5. The FPGA integrated in the MSADC decodes

each channel at a rate of 40 MHz × 12 bits = 480 Mbps, which is encoded in DDR and

corresponds to a clock frequency of 240 MHz for ADCLK.

Once the data is interleaved, the data rate for each channel increases to 80 Mbps.

To transmit this data outside the MSADC, an ODDR can be used to assign six LVDS

per channel, which allows for sending the 12 bits per clock cycle, as depicted in Figure

5.6. This configuration enables the transmission of three of the 16 channels in parallel at

a clock frequency of 40 MHz, utilizing the output DDR serializer. Nevertheless, for the

initial implementation of the DAQ system, a continuous streaming mode was adopted,

where one arbitrary and selectable channel was transmitted at a time.

A different approach was taken using the OSERDES, which is also integrated into the

FPGA. The OSERDES is a parallel-to-serial converter that simplifies the implementation

of high-speed synchronous interfaces, as shown in Figure 5.7. It includes all the necessary
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LVDS TIMING DIAGRAM (PER ADC CHANNEL)
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Figure 5.5: Serial data and clocking schema, less significant bit first.
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Figure 5.6: ODDR implementation for 12 bits data words.
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oserdes
master

fast_clk

data [0:5]

data_clk

(a) only master configuration.

oserdes
master

fast_clk

data [0:5]

data_clk

oserdes
slave

fast_clk

data [6:9]
data_clk

(b) master slave configuration.

Figure 5.7: Virtex-4 OSERDES.

clocking and logic resources to function effectively and in a simple manner.

The OSERDES receives the data in parallel, from two to six bits in width, serializes

the data, and dispatches the bits to the input/output buffer (IOB). The data are serialized

least significant bits first and can work in a single data rate (SDR) or DDR. It has to be

fed with two synchronous clocks, a fast clock for serializing the data and a low clock, which

is at the speed of data updating. Both clocks must be phase aligned. OSERDES can be

used to serialize up to 10 bits when used in the width expansion mode [83]. Thus, for

transmitting 12 bits, it is required to use two OSERDES in master mode, with 18 LVDS,

and it is possible to transmit nine channels in parallel with a fast clock of 120 MHz.

The OSERDES is designed to convert parallel data into serial data and transmit it

at high speeds. It receives data in parallel, ranging from two to six bits in width, serializes

it, and sends it to the IOB. The data are serialized starting with the least significant

bit and can operate in single data rate (SDR) or double data rate (DDR) mode. The

OSERDES requires two synchronous clocks: a fast clock for serializing the data and a

slow clock, which operates at the speed of data updating. Both clocks must be phase

aligned. The OSERDES can serialize up to 10 bits when used in width expansion mode

[83]. To transmit 12 bits to the external world two OSERDES are used in the Virtex-4,

one in master mode and one in slave.

To determine the maximum data rate that can be transmitted between the MSADC
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CIAA-ACC

Adapter Board
MSADCExpansion Board

Figure 5.8: Data acquisition system using the adapter and input expansion boards.

and the SoC, two implementations were tested. The first implementation utilized the

ODDRs in bus mode, which achieved a maximum data rate of 450 Mbps, corresponding

to a clock frequency of 225 MHz. The second implementation used the OSERDES in an

8:1 configuration, which achieved a maximum data rate of 600 Mbps, corresponding to a

clock frequency of 300 MHz on the serialized data. In both implementations, a known data

sequence was transmitted and the clock frequency was increased until the data became

corrupted, providing a measure of the maximum achievable data rate.

To interface with the analog channels, a separate board was necessary since

the adapter board did not have such functionality. The Analog Devices board

(ADZS-120ANA-SAM [93]) was chosen for this purpose due to its compatibility

with the MSADCs QSH input connector, as depicted in Figure 5.8. However, the

ADZS-120ANA-SAM has only inputs in the semi-differential mode, which means that

one terminal of the MSADC input was mapped to ground. Despite these limitations, it

was still suitable for testing and evaluating the analog channels of the MSADC.
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5.2.3 MSADC Adapter Board Version 1.0

As a progression of testing, a new version of the prototype of the adapter board was

designed and produced. The new board was intended to give a more robust mechanical

support to the MSADC, providing a cooling fan in the ADCs region to try to reduce the

temperature and test if the thermal noise can be reduced, and provide fully differential

inputs to the analog connector.

Besides the mentioned characteristics, the most important part of the upgrades is

the Power Distribution Network (PDN) redesign.

In general, a PDN has the following objectives:

• Feeds the system during periods of high current peaks transient, which are outside

the capabilities of voltage regulators.

• Make a distribution of power (ground and power) with an acceptable level of noise.

These two characteristics can be simplified as follows: keep the impedance of the

supply network below a value for the range of working frequencies of the system by means

of a properly calculated network of capacitors. This task must be performed independently

for each power domain voltage. These requirements may vary according to the specific

current, spectral content, ripple tolerance, and working voltage.

When a current component passes through the impedance of the supply network,

a noise voltage is generated, which can exceed the limiting specification of the ripple,

causing the associated system to fail or malfunction. Noise can also be attributed to

parasitic inductance present in components, which arises when there are sudden changes

in current consumption, resulting in voltage surges given by the equation V = L · di
dt .

At the time of design, to limit the noise voltage peaks, the largest transient current

that can be established should be considered, because it is usually the one with the highest

spectral content. To calculate the maximum impedance value of the PDN, the transient

current and the ripple voltage must be taken into account. Typically, expert authors
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Table 5.3: Capacitors (C) types.

Type Value Quant

Bulk 10 uF 1

Decoupling 0.1 uF 1

estimate the transient current to be 50% of the maximum current since this value is rarely

specified in data sheets [94]. The formula used to calculate the PDN impedance is

ZPDN =
Vdd ∗ %ripple

Itra ∗ 100

.

The most critical power domains from a high-speed point of view are those related to

Vcore and VLV DS because they are the ones whom must feed current at higher frequencies.

Analysis and redesign on the 2.5 V Power Domain

2.5 V - Original PDN analysis The voltage domain that powers the Virtex-4 SERDES

transceivers can support up to 800 Mbit/s when operating in DDR with LVDS, as per

the datasheet. Therefore, it should be capable of providing a clean clock signal of up

to 400 MHz in a worst-case scenario (Virtex-4 FPGA Data Sheet: DC and Switching

Characteristics). To be conservative about the spectral content of the signal, we should

consider the 3rd harmonic (1, 3, 5, 7, etc.), which means we need to account for a frequency

of 5 x 400 MHz to ensure a clean digital signal at the highest frequency specifications.

From Figure 5.3a we can see that the MSADC Adapter Board has two capacitors

on the 2.5 V, their values are showed in Table 5.3. The maximum current in this domain

is Imax = 3 A. In Figure 5.9 the impedance profile vs. frequency is plotted. The capacitor

models include the parasitic resistance and the parasitic inductance, the ZPDN = 0.05 Ω.

2.5 V - PDN Redesign By making as few changes as possible and using the same

stack-up as the previous version, we can redesign the impedance profile to be closer to
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PDN Design Tool v1.1

Summary Options R (Ω) L (nH) C (μF)

VRM Switcher 1.0E-03 2.0E+01 N/A
Spreading Medium 0.0010 0.0300 N/A
BGA Via Ignore 0.0000 0.0000 N/A
Plane Cap Ignore 0.0000 N/A 0.0000

Units Value Legend
V 2.5 N/A
A 3 N/A
% 50 N/A
% 3 N/A

MHz 30 Ftarget
Ω 0.0500 Ztarget

CAP Value (μF) Footprint Layer Orientation QTY Eqv. Cap (μF) Eqv. ESR (Ω) Eqv. ESL (nH) Eqv. Lmnt (nH) Legend
0.001 0201 BOTTOM VOS ------------ ------------ ------------ ------------ Zc1
0.0022 0201 BOTTOM VOS ------------ ------------ ------------ ------------ Zc2
0.0047 0402 BOTTOM VOS ------------ ------------ ------------ ------------ Zc3
0.01 0402 BOTTOM VOS ------------ ------------ ------------ ------------ Zc4
0.022 0402 BOTTOM VOS ------------ ------------ ------------ ------------ Zc5
0.047 0603_X2Y BOTTOM VOS ------------ ------------ ------------ ------------ Zc6
0.1 0603 BOTTOM VOE 1 0.1000 0.0360 0.5000 1.1531 Zc7
0.22 0603 BOTTOM VOS ------------ ------------ ------------ ------------ Zc8
0.47 0603_X2Y BOTTOM VOS ------------ ------------ ------------ ------------ Zc9

1 0805 BOTTOM VOS ------------ ------------ ------------ ------------ Zc10
2.2 0805 BOTTOM VOS ------------ ------------ ------------ ------------ Zc11
4.7 0805 BOTTOM VOS ------------ ------------ ------------ ------------ Zc12

User1 0805 TOP VOS ------------ ------------ ------------ ------------ Zc13
User2 0805 TOP VOS ------------ ------------ ------------ ------------ Zc14
User3 0805 TOP VOS ------------ ------------ ------------ ------------ Zc15
User4 0805 TOP VOS ------------ ------------ ------------ ------------ Zc16

Bulk Caps
CAP Value (μF) Footprint Layer Orientation QTY Eqv. Cap (μF) Eqv. ESR (Ω) Eqv. ESL (nH) Eqv. Lmnt (nH) Legend

10 Bulk 1 10.0000 0.1900 2.2000 1.5000 Zc17
22 Bulk ------------ ------------ ------------ ------------ Zc18
47 Bulk ------------ ------------ ------------ ------------ Zc19
100 Bulk ------------ ------------ ------------ ------------ Zc20
220 Bulk ------------ ------------ ------------ ------------ Zc21
330 Bulk ------------ ------------ ------------ ------------ Zc22
470 Bulk ------------ ------------ ------------ ------------ Zc23

User5 Bulk ------------ ------------ ------------ ------------ Zc24
User6 Bulk ------------ ------------ ------------ ------------ Zc25

2Total Decoupling & Bulk Capacitors Used

From 
Library

N/A

Decoupling Caps

From 
Library

I max

N/A

Target Impedance
Supply Voltage (Min)

Transient Current
Vripple (+/-)
Frequency target
Ztarget = ∆V / ∆I

Restore DefaultRestore CustomSave Custom

Zoom Chart
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Figure 5.9: Analysis: Impedance vs. Frequency profile on the 2.5 V rail.

the ideal impedance by adding capacitors selected for their value, ESR, ESL, size, and

technology (all decoupling capacitors are size 0603). Figure 5.10 shows the impedance

calculated using the capacitors listed in Table 5.4a.

Analysis and redesign on the 1.2 V Power Domain

1.2 V - Original PDN analysis This voltage domain feeds the Virtex-4 Vcore for the

FPGA logic and some clocking resources, and it will demand spectral content up to the

maximum frequency we operate inside the FPGA. As before, it must be considered up to

the 3rd harmonic, f = 2000 MHz. The maximum current for this domain is Imax = 2 A

and ZPDN = 0.036 Ω. This power domain has also two capacitors of the same value to

the 2.5 V domain, see Table 5.3 and the impedance profile as Figure 5.9 but, with a lower

target impedance value.

1.2 V - PDN Redesign Similarly to the 2.5V domain, in order to maintain the PDN

impedance below the target value throughout the entire operating range, the PDN for the
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Table 5.4: Modified capacitor values on 1.2 V and 2.5 V rails.

(a) Modified C net on 2.5 V.

Type Value Quantity

10 uF 1
Bulk

100 uF 1

4700 pF 1

0.01 uF 3

0.022 uF 1

0.047 uF 1

Decoupling

0.1 uF 1

(b) Modified C net on 1.2 V.

Type Value Quantity

10 uF 2

47 uF 1Bulk

100 uF 1

4700 pF 3

0.01 uF 3

0.022 uF 2

0.047 uF 2

0.1 uF 1

Decoupling

0.47 uF 1

PDN Design Tool v1.1

Summary Options R (Ω) L (nH) C (μF)

VRM Switcher 1.0E-03 2.0E+01 N/A
Spreading Ignore 0.0000 0.0000 N/A
BGA Via Ignore 0.0000 0.0000 N/A
Plane Cap Calculate 0.0015 N/A 0.0001

Units Value Legend
V 2.5 N/A
A 3 N/A
% 50 N/A
% 3 N/A

MHz 100 Ftarget
Ω 0.0500 Ztarget

CAP Value (μF) Footprint Layer Orientation QTY Eqv. Cap (μF) Eqv. ESR (Ω) Eqv. ESL (nH) Eqv. Lmnt (nH) Legend
0.001 0201 BOTTOM VOS ------------ ------------ ------------ ------------ Zc1
0.0022 0201 BOTTOM VOS ------------ ------------ ------------ ------------ Zc2
0.0047 0603 BOTTOM VOS 1 0.0047 0.1340 0.5000 0.8619 Zc3
0.01 0603 BOTTOM VOS 3 0.0300 0.0323 0.1667 0.2873 Zc4
0.022 0603 BOTTOM VOS 1 0.0220 0.0690 0.5000 0.8619 Zc5
0.047 0603 BOTTOM VOS 1 0.0470 0.0500 0.5000 0.8619 Zc6
0.1 0603 BOTTOM VOE 1 0.1000 0.0360 0.5000 1.1531 Zc7
0.22 0603 BOTTOM VOS ------------ ------------ ------------ ------------ Zc8
0.47 0603 BOTTOM VOS 1 0.4700 0.0230 0.5000 0.8619 Zc9

1 0805 BOTTOM VOS ------------ ------------ ------------ ------------ Zc10
2.2 0805 BOTTOM VOS ------------ ------------ ------------ ------------ Zc11
4.7 0805 BOTTOM VOS ------------ ------------ ------------ ------------ Zc12

User1 0805 TOP VOS ------------ ------------ ------------ ------------ Zc13
User2 0805 TOP VOS ------------ ------------ ------------ ------------ Zc14
User3 0805 TOP VOS ------------ ------------ ------------ ------------ Zc15
User4 0805 TOP VOS ------------ ------------ ------------ ------------ Zc16

Bulk Caps
CAP Value (μF) Footprint Layer Orientation QTY Eqv. Cap (μF) Eqv. ESR (Ω) Eqv. ESL (nH) Eqv. Lmnt (nH) Legend

10 Bulk 1 10.0000 0.1900 2.2000 1.5000 Zc17
22 Bulk ------------ ------------ ------------ ------------ Zc18
47 Bulk ------------ ------------ ------------ ------------ Zc19
100 Bulk 1 100.0000 0.0600 2.3000 1.6000 Zc20
220 Bulk ------------ ------------ ------------ ------------ Zc21
330 Bulk ------------ ------------ ------------ ------------ Zc22
470 Bulk ------------ ------------ ------------ ------------ Zc23

User5 Bulk ------------ ------------ ------------ ------------ Zc24
User6 Bulk ------------ ------------ ------------ ------------ Zc25
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Figure 5.10: Redesigned 2.5 V: Impedance vs. Frequency profile.
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1.2V domain was redesigned using 0603 capacitors of different values and technologies,

listed in Table 5.4b.

Together with the power sources redesign, it was also modified the profile of the QSH

connectors to a lower size to increase the robustness and, in between others the Adapter

board can be fed by the 12 V of the FMC connector. The 5 V generation was modified

from the previous design, and the new version was based on a buck converter to reduce

the voltage from 12 V to 6 V in a more efficient manner, and then with an LDO from 6

V to 5 V, as shown in Figure 5.11.

5.3 Summary

The Mezzanine Sampling Analog-to-Digital Converter (MSADC) is a versatile and

reliable digitizer board used in the ECAL2 data acquisition frontend. Developed for

the COMPASS DAQ, the MSADC offers various features and characteristics for efficient

analog-to-digital conversion.

With a compact form factor of 70 mm × 130 mm, the MSADC supports up to

32 differential analog channels, each buffered and sampled independently using high-speed

ADCs. The analog channels are equipped with AD8138 OpAmps for impedance adaptation

and buffering, and each channel has individual biasing controlled by a digital-to-analog

converter (DAC). The MSADC utilizes Texas Instruments ADS527x ADCs, providing

eight differential input channels per IC. The digitized data, with 12-bit resolution, is

transmitted via serial LVDS at double data rate (DDR). The board incorporates a Xilinx

Virtex-4 FPGA for high-speed data preprocessing, synchronization, and communication

through LVDS connections.

The FPGA integrated with the MSADC decodes each channel at a rate of 40 MHz

× 12 bits, resulting in a data rate of 480 Mbps. After a two ADC channels interleaving

process, the data rate for each composed channel increases to 80 Mbps. To transmit this
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Figure 5.11: Schematic of new 5 V generation.
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(a) Rendering of the Adapter board V1.0.

(b) Adapter board V1.0 using the Zedboard carrier.

Figure 5.12: Adapter Board V1.0.
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data outside the MSADC, either ODDRs or OSERDES can be used.

For evaluating the MSADC an adapter board was developed. This board populates

all the interfaces from the QSH connector to a standard FMC connector and the powering

for all power domains required by the digital and analog parts of the digitizer. With all the

MSADC input/outputs populated in the FMC connector, it is possible to use the MSADC

with any commercial carrier board including this connector.

Two versions of the adapter board were produced. The first version was designed for

programming the MSADC and testing the power source system. The second version was

developed, redesigning the power sources taking into consideration the signal integrity.

This new adapter board enables the measurement of signals in fully differential mode.

Figure 5.12a shows a rendering of the second version of the board, in Figure 5.12b a

Zedboard with the MSADC mounted on it can be seen.

Using the adapter boards, two implementations were tested to determine

the maximum data rate achievable between the MSADC and the SoC. The first

implementation using ODDRs achieved a maximum data rate of 450 Mbps, whereas the

second implementation using OSERDES in an 8:1 configuration achieved a maximum data

rate of 600 Mbps.

The development of the MSADC adapter board provided a robust platform for

testing and characterizing the performance of the MSADC, using any SoC-FPGA

commercial carrier board including an FMC connector [95, 96, 97]. In addition, the adapter

enables the possibility to reuse the MSADCs for digitizing data from other detectors

besides the ECAL2.
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Chapter 6

SoC-FPGA Frontend Carrier Card

Based on the requirements of the AMBER proposal, the frontend for the new data

acquisition system should read the 16 channels of the MSADC, process all of them in

real-time to extract the most important features, and send them using high-speed serial

protocol channels to the DAQ.

As mentioned in Section 4.4, according to the Equations 4.7 and 4.8, without

considering any suppression algorithm, for each spill the DAQ must handle up to 565,5

Gb of data coming from the 3068 channels of the ECAL2.

In contrast, the free-running approach allows us to operate in at least two distinct

modes, each with its own independent channel event detection.

In the first mode, whenever a pulse is detected, a raw data packet consisting of

32 samples is transmitted for subsequent offline analysis. This approach enables a more

detailed examination of the pulse during post-processing stages.

In the second mode, the data is analyzed in real-time, and instead of transmitting the

entire pulse, only the pertinent characteristics of the detector signals are extracted. This

approach serves as a data compression technique, reducing the amount of data that needs

to be transmitted. By extracting relevant features in real-time, the overall data transfer

requirements are minimized while still preserving the essential information needed for
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further analysis.

The compressed data are then sent to a digital trigger processor, also working in

free-running mode, and the trigger decision is made at several levels depending on the

granularity of the information [66]. The trigger processor is part of a digital trigger system

(Figure 3.10), where the data from the detectors are analyzed online to decide whether

to store the data in long-term memory. Detectors and conditions that participate in the

decision can be externally selected and programmed.

The overall data rate involved for the ECAL2 is as follows:

3068 Ch × (12 bits × 80 Msps) = 29457.8 Gb/s

This rate cannot be handled by COMPASS DAQ [65]. Therefore, data reduction is

performed at the beginning of the frontend. In this manner, the readout system detects

events, extracts only the relevant features of the signal of the detector, and sends them to

a higher hierarchy level of the data flow path, saving storage and network resources.

6.1 New SoC-FPGA Frontend Carrier Card

As part of the readout hardware update for the free-running and trigger-less DAQ of

AMBER [98], we designed and developed a new SoC-FPGA based Front-end Carrier Card

(FFeCCa) for reading and processing the raw data from the MSADC. Thus, the existing

ECAL2 digitizer board can be reutilized by changing the firmware to allow free-running

mode.

The most demanding power-processing-capable and reconfigurable devices for data

processing are FPGAs. Nevertheless, at the moment of the design, the question arises

of whether it is appropriate to consider using a plain FPGA or an SoC-FPGA. When

designing new custom hardware with applications framed in specific hard processing

and real-time tasks, it may be a good idea to use a plain FPGA, giving the most

reconfigurable possibility at the best costs. FPGA design and programming are often
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difficult tasks that require long development, testing, and validation times. For this

reason, many system designs using FPGAs include digital signal processors (DSP) or

microcontrollers for tasks that are not time critical or not require intensive parallel

processing. In this case, it is very likely that both devices access external memory and

interchange information between them. SoC-FPGA devices combine FPGA resources,

multicore processors, on-chip memory, and dedicated processors within a single chip. They

are interconnected with high-performance data buses, resulting in reduced circuit board

size and power consumption. The latest SoC-FPGA generation integrates SDRAM access

from both the FPGA and processors through high-performance snooped buses, enabling

efficient cache coherency control and utilizing a snoop control unit (SCU). This integration

improves system compactness, performance, and power efficiency while allowing to use only

one main DDR system memory without major drawbacks.

Using an SoC-FPGA facilitates hardware implementations and designs because the

layout routing tends to be simpler owing to the smaller quantity of traces to equalize and

match between integrated circuits.

The addition of application processors in the frontend electronics, together with

the FPGA, also allows to include Edge Computing concepts [99] at the very beginning

of the data flow path, in a simpler way, allowing the possibility of embedding complex

algorithms in the processors for post-processing the data after intensive and fast FPGA

pre-processing.

Moreover, the design of a carrier card for reading and powering the MSADC, from

the perspective of modularity, can be considered as a purely embedded and fixed design

with all its components soldered on the same board or as a System on Module (SoM)-based

design. There are no specific rules or guides to determine whether one is better than the

other. The main topics for making adoption decisions are budget, expandability and

versatility, design complexity and support, and the need for mechanical robustness in

terms of vibrations and thermal stress.
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Among all the motivations, one of the most important arguments resides in the

fact that designing PCBs for FPGAs or SoC-FPGAs with embedded memories is not

an easy task. The implementation of PCBs with SoCs, DDR4, and high-speed data

transceivers usually not only requires a high level of expertise and knowledge in signal

and power integrity but also the need for field solver software to verify the correct

design of all transmission lines and power delivery systems. The number of layers on

a high-performance PCB is proportional to the miniaturization and pin density of the

integrated circuits, and to the number of voltage domains required by the devices [100].

Another crucial factor influencing the decision to design a carrier using an SoM or a

soldered device is the aspect of obsolescence and the lifetime of its main components,

specifically the SoC-FPGA and digitizer board in this case. It is essential to take into

account the available budget and the demanding processing requirements when choosing

compatible devices for the same PCB hardware. Additionally, selecting components with a

relatively long lifetime, established presence in the market, and supporting documentation

and reference designs is crucial for long-term viability and ease of development.

In addition, as the testing of the hardware in general is an important part of the

validation process, the design must carefully address this topic. To make the process easier

and to have an interface for connecting the devices to a monitor or external programmer,

the debugging interfaces should be considered and properly designed. Serial high-speed

interfaces are preferable to parallel interfaces. Serial interfaces consume less power than

the second, and at high frequencies, the synchronization and clocking of parallel interfaces

is a very complicated task. Serial interfaces and Multi-Gigabit Transceivers (MGT) are

much safer for transmitting information because the clock can be directly recovered from

the data itself.

A desirable aspect in hardware design is the ability to easily redesign it when if there

is a need for similar applications. From a licensing perspective, the best option is to go

through an Open Hardware License.
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Table 6.1: Resources comparison between used FPGA devices, MSADC Virtex-4,

CIAA-ACC Zynq-7030 and FFeCCa ZU9EG.

Device
Logic

Cells

Max. Distributed

RAM (kb)

BRAM

(kb)
DSP Processors

Max User

I/O

XC4VLX25 24192 168 1296 48 N/A 448

Z7030 125000 157 9300 400 2xCortex A9 382

ZU9EG 600000 8800 32100 2520 4xCortex A53 570

6.1.1 SoC-FPGA Selection

Considering all the above-mentioned topics, it was decided to go for a modular

design based on a carrier to host the MSADC and a System-on-Module (SoM) based

on SoC-FPGA. Besides the embedded SoC-FPGA, the SoM includes the power sources

and DDR4 memories. The SoC-FPGA family with the best cost-benefit ratio for the

application addressed in this work with all the necessary requirements is the Xilinx Zynq

Ultrascale+. In Table 6.1 there is a comparison between the resources of XC4VLX25

(MSADC), Z7030 (CIAA-ACC), and the ZU9EG device selected for the new carrier card.

Among the Zynq Ultrascale+ devices, we can find three different subfamilies, as

shown in Table 6.2. These devices are catalogued based on their resources and target

applications. The main differences reside in the inclusion of a video codec on the EV

devices, mainly for real-time video processing and fast encoding, and in the amount of

logic and FPGA resources available for EG devices. The CG devices are the ”low end” of

the Zynq family, as well as the cheapest.

The Zynq Ultrascale+ family has a projected end-of-life later than 2035, which is the

projected lifetime of the previous Zynq-7000 SoC family. Zynq Ultrascale+ EG devices are

part of the high-end portfolio products of Xilinx, thus opening a new spectrum of on-site

hard-processing possibilities, an almost mandatory requirement for the real-time features
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Table 6.2: Xilinx Zynq Ultrascale+ Devices.

CG

Devices

EG

Devices

EV

Devices

Application

Processor

2-Core ARM Cortex A53

MPCore up to 1.3GHz

4-Core ARM Cortex A53

MPCore up to 1.5GHz

4-Core ARM Cortex A53

MPCore up to 1.5GHz

Real-time

Processor

2-Core Arm Cortex-R5F

MPCore up to 533MHz

2-Core Arm Cortex-R5

MPCore up to 533MHz

2-Core Arm Cortex-R5

MPCore up to 533MHz

Graphics

Processor
Mali-400 MP2 Mali-400 MP2

Video Codec H.264/H.265

Programmable

Logic
81K–600K Logic Cells 81K–1143K Logic Cells 192K–504K Logic Cells

DSP Slices Up to 2520 Up to 3528 Up to 1728

Block RAM Up to 32.1 Up to 34.6 Up to 11.0

UltraRAM Up to 18.0 Up to 36.0 Up to 27.0

GTH 16.3Gb/s Up to 24 Up to 44 Up to 24
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extraction on multichannel frontends.

The real-time processing of parallel data streams require a high quantity of logic

resources, DSP, Block RAM (BRAM) and UltraRAM on the FPGAs for parallel signal

processing in the detection and amplitude extraction of the pulses generated in the ECAL2.

BRAM and UltraRAM are large blocks of fast memory embedded in FPGA logic.

These two hard blocks can be used for short-term data buffering in the FPGA when

performing real-time processing or as long FIFOs while waiting to transmit the collected

data.

In Ultrascale+ devices, the BRAM in Figure 6.1 can be used in different operation

modes, as follows:

• Synchronous Operation: Each memory access, read, and write is controlled by a

clock. All inputs, data, address, and write enable are registered. The data output

is always latched and retained until the next operation. An optional output data

pipeline register allows for higher clock rates at the cost of an extra latency cycle.

During a write operation, the data output can be made to reflect the previously

stored data, newly written data, or remain unchanged. There is independent reset

control of the output latches and registers.

• Asynchronous Operation: Data outputs can also be set or reset asynchronously.

• True Dual-port Operation: The block RAM has two completely independent

ports, A and B, which share only the stored data.

• Simple Dual-port Operation: One port is dedicated to a write port, and the

other to a read port. Consequently, the data width can be extended to 72 bits for

the 36 Kb full block RAM or 36 bits for the ”split” 18 Kb Block RAM [101].

On the other hand, UltraRAM is a dual-port synchronous 288 Kb RAM with a fixed

configuration of 4,096 deep and 72 bits wide. Ports A and B share the same clock signals.
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BRAM
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rd_data
wr_data
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Figure 6.1: Block RAM Ports.

Within a single cycle of the external clock, Port A operation is always completed before

Port B operation. All columns of UltraRAM can be connected using fabric routing to

create memory arrays of up to 360 Mb in the largest devices. When there is a need for

large buffering, this memory is more efficient than BRAM, both for the largest capacities

and the possibility of dynamic low-power modes when they are not used [102].

Regarding the cost for the available SoMs in the market with a Zynq Ultrascale+ EG,

it was found a company offering a complete SoM solution at a lower cost than the single

SoC. This, together with the aforementioned reasons, is the best option for an SoM-based

solution. As an example, when writing this thesis the Zynq Ultrascale+ ZU4EG was found

on the electronic market with a reference price of 1060.80 e, VAT included [103], while a

SoM with same SoC with 2 GB of DDR4 from the company Trenz had a price of 516.46

e, VAT included [104].

The Trenz TE080X SoM family comes in a 5.2 x 7.6 cm form factor, with the

possibility of selecting the SoCs with different FPGA characteristics and processing

resources.

For interfacing with a carrier board, the SoM has four board-to-board razor beams,

a low-profile terminal/socket strip, 0.5 mm pitch, and a 5 mm stack height [105]. The

connector offers a bandwidth of 20 GHz for an insertion loss of 3 dB, as shown in Table

6.3. This bandwidth is sufficient to carry the signals of the Ultrascale+ MGT, which has
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Table 6.3: Connector bandwidth at a 3dB of insertion loss.

Signaling Speed rating

Single-ended 13.5 GHz / 27 Gbps

Differential 20.0 GHz / 40 Gbps

a specified maximum operative bit rate of 16.375 Gb/s when working at 8.15 GHz in DDR

mode over an LVDS line.

Figure 6.2 shows the main components and connections of the SoM as a block

diagram. The SoC has 48 high-density (HD) and 156 high-performance (HP) I/Os, and

65 multi-use I/Os (MIO) populated in board-to-board (B2B) connectors. The SoM is

then equipped with four SDRAM DDR4-2400 chips and can populate up to 8 GBytes of

memory. The memories are connected to the Zynq Processing System (PS) DDR controller

via a 64-bit data bus. The maximum data transmission rate from the PS to the memory

is 2400 MB/s, according to the specifications [106].

For booting, configuration, and operation, the SoM can be configured with 512

Mbyte SPI flash memories. These memories are connected to the PS. It also contains a 2

Kbit serial EEPROM for general purposes and a MAC address, which can be accessed by

the I2C interface.

For clocking purposes, the SoM relies on a Si5338 high-performance low-jitter clock

generator. The IC can synthesize any frequency for each of the four output drivers of the

device. The frequency range goes from 0.15 to 710 MHz when the outputs are configured

to work in LVDS. This low-jitter programmable oscillator is fundamental for GTR and

GTH transceiver operation.

For high-speed data transmission, the SoM has eight serial transceivers populated

to the B2B connector. Four of them are PS-GTR transceivers, used for DisplayPort,

Ethernet SGMII, PCIe, SATA, or USB3.0. The remaining are connected to the GTH,

with the possibility of working with several protocols with a line rate support of up to
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Figure 6.2: TE0803 SoM Block Diagram.

16.375 Gb/s.

It is recommended a 3.3 V Power supply with a minimum current capability of 3 A

for system startup. Then, all the voltage rails and power domains are generated into the

SoM in the right sequence and with the correct load capacity.

The positive aspects of adopting an SoM solution can be summarized as follows:

• Encapsulate the complexity of the SoC-FPGA along with essential common

components to facilitate the design of large hardware systems, avoiding the risk

of errors related to critical interconnections, such as those between the SoC-FPGA

and DDR memories.
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• Standardize a board to board connection to facilitate hardware upgradeability,

partial replacement, and interchangeability.

• Allow the HW designer to concentrate the efforts on the application specific aspects,

relying on an error-free partial system module.

• Availability of several affordable commercial solutions and design support.

6.1.2 Carrier Card Design

The FFeCCa board developed for hosting both the SoM and the MSADC is shown

in Figure 6.3. The interfaces are indicated in yellow, the SoM in red, and the MSADC in

green.

As introduced in Section 3.3, the MSADC digital interface is operated through 20

LVDS pairs for high-speed data transmission, plus two LVDS for triggering and clocking,

adding to 25 single-ended signal input/outputs for general purposes. Special attention

must be paid when connecting and routing high-speed signals between the MSADC and

SoM. The integrity of the data depends not only on the PCB layout but also on the

connections, voltage standards, and banks of the FPGAs. The best option is to connect

all 22 LVDS, including the clock, to the same SoC-FPGA bank. Thus, less effort might

have to be made when synchronizing data inside the FPGA; when routed in the same bank,

all flip-flops have the same clock delay, and the probability of error due to a different clock

path delay decreases. For the implementation, all 22 LVDS pairs were routed to the HP

bank 64 and mapped to the J4 B2B connector. The 25 GPIOs were mapped to Bank 25

of the SoC, which corresponds to J3 in the SoM.

The COMPASS DAQ and, in general, the DAQ for HEP experiments require

high-data-rate transmission channels, which are often accomplished by optical interfaces.

For high-speed communication, the board counts on 4 small form-factor pluggable (SFP+)

interfaces that were connected to the GTHs transceivers mapped to an MGT on J1.

Although SFP+ foresees the use of copper cables, the best performance when dealing

99



6.1. NEW SOC-FPGA FRONTEND CARRIER CARD

Figure 6.3: First prototype of the FFeCCa carrier card.
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with long distances is achieved when using fibers [107]. The SFP+ interface can operate

at a data rate of up to 10 GB/s, which is sufficient for transmitting and receiving data

inside the DAQ network [98].

To connect the carrier to a Local Area Network (LAN) or the Internet, the board

has a Gigabit Ethernet interface. The interface is connected to the PS system by means of

a reduced gigabit media-independent interface (RGMII) to a Marvell 88E1512 interface IC

[108]. The transceiver implements the Ethernet physical layer portion of the 1000BASE-T,

100BASE-TX, and 10BASE-T standards. The connection to the SoM was performed

through the MIOs on J3.

For debugging purposes the carrier counts on a USB to UART bridge. The bridge

is based on a Silicon Labs CP2108 IC. The IC provides a solution to a USB2.0 full-speed

function controller, USB transceiver, and four UARTs, although only two of these are

connected, Processing System (PS) UART 0 and UART 1. The interfaces work as a

virtual solution with a royalty-free implementation with all drivers provided by Silicon

Labs. The connection to the SoM was also performed through the MIOs on J3.

Many interfaces are done with LEMO connectors, there is a LEMO input and output.

The input is implemented as a 3.3 V low-voltage transistor-transistor-level (LVTTL), as

shown in Figure 6.4, and the output according to the nuclear instrumentation module

(NIM) standard [109]. Both were mapped to Bank 25 on J3.

To configure and debug the FPGA and microcontroller of the MSADC and the SoC

of the SoM, the carrier board counts on a joint test action group (JTAG) [110] programmer

that is compatible with Xilinx electronic design automation (EDA) tools. To ensure all

possible connections inside the JTAG chain, an interconnection header was added, as

shown in Figure 6.5. The JTAG daisy chaining allows to have one device to be connected

or both, but not both individually. With the interconnection header, it is possible to choose

which device will be inside the JTAG chain or connect both devices simultaneously. In

JTAG, Virtex-4 is identified with a unique code. With JTAG, it can be programmed, and

101



6.1. NEW SOC-FPGA FRONTEND CARRIER CARD

1

3.3 V

2.4 V

2.0 V

0.8 V

0.5 V

0 V

Vcc

VOH

VIH

VIL

VOL

GND

LVTTL 3.3 V

0 V

-0.8 V

-1 V

GND

NIM

“1”

“0” “1”

“0”

Figure 6.4: LVTTL 3.3V and NIM logic states.

if there is a need for debugging, Xilinx offers the ChipScope core to be embedded in the

design, allowing access to specific registers selected by the user. On the other hand, as

the SoC is built by two different logic devices, a PS and a programmable logic (PL), the

solution of JTAG is by means of a debug access port (DAP), presenting both the PS and

PL as different devices inside the chain.

When using devices from the Zynq family, the programming and configuration of

both the processors and FPGA are performed through the PS. For programming and

nonvolatile data storage, the design has an SD card holder connected to the PS of the

SoC. From this storage, the entire operative system and FPGA firmware can be booted

with the possibility of adding a logic partition for data storage. If the requirements for

data storage are insufficient, a serial advanced technology attachment (SATA) interface

can be used. The board has a standard SATA connector mapped to the SoC PS-GTR and

all power rails for any SATA device.

The carrier board has a form factor of 312 × 131 mm, which is sufficient for hosting

all connectors, power sources, MSADC, and SoM. It was designed on a 6 layers stack-up

process with controlled impedance for all critical high-speed lanes.
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Figure 6.5: JTAG daisy chaining solution for MSADC and SoM.

In high-speed PCB design, it is crucial to understand that the traditional concept

of ground, as commonly applied to DC and slow-speed signals, is no longer valid. The

complexities of high-speed signals require a different approach to ground design.

There is often confusion between the circuit ground, earth ground, and chassis

ground, which can lead to misinterpretations. In the context of high-speed design, the focus

is on ensuring a reliable return current path for fast transients. This return current path

can be assigned to any power plane, depending on the path with the lowest impedance.

It is important to note that if there are discontinuities in the return planes, such as

splits or gaps, the impedance of the transmission line will also experience a discontinuity.

This can result in signal integrity issues and signal reflections, leading to degraded

performance.

When designing a PCB for high-speed applications, adherence to certain rules

becomes crucial. One of the most important rules is to establish a robust return current

path for each signal. This involves careful consideration of the target impedance and

ensuring length equalization of the lines within a specific domain.

By following these principles, designers can mitigate signal integrity problems and

maintain the integrity of high-speed signals on the PCB. Proper ground design, along with

impedance control and signal path equalization, plays a vital role in achieving reliable and
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Figure 6.6: Stackup used for the Carrier Board.

Table 6.4: Design parameters for controlled impedance transmission lines domains.

Outer - Pwr Pwr - Inner
Z0 Domain Type

Width Distance Width AirGap

100Ω Diff 150 µm 200 µm 150 µm 150 µm

50 Ω Single 200 µm 450 µm

85 Ω Diff 200 µm 150 µm 200 µm 120 µm

optimal performance in high-speed PCB designs.

Specifically, the lines with controlled impedance design were (i) with 100Ω

differential: analog inputs, LVDS Data, LEMO inputs, and SFP+; (ii) with 50Ω

single-ended: LEMO output, RGMII, SDIO; and (iii) with 85Ω differential: USB and

SATA. Table 6.4, shows the layout track dimensions according to the designed stackup

for the PCB, shown in Figure 6.6. As the stackup is symmetrical, Table 6.4 shows the

transmission line parameters for the TOP or BOTTOM layers vs. the GND or PWR

layers, and the GND or PWR vs. Layer 3 or Layer 4.

For verifying the parameters of the microstrip lanes the next formulas based on
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Wheeler’s equation [111] were used:

Z0 =
η0

2π
√

2(Er + 1)
· ln

(
1 + 4 · h

weff
(X1 +X2)

)
(6.1)
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·

 4e√(
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h

)2
+
(

t
wπ+11·tπ

)2
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2Er
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4h
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·
(
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)
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X2 =

√
4h

Weff

2

·
(

14Er + 8

11Er

)2

+
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2Er
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In Figure 6.7 there are depicted the main parameters for the microstrip and stripline

transmission lines.

η0 = 120π

h = substrate height

w = trace width

Er = substrate dielectric constant

t = trace thickness

s = spacing between traces

According to the IPC-2141A [112] for the asymmetric striplines (h1 ̸= h2) the

impedance value can be estimated as,

Z0 =
80√
Er

· ln
(

1.9 (2ha + t)

0.8w + t

)
·
(

1 − h2
4h1

)
(6.5)

The differential version for the microstrip and stripline can be verified with equations

6.6 and 6.7 respectively:
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Figure 6.7: Parameters for designing characteristic impedance Z0 according to the

geometry and materials.
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Table 6.5: Measured voltages from the MSADC power subsystem.

Voltage Domain Nominal Measured

+5Va MSADC +5 V +5.03 ± 0.02 V

-5Va MSADC -5 V -4.99 ± 0.02 V

+2.5Vd MSADC +2.5 V +2.51 ± 0.03 V

+1.2Vd MSADC +1.2 V +1.18 ± 0.03 V

+3.3Vd MSADC +3.3 V +3.31 ± 0.02 V

Zdiff = 2Z0 ·
(

1 − 0.48e−0.96 s
h

)
(6.6)

Zdiff = 2Z0 ·
(

1 − 0.37e
−2.9 s

h1+h2

)
(6.7)

6.1.3 FFeCCa Testing

After the production and reception of the first set of FFeCCa boards, the first task

was to test the power system and remaining functionalities. The power system is divided

into two subdomains: MSADC and SoM power. The MSADC is powered using the same

design as in the Adapter Board V1 0. All the voltage domains operate in the specified

ranges, as shown in Table 6.5.

The SoM requires, in principle, a single 3.3 V power source for startup and PS

operation capable of delivering a transient current of at least 3 A. Then, for the peripherals

and communication between the SoM and the MSADC, there are three more power sources,

5 V, 3.3 V, and 1.8 V. All the power sources were tested, met the requirements and operated

as expected.
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Figure 6.8: VCCO programmable power domain for the FPGA banks.

In the initial version of the carrier design, a fixed voltage of 1.8 V was set for

V CCOn or VAdj , which supplied power to the FPGA banks connected to the MSADC

for the LVDS lanes and GPIOs. Although this configuration was not problematic, it was

decided to incorporate a programmable power source for that voltage rail to allow for

voltage level adjustments in the interface FPGA banks if necessary. For this purpose,

the EN5335QI IC from Enpirion [113] was selected as part of the design. The decision

was based on reference designs provided by Trenz, specifically from their carrier design

TEBF0808 [114].

The chip integrates the power MOSFET and inductors; therefore, minimum

components are required for the design, which can deliver up to 10 W of continuous

power and achieve seven pre-programmed voltage levels. Figure 6.8 shows a schematic of

the programmable voltage regulator and switches for controlling the output voltage levels

and enabling operation, as shown in Table 6.6.

The LEMO interfaces were tested according to the standards to which they belong.

LEMO input is prepared for working with a 100 Ω load and input voltages over 2.8 V for a

logic ”1” or high state. For the implementation, an LVDS buffer is used, so that it can be

directly connected to a differential FPGA input. The LEMO output operates according
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Table 6.6: EN5335QI switches positions for voltage programming.

Output Voltage VS0 VS1 VS2

0.8 V 0 1 1

1.2 V 1 0 1

1.25 V 0 0 1

1.5 V 1 1 0

1.8 V 0 1 0

2.5 V 1 0 0

3.3 V 0 0 0

reserved 1 1 1

to the NIM standard when loaded with 50 Ω.

To test the USB and Ethernet functionalities, customized designs were developed by

utilizing Xilinx examples for the UART and embedding a TCP server on the SoM. These

designs enabled the testing of the USB-UART and Ethernet interfaces.

The testing process involved connecting the carrier board to a PC. Through these

interfaces, the operation was evaluated at maximum speeds. The USB-UART interface

successfully operated at a baud rate of 115200 bps, while the Ethernet interface operated at

1 Gbps. Both interfaces performed as expected, demonstrating their proper functionality

during the testing phase.

Two different approaches were employed to conduct the testing of the SFP+

channels. The first approach involved using an SFP+ loopback connector, which enabled

the evaluation of each channel individually. For the second approach, an SFP+ cable was

used to perform inter-channel testing.

The SFP+ module is directly connected to the GTH transceivers, offering the

possibility of using a specialized IP Core tester provided by Xilinx. This IP Core enables

the testing, evaluation, and monitoring of the SFP+ operation. It encompasses various
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essential resources, such as pattern generators and checkers, which are implemented within

the FPGA. Additionally, it grants access to the configuration and status registers of the

GTH transceivers through a dynamic reconfiguration port (DRP) [115]. The DRP can be

accessed at runtime using the JTAG interface, enabling dynamic reconfiguration of the

transceiver settings and parameters.

The core is called Integrated Bit Error Ratio Tester (IBERT) [116], and is a

proprietary and licensed Xilinx IP core. The TE0803 SoM, used for the tests is based on

the XCZU4EG, a device included in the free Vivado Webpack edition. Thus, it is possible

to instantiate IBERT and test the interfaces without paying any fees for implementation.

In addition, Trenz offers a prebuilt IBERT project for TEBF0808, which was adapted for

this carrier. The only modification made for the FFeCCa was an I2C remapping, required

to program the external low-jitter oscillator included in the SoM. This remapping was

necessary due to a different position in the B2B connectors.

The testing procedure for evaluating the bit error ratio (BER) involves stressing

the lanes with a known sequence of codes at a speed of 12.5 Gbps. The evaluation is

performed by assessing the error at all possible combinations of voltage and phase steps

in the GTH configuration. This means that the test systematically varies the voltage and

phase settings to analyze the system’s performance across different configurations and

determine the bit error ratio in each of the combinations. The result of that test is plotted

as an eye diagram.

The eye diagram scan provides important metrics such as the open Unit Interval

(UI) percentage and open area, which are indicative of signal quality. The UI represents

the time interval within a period that is used to evaluate errors in the signal. From Figure

6.9 it can be seen that all four channels are suitable for working at a maximum speed of

10 Gbps with approximately 55% of the UI in the safest operative area (blue) for 12.5

Gbps. Considering the use of a 3 dB attenuator for rates exceeding 10 Gbps during the

tests and the planned operation of the SFP+ at 6.25 Gbps, the margin for reliable signal
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(a) CH0 loopback.

(b) CH2 loopback.

(c) CH2 loopback.

(d) CH3 loopback.

Figure 6.9: IBERT loopback tests on each of the SFP+ channels.

111



6.2. SUMMARY

transmission becomes even more significant. This means that the results obtained during

the tests provide a greater level of safety and assurance for operating at 6.25 Gbps.

A second version of the carrier board was designed with the inclusion of some new

characteristics. In between the inclusions it can be mentioned a connector for a cooling

fan (+5 V and +12 V), two PMODS, 8 dip switches for identification, 4 user LEDs and a

micro tact-switch.

6.2 Summary

The FFeCCa board underwent comprehensive validation by rigorous testing of

all the power sources, interfaces, and characteristics. This thorough validation process

confirms that the board effectively and efficiently fulfills the requirements set forth by the

AMBER proposal. Thus, providing a reliable solution for the project’s upgrade on the

new free-running data acquisition system.

The FFeCCa board integrates the existing ECAL2 digitizer board (MSADC) with

a high-performance SoM based on the Xilinx Zynq Ultrascale+ MPSoC family. The SoM

can handle real-time signal processing, perform data feature extraction, and implement

protocols for consistent integration with the DAQ of the experiment.

The FFeCCa design was driven by considerations such as cost-effectiveness, ease of

redesign, and adaptability to future projects. By adopting a SoM-based approach with a

standardized interface, the system allows for flexibility in selecting the SoC device and the

desired memory capacity while optimizing production costs. Additionally, selecting a SoM

simplifies complex tasks such as SDRAM routing, power source design, power-on-matrix

sequence, and precise clock generation.

To accommodate the MSADC, SoM, high-speed serial interfaces, power generation,

and cooling the FFeCCa PCB was implemented in a large form factor. This approach

ensures that production costs remain low.

The project can be found at https://gitlab.com/brunovali/ffecca_MSADC.
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Chapter 7

Firmware and Software,

Development and Implementations

The FFeCCa board, schematically depicted in Figure 7.1, although it possesses

the necessary hardware components for operate safely and efficiently, to function as a

free-running frontend for the ECAL2 is dependent on the logic design and its programming.

The firmware encompasses the implementation of necessary algorithms, control

logic, and communication protocols to enable data acquisition, signal processing, and

transmission.

The SoM works as the central processing unit that orchestrates the operations of

the FFeCCa board and facilitates interactions with external devices.

The MSADC, which is also mounted on the FFeCCa board, requires as well to

be programmed before it becomes operational. The programming process configures the

MSADC to perform the desired analog to digital conversion according to the specific

requirements of the ECAL2 system.

Once the firmware is configured and programmed into the FPGAs and processors,

the DAQ can begin operating. Some tasks and functionalities are common to most DAQ

systems based on SoC-FPGAs, regardless of the type of processing or ADC being read.
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Figure 7.1: Hardware resources of the FFeCCa with the MSADC and SoM mounted.

From the firmware and software perspective, to speed up the developments it is useful to

have a base starting point for covering those common tasks and functionalities. By this

way saving time when starting a firmware project and avoiding rethinking the architecture

each time there is a need for implementation. Thus, a complete framework for working

with SoC-FPGA-based DAQs was developed. The framework is composed of software,

firmware, and all the IPs required for interfacing with multichannel ADCs, packetizing

the data, receiving it from a PC, and plotting it in a straightforward manner.

The value and effectiveness of the FFeCCa board reside not only in its hardware

design but also in the logic design and programming, plus the software that enables a

fully operational DAQ system. Collaboration between hardware and software components

is essential for harnessing the potential of the FFeCCa board and executing its intended

application in the ECAL2 system. In addition, an Open Software Framework for DAQ

working together with FFeCCa offers the possibility of fast and easy adoption.

This chapter presents the framework and different implementations of the firmware
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for the DAQ, together with the base software. Each implementation is tuned according

to the scope functionality (testing or ADC data reading), number of channels, and type

of approach (triggered or trigger-less).

7.1 Open Framework for SoC-FPGA DAQ based platforms

A complete framework for SoC-FPGA based DAQ systems is presented in this

subsection, the Open Framework for SoC-FPGA DAQ (OFSODA). The solution is based

on a modular design, allowing the operation of multichannel ADC systems and presenting

minimum effort when migrating to different ADC systems and between diverse FPGA

families. It is thought to efficiently use the resources within the FPGA, maximizing

performance and efficiency. By providing optimized and validated IPs, it ensures that

FPGA resources are effectively utilized, enabling the system to handle high-speed data

processing and transmission.

The framework allows for easy customization and expansion to accommodate the

requirements. New features and functionalities can be easily integrated into the framework

without disrupting the overall system architecture.

Modularity allows for reuse in different designs, which saves time and effort during

development. This also makes maintenance and updating easier. Thus, it is also easier to

scale the design up or down and simplify the testing of the developments by identifying

and isolating the errors more quickly.

Figure 7.2 shows a simplified block diagram of the framework. As a template,

it comprises all the necessary sub-systems for reading ADC channels in a free-running

mode from a PC connected to the same local area network. All the Very High Speed

Integrated Circuits Hardware Description Language (VHDL) cores, the firmware for the

micro-processor (µP) and the Python scripts for interfacing with the system from an

external PC were developed and tested.

Initially, the framework was deployed and tested using a CIAA-ACC board.
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Figure 7.2: Block diagram of SoC-FPGA Framework.

Nevertheless, the Framework was also ported to a ZedBoard [117], based on the Zynq-7000

series and to the FFeCCa, which is based on Zynq Ultrascale+ architecture.

7.1.1 FPGA Firmware

The FPGA VHDL descriptions of the Framework are organized as shown in Figure

7.2. When possible, the cores were deployed such that all hardware generated by the

design tools is inferred from the VHDL descriptions, thus ensuring the highest possible

portability.

To control, configure, and read the status of the FPGA design, is used a custom IP

block developed jointly by the MLab-ICTP group and INTI, called the COMmunication

BLOCK (ComBlock) [118]. The ComBlock offers well-defined interfaces (registers, RAM,

and FIFOs) to users of the Programmable Logic (PL), thereby avoiding the complexity

of the bus provided by the Processor System (PS), which is AXI [119] in the case of the

Ultrascale+ SoC-FPGA. It provides five interfaces for the user in the FPGA side, which

can be individually enabled and customized, as depicted in Figure 7.3. From the µP’s

perspective, the ComBlock can be used to provide an AXI interface to FPGA IP cores,
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Figure 7.3: Communication block (ComBlock).

similar to if there were peripherals in a microcontroller. Along with the ComBlock IP

core, the firmware for interfacing with the µP it is also provided.

In the implementation of the base framework, only the registers are instantiated, as

they are used for interfacing at a slow speed.

For control three registers are used, associated with the following parameters:

number of samples to read, active channels, and global reset. The ADC system reset

and trigger source are mapped together in one register address.

The status registers are related only to the ADC driver and are: error code and

valid channels.

The configuration registers are related to the data sourcing: ADC data or

synthesized data.

In Figure 7.4b it is shown the control, status and configuration implementations for

the system.

Figure 7.4c shows the clocking management, where a Mixed-Mode Clock
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Figure 7.4: Detailed descriptions of the Framework IPs.
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Management [120] (MMCM) is sourced with a clock from outside the core. This MMCM

re-targets the clock frequency according to the requirements of the ADC (sent to the

top-right side) using an ODDR through a differential output buffer. At the bottom, there

is a clock coming from the ADC system, which will be synchronic to the serialized data.

Thus, the entire design is synchronic with a main clock, with a frequency value that will

be adjusted according to the ADC and other system requirements.

After being decoded with the ADC driver IP, see Figure 7.2, the data coming from

the ADCs are sent to a small FIFO, used as Clock Domain Crossing, to capture the data

in case there is some deviation in the phase of the clock coming from the ADCs. The clock

period for reading the data from these FIFOs must be always faster or equal to the data

period they are stored. As all clocks are derived from the main clock, there should not be

frequency divergences between the clock domains. From Figure 7.4a it can be seen that

the reading of CDC FIFOs is performed at the AXI Stream (AXIS) packager clock. The

packager reads all FIFOs and packages the data in the AXIS protocol and saves them in a

larger AXIS FIFO. The decision to use the last FIFO is to profit from the DMA controller

IP offered by Xilinx. In this way, it can be launched the data reading and move it from

the FPGA to memory without intervention and release the processor for other tasks, while

moving the data to PS memory for transmission through Ethernet. This last task is done

in the µP firmware implementation.

7.1.2 Processor Firmware

The SoC-FPGA µP firmware is based on the FreeRTOS Xilinx [121] implementation

and lwIP [122] library for the TCP/IP when using Ethernet. The design is prepared to

receive the configuration and control parameters from a PC using Ethernet. The firmware

of the processor is in charge of handling the initial configuration of the FPGA part, and

performing a reset to the entire system. Then implementing a TCP server, it receives the

packages from port number 1000 and interprets them to configure the system and launch
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the data acquisition.

The limit on the data packet length is 4.194.304 data points, because of the Xilinx

AXI DMA implementation.

For data acquisition, as the ADC handling is made directly into the FPGA domain,

the µP will be in charge of indicating the reset to all FPGA FIFOs, invalidating all its

cache lines with a flush [123], launching the data take indicating the AXIS packager to

start sending data to the AXIS FIFO, and launch the DMA operation. Once DMA is

completed, the data packet is sent to the PC, and the TCP server is ready to attend

another call.

The framework can also be used with the Universal DMA (UDMA), a remote control

suite for interfacing a PC with custom logic in a SoC-FPGA, as explained in [124]. From

the perspective of a PC the UDMA can be seen as a direct interface with the ComBlock

resources. Thus, when using the system with the UDMA compared to the AXI DMA,

the only constraint in the implementation is the number of samples to transmit. This

is because of the limitation on the BRAM instantiated with the ComBlock for buffering,

which depends on the SoC-FPGA resources.

7.1.3 Interface and Control Software

To interface with a PC and facilitate the data acquisition Python scripts were

developed and implemented. These scripts allow for selecting the channels to retrieve and

choosing the data source, either from internally synthesized signals or from the ADCs. In

addition, for testing the communication the scripts check the integrity of the data when

the FPGA synthesizer is selected.

The script for configuring the system and launching the data taking is called

adc read.py and allows the user to customize the board IP address and port, select

the channels to take data, amount of data and source in a simple way.

The script, for a two ADC channels streamer implementation, accepts the following
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options:

python adc read . py −a [ IP ] −p [PORT] −f [FILE NAME] −c1 [CHANNEL1]

−c2 [CHANNEL2] −s [SAMPLE QUANTITY] −t − t i −r

where:

• -a: IP address of the board, default is 192.168.10.10.

• -p: Port of the service for data retrieving, default is 1000.

• -f : Output file name for the data read, default is samples and generates two different

files, one in binary and the other in ASCII.

• -c1: Channel 1 select, is hexadecimal and must be in the range 0:F, default is 0.

• -c1: Channel 2 select, is hexadecimal and must be in the range 0:F, default is 0.

• -s: Quantity of samples to retrieve, it can be in numbers or with the specifiers k or

M for kilo or Mega, default is 1024. The maximum value is 4M data points.

• -t: For test mode enable, in this mode a +1 step increment for each sample is

generated inside the ADC board.

• -ti: For test mode enable, in this mode a +1 step increment for each sample is

generated inside the SoC.

• -r: Applies an entire system reset.

The other script is a simple plotter, for fast verification of the data in a visual mode.

For plotting the data is only necessary to call the script as:

python p l o t s i m p l e . py f i l e n a m e . bin

If no file name is provided then it will search for a file called samples.bin, according

to the default file name of the script for launching the data taking.
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7.2 LVDS Testing and Charaterization

The maximum data rate of the communication between the MSADC and the

Soc-FPGA is a critical topic in the design since they must be able to sustain the raw

data rate from the ADCs for processing at the SoM level. The LVDS lines (channels) are

driven according to the output characteristics of the Virtex-4 (XC4VLX25) when the data

is sourced from the MSADC. According to the DC and switching characteristics specified

in the XC4VLX25 datasheet [87], LVDS is capable of working up to 800 Mb/s if configured

in DDR mode for the lowest speed grade device. However, the actual speed may be lower

due to poor signal integrity in the transmission lines or a suboptimal PDN design. As

discussed in Section 5.2, there are 20 LVDS connected to the FPGA for the interface, and

at least two of them must be used for clocking and synchronizing the data. Therefore, the

maximum theoretical data rate can be calculated as follows:

18 × 800 Mbps = 14400 Mbps (7.1)

When working at 80 Mhz, each MSADC channel stands a raw data rate of:

12 bits × 80 MHz = 960 Mbps (7.2)

For the 16 channels the overall data rate is:

960 Mbps/ch × 16 ch = 15360 Mbps (7.3)

The raw data rate from the ADCs surpasses the transmission capacity of LVDS

outputs to the external SoC-FPGA, as shown by Equation 7.3 and Equation 7.1.

Therefore, it is crucial to determine the actual maximum data rate of the MSADC.

Without this information, it is not possible to determine the number of channels that

can be transmitted to the SoM or assess the need for data compression and the required

compression rate.
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To determine the maximum data rate that the MSADC can handle when

transmitting data to the external SoC-FPGA through LVDS outputs, a specialized test

was conducted. The purpose of this test was to assess data integrity and stress the outputs.

The test procedure involved gradually increasing the transmission frequency of a

known number sequence until errors started to occur. The number sequence was generated

using a free-running counter, which would reset after reaching its maximum value. The

counter was driven by a programmable clock frequency, and both the data and clock

signals were transmitted together.

This testing was performed within the MSADC itself, as depicted in Figure 7.5a. By

incrementing the transmission frequency until data corruption was observed, the maximum

achievable data rate of the MSADC’s LVDS outputs could be determined.

During the data reading process, the OFSODA was utilized. Specifically, the block

diagram depicted in Figure 7.5b was employed for the ADC Driver and clock generation.

The clock frequency responsible for data generation was controlled from the SoM

side using a clock generator referred to as data clk. Within the MSADC, this frequency

was multiplied by a factor of 4 to achieve serialization of the data, resulting in a faster

clock referred to as fast clk.

Figure 7.5c illustrates the timing diagram that showcases the interaction between the

clock and data within the MSADC implementation. The generated data was directly fed

to the OSERDES alongside the data clk and fast clk signals, required for the serialization

process.

The maximum data rate without corruption was characterized for both the Adapter

Board and the FFeCCa. The Adapter Board was able to work up to a frequency of 300

MHz while the FFeCCa was able to work up to 340 MHz. A ramp signal generated at

85 MHz and serialized at 340 MHz (680 Mbps) on the MSADC was successfully received

in the FFeCCa and sent to the PC without any data corruption. However, when the

same ramp signal was generated at 87.5 MHz and serialized at 350 MHz (700 Mbps), data
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Figure 7.5: Block diagram and signals in the serdes scheme.
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corruption was observed, as shown in Figure 7.6. Additional information will be provided

in Chapter 9. It should be noted that the data are asserted in the data taking script once

received and the plots are used for visual representation purposes.

When trying to implement the LVDS lines in the MSADC FPGA design, it was

found that there are 4 of 20 lines that can’t be routed as differential pairs, so there are

actually not 18 LVDS free for routing, but 16.

The overall data transmission capabilities for the MSADC-SoM (FFeCCA) is:

DRmax = 16 × 680 Mbps = 12.2 Gbps (7.4)

From Equation 7.3 the raw data from the ADCs is 15.36 Gbps.

From the tests is concluded that for sending the 16 channels from the MSADC to

the SoM, it has to be done data compression in a factor of at least:

C =
DRraw

DRmax
=

15.36 Gbps

12.20 Gbps
= 1.26 (7.5)
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7.3 DAQ Implementations

From the firmware point of view the DAQ implementations can be grouped as:

a) MSADC firmware

b) SoC firmware (FPGA descriptions + C code)

To ensure a consistent description of the implementations, we will first provide an

overview of the base MSADC project. The implementations for the SoC were done using

the OFSODA as base design. Subsequently, it will be discussed the specific variations

based on the number of channels and transmission schemes. This approach intends for a

systematic and organized presentation of the different implementations.

7.3.1 MSADC Firmware

The MSADC firmware is an adapted version of the current implementation of the

ECAL2 readout [125]. As a brief description, the MSADC original firmware was in charge

of: configuring the ADCs, reading the 16 channels in parallel, making a small pipeline

buffer and sending the last 32 samples each time there was a trigger.

In Figure 7.7 the new firmware implementation is presented as a block diagram.

The main clock is provided by the SoM system and is fed directly to the clock and reset

generator block. From this, all subsystem’s clocks are generated using Digital Clock

Managers (DCMs) to have fine control of the frequencies, phases and starting sequences.

There will be at least three different frequencies, 40 MHz for feeding the ADCs, 80 MHz for

transmitting synchronous with the effective data rate, and 5 MHz for the configuration of

the ADCs. As all the clocks are derived from the same source, there will be no frequency

drift between them. This last characteristic is important, due to the full synchronous

approach is minimized the need for data buffering for cross-domain clock purposes, saving

lot of resources.
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Figure 7.7: Block diagram of new MSADC FPGA firmware for free-running mode.

The ADC Interface core is responsible for configuring all 32 channels of the 4

ADCs, ensuring that the received data is correctly paralyzed and framed according to

the methodology described in [126]. Each of the 16 analog channels is read by two logic

ADC channels, which are referred to as Even and Odd channels. The Even channels are

fed with a 0◦ clock phase, while the Odd channels are fed with a 180◦ clock phase, both

from the same 40 MHz clock. The ADC Interface core interleaves the logic data channels,

combining them as if they were sampled at double frequency by a single logic channel.

However, since the logic channels can have different offset levels due to belonging to

different physical ICs, there is an odd-even restoration level performed after the interface

IP to balance any discrepancies in the baseline levels. Following this, there is a Baseline

adjust to bring all channels to a common base level of 50 counts.

Then, the data select block is responsible for multiplexing and selecting the source

of the data. By default, the data is streamed from the ADC chain. However, it is also

possible to connect the input of the multiplexer to a test pattern generator, which enables

checking the data integrity in the communication between the MSADC and the SoM.
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Table 7.1: MSADC base design resources utilization.

Resource Utilization (%) Available

REGISTERS 1030 (9) 10275

LUT 1247 (5) 21504

BRAM 3 (4) 72

BUFG 11 (34) 32

DCM 4 (50) 8

IO 108 (24) 448

SERDES 16 (4) 448

Following the interleaving process and up to this point, the logic works with an 80

MHz clock frequency.

The base MSADC firmware utilizes various hardware resources, as shown in Table

7.1. This table provides an overview of the resource utilization in the base MSADC

firmware, indicating the utilization of different resources such as LUTs, register (FFs),

BRAM, DCM, BUFGs, SERDES and IOs.

The base design is then customized to meet the specific requirements of each

implementation by incorporating the output streamer scheme. This enables the

transmission of multiple channels based on the transmission capabilities of the physical

constraints, such as available bandwidth or interface protocols.

7.3.2 Two Channels Streamer

The first implementation of the DAQ working in free-running mode was deployed

for two channels. As before, the firmware is presented into two domains, one related to

the MSADC and the other to the SoC, as shown in Figure 7.8.

In the MSADC implementation (Figure 7.8a), the process of selecting specific

channels follows the Channel Reconstruction stage. A two-channel selector is employed to

choose any two independent channels from the 16 available ADC streams. Additionally, a
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Figure 7.8: Two channels streamer firmware implementation.

mode-select multiplexer is included in the signal path to determine the data source. The

resulting output is then transmitted using six ODDRs per channel, utilizing LVDS lines

for transmission to the SoM.
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The configuration parameters for data sourcing, reset, channel 1, and channel 2 are

received from the SoM via single-ended GPIOs of the MSADC joined in a Control Bus.

The SoM implementation can be summarized into three main parts: the ADC Driver

plus the MSADC control interface, the clock and reset generator, and the bulk data transfer

section.

The ADC Driver is in charge of receiving the data streams from the MSADC,

aligning the bits from the IDDRs and assembling the 12 bits words at 80 MHz. There is

a cross-domain clock FIFO for synchronizing the data from the ADC clock domain (80

MHz) to the system clock (100 MHz). To control the MSADC the ComBlock is used,

connected to the AXI-LITE interface, providing an interface with the µP and acting as a

slow control interface.

The Clock and Reset Generator is responsible for generating the 40 MHz main

MSADC clock, receiving the 80 MHz data clock, and resynchronizing that last clock with

the received data.

The bulk data transfer section is done using the OFSODA facilities, using the DMA

resources.

7.3.3 Eight Channels Streamer

For the eight channels implementation as in Figure 7.9, it was changed the channel

transmission scheme. Now, instead of using the ODDR-IDDR scheme, the SERDES

approach was used.

To overcome the limitation of the Ultrascale+ SERDES architecture, which only

supports serializing words of 8 bits in DDR mode, a gearbox circuit was implemented in

the MSADC. This circuit allows for the transmission of 8 channels of 12 bits each into

12 SERDES channels of 8 bits. The gearbox is part of a Parallel Input Serial Output

(PISO) core, as shown in Figure 7.9a. The PISO core also handles the transmission of an

initialization data sequence, which is necessary for adjusting the bit framing boundaries.
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This sequence is always sent after a reset to resynchronize the channels or, anytime under

request. The synchronization process is done at OSERDES-ISERDES pair connection and

is required from the paralyzer (SoM side) to adjust the received 8 bits boundaries. The

OSERDES are fed with the data clock and a fast clock of four times the data frequency

for serializing the data in DDR. As the data frequency is 80 MHz, the fast clock frequency

for serialization is 320 MHz and is forwarded to the SoM to recover the data.

In the SoM design, each of the ISERDES is accompanied by a bitslip core for

readjusting the bit-0 word frame alignment. The bitslip core is enabled during the

synchronization stage and aligns automatically the 8-bits word in two clock cycles. Once

the data is aligned the bitslip remains active, readjusting all the data flow that the

ISERDES paralyze. Then to reconstruct the original 12 bits words, there is the inverse

gearbox for going from 12 channels of 8 bits to the 8 channels 12 bits width.

This implementation allows for transmitting half of the channels of the MSADC

to the SoM in a continuous mode and without making any compression. The design is

prepared for free-running implementations.

7.3.4 Sixteen Channels, buffered and triggered

The 16-channel buffered and triggered approach expands the base MSADC design

by incorporating 16 FIFOs. These FIFOs operate in parallel to buffer the data from all

16 channels, enabling continuous and synchronized data reading. The system is triggered

externally, ensuring synchronized data acquisition across all 16 channels. As shown in

Figure 7.10, the IP Core is in charge of buffering the 16 channels, processing the trigger

signal, and transmitting the data to the SoM through a single data interface channel.

The system continuously buffers data from all 16 channels in parallel and stores it in a

4096-sample FIFO. The number of samples to buffer before triggering can be programmed

at any time to meet the specific requirements of the experiment. This approach facilitates

efficient data collection and ensures accurate synchronization across all channels.
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Figure 7.9: Eight channels streamer firmware implementation.
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Internally, when a trigger signal arrives, after a programmable number of samples the

IP Core stops the buffering process and sends the buffered data to the SoM. The number

of samples to transmit is always constant and equal to 4096, the number of samples after

triggers allows for the selection of the region of interest (4096 samples window) in the

acquired data.

After completing the buffering, all the data are sent sequentially from FIFO 0

to FIFO 15 through a single MSADC-SoM interface channel, similar to the 2-channel

implementation.

From the prospective of the SoM, it is used the same design of the 2-channel

streamer, with a fixed packet length of 4096 × 16 = 65536 samples and changing only

the interpretation of the decoded data once in the PC domain.

Since the data now comes from 16 channels, the interpretation of the decoded data is

different from the 2-channel streamer. The data needs to be demultiplexed to separate the

samples from each channel and then combined into a single data stream for each channel.

This process is done in software once the data is received in the PC domain. The
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software reads the decoded data packets, demultiplexes the data, and combines it into a

single data stream for each channel, which can then be analyzed and processed as required.

7.3.5 Sixteen Channels Streamer

As introduced in subsection 7.2, it is not possible to transmit the 16 channels from

the MSADC to the outside in raw mode as a continuous data stream. To transmit all the

data from the MSADC to the SoM, there is the need for some type of compression. From

Equation 7.5, this compression must have a rate at least 1.26 times in the case data are

transmitted at the highest frequency stand by the LVDS lines (360 MHz).

The use of a lossless compression technique to preserve data characteristics is indeed

a necessary requirement for real-time analysis of signals shape, pulse detection, and

amplitude measurement. This is because any loss of data during compression could result

in inaccurate or incomplete analysis results.

Huffman coding, a well-known technique for lossless compression [127], employs a

variable-length prefix coding algorithm. It assigns shorter codes to frequently encountered

symbols and longer codes to less frequently encountered symbols. This approach optimizes

the representation of data, resulting in efficient compression while preserving the original

information.

The development of the CODEC scheme was a collaborative effort with the

University of Warsaw, and was optimized for the statistics of the detector. The

compression is carried out using a two-stage approach. In the first stage, a derivative

is applied to the signal, reducing the symbol length to the differences between consecutive

samples. While the second is performed by applying a Huffman codification to the 64

most probable values, as in Table 7.2. The statistics of the ECAL2 response showed that

the best input for the Huffman codification is the first derivative.

For example, for a typical trace with pulses and noise as in Figure 7.11a, the

histogram of values for the first and second derivatives are shown in Figures 7.11b and
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Figure 7.11: Raw data trace and histograms of the first and second derivative.

7.11c. From the figures can be concluded that the first derivative performs a better

first-stage code compression, as all histogram bins are distributed closer to zero than the

second derivative. For the values out of the 64 codes, the raw data plus an identifier is

transmitted, incurring a penalty but these values are expected with a low probability of

occurrence.

In the MSADC base design, the multiplexer feeds the encoder and the output is

serialized using ODDR’s. The encoder’s outputs work at a 200 MHz clock frequency for

a safer margin operation. Each channel is serialized in a single ODDR and is connected

through this to a differential buffer configured to work in LVDS.
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Table 7.2: Huffman codes assignation.

Value Codeword Value Codeword Value Codeword Value Codeword

-32 1111101010 -16 111101110 0 00 16 111110011

-31 1111101011 -15 11101010 1 100 17 111110100

-30 1111101100 -14 11101011 2 11001 18 1111110100

-29 1111101101 -13 11101100 3 110110 19 1111110101

-28 1111101110 -12 11101101 4 1110001 20 1111110110

-27 1111101111 -11 11101110 5 1110010 21 1111110111

-26 1111110000 -10 11101111 6 1110011 22 1111111000

-25 1111110001 -9 1101110 7 1110100 23 1111111001

-24 1111110010 -8 1101111 8 11110000 24 1111111010

-23 1111110011 -7 1110000 9 11110001 25 1111111011

-22 111101000 -6 110100 10 11110010 26 1111111100

-21 111101001 -5 110101 11 11110011 27 1111111101

-20 111101010 -4 11000 12 111101111 28 11111111100

-19 111101011 -3 1011 13 111110000 29 11111111101

-18 111101100 -2 010 14 111110001 30 11111111110

-17 111101101 -1 011 15 111110010 31 111111111110
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Figure 7.12: Interface between MSADC and SoM, and CoDec implementation.

During the codification process, each value is assigned a unique code consisting of

a sequence of 0’s and 1’s. These codes are carefully designed to ensure that no code is

a prefix of another code, allowing for unambiguous decoding. When transmitting the

compressed data sequentially, the receiver can recover the original values in the correct

sequence. To prevent error accumulation and facilitate data processing, the compressed

data stream is organized into packets of a predefined length.

On the side of the SoM, the decoder IP core for 16 channels was added to the design

of the base implementation. The ADC driver in this case is composed by: an IDDR per

channel, the decoder and the clocking scheme. At the output of the decoder there is a

continuous data stream that is caught by a CDC FIFO, used to read the data at the

AXI Stream clock. From the decoder is expected a mean clock data rate of 80 MHz per

channel, but from a 100 MHz clock domain, while the AXI Stream clock is 100 MHz.

The codec scheme is channel-independent and the compression rate depends only

on the code assignment based on the signal statistics of each channel. To synchronize all

channels within a 100 MHz (period) window, a very simple but effective mechanism is

implemented. Taking into consideration that all channels are launched at the same time
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and based on the fact that every 12.5 ns there is new data in all channels, the logical and

of all FIFO not empty flag is used to signal a new synchronized data from the ADCs. This

is crucial for ensuring synchronicity, as the time of arrival is one of the features that must

be provided by the feature extraction process.

7.4 ECAL2 Prototype Setup in AMBER Pilot Run

During 2021-2022 there were pilot runs for the Apparatus for the Meson and

Baryon Experimental Research (AMBER) experiment in the M2 beamline, the same as

COMPASS.

The main objective of these pilot runs was to test the new instrumentation, as

well to detect, measure, and identify the different particles that can be generated after

muon-proton collisions using this instrumentation, and to obtain the first data for analysis.

For this purpose, the spectrometer was slightly modified, as well as some parts of the DAQ

and trigger systems.

As the beam time was assigned to AMBER, there was complete availability for

deciding the moments when there was a beam by AMBER users. If there was a need

for access to the beam area for hardware installation or intervention, it was completely

destined for the AMBER team.

For testing the FFeCCa carrier and its hardware/firmware implementations, the

AMBER collaboration assigned a space at the end of the beamline for installing an ECAL2

prototype.

7.4.1 ECAL2 Prototype

The prototype of the ECAL2 used for testing was built as a closed and complete

module of 5 × 5 elements. The prototype is assembled as a miniature ECAL2, where each

element consists of: a shashlik-type scintillator, an FEU 84-3 PMT, and a programmable

Cockcroft–Walton high-voltage power supply to polarize the PMT.
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(a) Photo-multipliers side. (b) Fibers side.

Figure 7.13: ECAL2 prototype pictures from both sides, on the left it can be seen the

photo-multipliers connected to the scintillators, and on the right the fibers for LED pulsing,

coming from the led pulser on top and being inserted on each of the elements.

For controlling and adjusting the slope of the high-voltage polarization value, the

Cockcroft-Walton power supply incorporates a Serial Peripheral Interface (SPI) connected

to a digital-to-analog converter (DAC), allowing for the soft start required by PMTs.

Figure 7.13a shows the twenty-five PCBs of the Cockcroft-Walton power supplies, where

it can be observed a blue switch for assigning each of them the address on the SPI bus.

Similar to the ECAL2 detector, all elements have a fiber connected to a common LED

pulser module to evaluate the operating status of the calorimeter, as shown in Figure

7.13b.

7.4.2 DAQ Readout in Beam Area

The new frontend for the ECAL2 was tested using a prototype placed at the end

part of the beam downstream, in parasitic mode and without intervention of the ECAL2
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wall and without disturbing any other measurement, as shown in Figure 7.14a.

As depicted in Figure 7.14b the setup is composed by: (1) FFeCCa Board, (2)

Shaper, (3) High Voltage Power Supply Control Board, (4) ECAL2 prototype and (5) 100

V Power Supply. Additionally, there is a Personal Computer, a ±5V Power Supply and a

Gbit Ethernet Switch.

In Figure 7.14c, a picture taken from the downstream end looking upstream is shown,

the detector was aligned with the beam to have higher pulse rates.

Figure 7.15 shows a block diagram of the DAQ prepared for this setup. For the

ECAL2 prototype, there are two different interfaces: one connected to the Shaper block,

connecting all the channel outputs, and the other to the high-voltage power supply control

system (HVPSCS) for PMTs polarization. The Shaper output was connected directly to

the FFeCCa board, and the main purpose of the shaping stage was to readapt the PMT

pulses to a more situable signal. The filter has a rise time of 64 ns and a Full Width at

Half Maximum (FWHM) of 120 ns, whereas the time to peak of the FEU84-3 PMT is on

the order of 18 ns, with a FWHM of 20 ns [128]. In our system, this means that there are

between four and five samples of rise time after the shaping filter (the sampling period is

12.5 ns). The COMPASS TCS provides information to the DAQ about the moments at

which the beam is On through the Begin of Spill (BOS) block, connected directly to the

FFeCCa by a LEMO input. Polarization of the PMT is achieved through the HVPSCS,

as well as LED driving for the operative test of the system when there is no beam.

For safe data acquisition, readout, and control, we prepared a dedicated DAQ

PC with Linux OS, all development tools, as in [129] and some specific debuging and

programming tools. The entire system is connected to CERN’s general-purpose Internet

network using a GB Ethernet switch. Therefore, we can access the DAQ PC, HVPSCS,

and FFeCCa board directly through a Secure Shell (SSH) via the Linux Public Login User

Service (LXPLUS) [130]. The DAQ PC was used as a local readout service with a 2 TB

disk space. It is used to launch the data-taking while uploading the data to EOS Open
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(a) Location of the ECAL2 prototype into the beamline.

(b) Front view of the setup. (c) Back view of the setup.

Figure 7.14: Detectors setup for the 2021-2022 AMBER Pilot Run and pictures of the

ECAL2 prototype setup at the end of the beamline.
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Figure 7.15: ECAL2 prototype DAQ installed for 2021 AMBER pilot run.

Storage [131]. Owing to the limited bandwidth of the upload link to the CERN network,

the only limitation in data acquisition is the disk space. When 90% of the disk space was

full, data acquisition was stopped automatically until the data were uploaded to CERN

storage services.

With this setup, more than 2 TB of data was collected from the ECAL2 prototype.

The results are presented in Chapter 9. Both, the hardware and firmware implementations

were successfully tested and validated.

Based on these tests the FFeCCa-based DAQ system was confirmed for the ECAL2,

and the production of additional 20 FFeCCa boards were ordered to cover 100 Channels

of the detector, required for the Proton Radius Measurement on 2023/2024. In Chapter

10 more detailes are provided

7.5 Summary

In this chapter, an open framework for SoC-FPGA-based data acquisition (DAQ)

systems is presented. The framework addresses the complexity of hardware development
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and provides a modular design that allows for easy integration of new data acquisition

frontend electronics. It includes FPGA firmware, processor firmware, and interface/control

software components.

The FPGA firmware is designed using VHDL and is organized into several modules

that handle data processing, control, and clock management. A custom IP block called

ComBlock is used for communication between the programmable logic (PL) and the

processor system (PS). It offers well-defined interfaces for configuring and reading the

FPGA design, simplifying the interaction between the two components.

The processor firmware is based on FreeRTOS Xilinx and lwIP library for TCP/IP

communication. It handles the initial configuration of the FPGA, system reset, and data

acquisition control. It also establishes a TCP server for receiving commands from a PC

and launching data acquisition.

Python scripts are developed for interfacing with the PC and facilitating data

acquisition. These scripts provide a user-friendly interface for selecting channels, data

sources, and other parameters. Additionally, a simple plotter script is provided for

visualizing the acquired data.

Different implementations are discussed, including two-channel, eight-channel, and

sixteen-channel streamers. The sixteen-channel buffered implementation involves FIFOs

for buffering and an external trigger for synchronization. Lossless data compression

techniques, specifically Huffman coding, are utilized to compress and transmit data

effectively when working in a free-running mode. In Figure 7.16, a comparison of all

the implementations is shown. It can be observed that the two-channel streamer utilizes

the least amount of resources. However, when considering the number of channels

implemented, it is also the least efficient in terms of resource utilization, while the most

resources consuming implementation is the sixteen channels without the codec. The

most efficient from the MSADC side per channel is the eight channels streamer, and

from the SoM side the sixteen channels without the compression. Nevertheless, this last
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Figure 7.16: Comparison of resources usages between the different implementations in

percentage.

implementation is not feasible to be used in the free-running mode, so it is excluded from

the final evaluation.

In conclusion, the eighth channel streamer is the most efficient implementation.

However, because of the loss of half of the channels, the preferred option is the

sixteen-channel streamer with the encoder, despite requiring more than double the

resources in both FPGAs. When evaluating the SoM implementation per channel,

the resource utilization is nearly the same for both options, which encourages the

implementation of sixteen channels.

During October and November 2021, the AMBER experiment conducted a pilot run

at the M2 beamline to test new instrumentation and collect initial data. The FFeCCa DAQ

with an ECAL2 prototype was successfully tested in parasitic mode, and data acquisition
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was performed without errors. Based on this validation, twenty FFeCCa boards are under

production to be integrated into the COMPASS/AMBER DAQ system.

The OFSODA project can be found at:https://gitlab.com/brunovali/ofsoda.
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Chapter 8

Digital Pulse Processing

The data features extraction in real-time, specifically the amplitude and time of

arrival extraction, is done by online digitally processing the signals coming from the

detectors. A digital pulse processor based on Finite Impulse Response (FIR) filters for

detecting and measuring the amplitude of the pulses is presented in this chapter. The

time of arrival will be extracted in a coarse grain way, given by a free-running counter at

the frequency of the ADC.

The method is introduced, explained and developed for an X-ray spectroscopy data

set, for the decay of Fe55 into Mn using a custom Silicon Drift Detector, as in [132]. As

for generating the filter coefficients the method relies on the mathematical model of the

pulses and the intrinsic noise of the channels, for generating filters for the ECAL2 pulses

the only change we have to do is to replace the pulse model and the noise parameters.

The main reason for presenting the digital pulse processor using an X-ray dataset

instead of the ECAL2 pulses is due to the reference provided by the spectroscopy lines of

Kα and Kβ of the decay, allowing the possibility for calibration and comparison to other

methods.
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8.1 Related Works and State of the Art

Several digital pulse processing techniques have been introduced for spectral

measurements over the years.

In 1993, Jordanov and Knoll [133] presented a real-time DPP using a moving average

technique built on high-speed programmable logic devices (PLD) and fast-TTL integrated

circuits. This implementation included a conventional quasi-Gaussian analog shaper after

the CSA. In 1994, they extended their work by introducing fast recursive digital algorithms

implemented on a personal computer (PC) for the synthesis of symmetric triangular and

trapezoidal pulse shapes, thereby replacing the traditional analog pulse shapers [134].

Later that year, Jordanov V. et al. [135] implemented digital shaper algorithms on

dedicated hardware by avoiding the use of a PC for offline pulse processing.

Guzik Z. and Krakowski T. [136] presented a full set of recursive algorithms based on

the Z-transform for trapezoidal pulse shaping with pole-zero cancellation for exponentially

decaying input pulses. The complete system was implemented on an FPGA, and included

energy reconstruction, baseline restoration, trigger generation, and event acceptance. The

use of this approach is limited because of the complexity of deriving recursive formulas for

different input pulse shapes generated by various pulse detection systems.

Sajedi S. et al. [137] proposed an FPGA-based non-linear recursive filter design

for high-rate pulse feature extraction in nuclear medicine imaging and spectroscopy. Real

data were obtained directly from the pre-amplifier of the detection system. It was then

fitted offline using the least-squares curve fitting method in PC to obtain the deterministic

pulse model. The pulse shape model was then used to generate look-up tables (LUT) and

implement non-linear recursive filters. The main disadvantage of this system is the large

usage of memory elements. The aforementioned methods disregard the noise present in

the system.

In contrast to the progression of recursive IIR methods, non-recursive FIR-based

digital signal processing methods have been independently developed for pulse-height
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analysis. In 1996, Gatti E. et al. [138] introduced a method for calculating the FIR filter

coefficients for nuclear spectroscopy with time-domain constraints and the uncorrelated

noise present in the signal. The filter was obtained by solving a set of linear equations

derived by expressing the filter shape and equivalent noise charge as modified Fourier sine

series. Later, Gatti E. et al. [139] modified the method and incorporated experimental

noise by estimating the noise power spectral density of data obtained from an analog

shaper in the absence of pulses.

In 2002, Riboldi et al. proposed a numerical approach based on the least mean

squares method [140] to calculate the optimum FIR filter coefficients. In 2004, Gatti E.

et al. presented the fully formalized method [141] named DPLMS. A drawback of this

method is that it directly estimates noise using the sampled data stream by assuming

that no correlated noise is present. In 2007, Riboldi S. et al. [142] extended the DPLMS

method by addressing the correlated noise. Additionally, there are several publications

that detailed FIR-based digital pulse shaping systems by utilizing the DPLMS method

implemented on FPGAs [143, 144, 145] and SoC-FPGAs [146].

Considering the mentioned contributions, it can be noted that the DPLMS

optimization method improves the SNR of the output pulse. However, the application

of this method requires the knowledge of the real characteristics of the noise and an

accurate mathematical model for the noiseless pulse. This chapter presents an effective

procedure to evaluate the model, characterize the noise present in the system, and include

this information along with other constraints in the DPLMS method.

8.2 X-ray Spectroscopy Detection System

Particle detectors are central devices in X-ray spectroscopy. They are available

in different technologies, such as gaseous ionization detectors, silicon drift detectors

(SDD), photodiode detectors, and photomultipliers. Among these, interest in SDD for

single-photon detection has been constantly growing since its introduction by Gatti and
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Rehak in 1983 [147, 148]. Owing to their intrinsic low noise and ability to operate with

high photon rates, they are widely used in X-ray spectroscopy.

X-ray photon detectors generate a small amount of electric charge for each absorbed

photon. This charge is proportional to the energy of the photon and produces a very

small and short current pulse, which typically requires amplification and filtering before

the analysis. The first amplification stage is commonly performed using a charge sensitive

amplifier (CSA) that integrates a small charge, producing a relatively large voltage step

[149, 150]. This voltage step is further amplified and filtered using a pulse-shaping amplifier

(PSA), which produces a semi-Gaussian pulse ready for digitization.

A typical single-photon detection system in X-ray spectroscopy consists of a detector,

CSA, PSA, ADC, and DPP for pulse amplitude measurement, as shown in Figure 8.1.

PSA DPPADCCSASDD

Figure 8.1: Block diagram of a typical single-photon detection system showing the incident

photon on the silicon drift detector (SDD), CSA, optional pulse shaping amplifier (PSA),

analog-to-digital converter (ADC), and digital pulse processor (DPP).

In these photon detection systems, the major electronic noise contributors are the

CSA and the leakage current of the detector. The first CSA was proposed in 1956 by

Gatti [151]. Subsequently, continuous modifications have been made to improve the SNR

[152, 153].

An idealized noiseless CSA output pulse can be described by an exponential upward

step-like pulse, expressed as follows:

V (t) =


0, t ≤ t0;

A(1 − e
−(t−t0)

τ ), t > t0;

(8.1)
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where t0 is the pulse arrival time and τ is the exponential rise time of the CSA, which is

limited and determined by the non-zero charge integration time.

The CSA integrates not only the charge produced by the absorbed photons but also

the leakage current of the detector. Owing to this small constant leakage current, the CSA

produces a ramp with a constant slope. The complete output signal of the CSA can be

modeled as a superposition of the ramp, ideal pulse, and noise, as follows:

V (t) =


B0 +B1t+ n(t), t ≤ t0;

A(1 − e
−(t−t0)

τ ) +B0 +B1t+ n(t), t > t0;

(8.2)

where B0 denotes an arbitrary offset, B1 denotes the angular coefficient corresponding to

the constant slope of the baseline ramp, and n(t) is the noise component. For digitized

signals, the CSA output can be rewritten by replacing the continuous time variable t with

the discrete index i, which expresses time in units of sampling periods, as follows:

xi =


B0 +B1i+ ni, i ≤ t0;

A(1 − e
−(i−t0)

τ ) +B0 +B1i+ ni, i > t0;

(8.3)

The parameters A and B0 are then expressed in ADC value, t0 and τ are expressed

in units of sampling periods, and B1 in ADC value per sampling period.

8.2.1 Experimental data

For this part of the work, an experimental dataset from a typical X-ray fluorescence

experiment is considered. The data were obtained by digitizing the signal from a low-noise

CSA coupled with a SDD-based single-photon detection system [152, 154, 155, 156]

without a PSA. The dataset contains 2929 segments sampled at 40 Mhz with a 12-bit

ADC. Each segment is 512 samples long and contains a single-photon pulse, as shown in

Figure 8.2. This dataset was taken under normal operating conditions; thus, it includes

real noise. A trigger system and a circular buffer allowed capturing the traces with the
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pulses starting around the 200th sample.
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Figure 8.2: Typical experimental single-photon pulse at the output of the charge sensitive

amplifier (CSA).

One characteristic of this dataset is that all photons present a different offset value.

This was caused by the background slope and the random arrival times of the photons

[157, 158].

8.3 Digital Pulse Shaping

In traditional pulse processing systems, the output of the CSA goes through a

shaping stage, which improves SNR and converts step-like pulses to pulses suitable for

subsequent digital acquisition and signal processing.

A typical CR − (RC)n analog pulse shaper amplifier consists of one differentiator

followed by n integrators to produce a semi-Gaussian output pulse [159]. This type of

analog shapers can be replaced by modern digital shaping systems, which offer several

advantages [160, 161]. In these systems, the CSA output is directly digitized using a

fast ADC and is immediately processed by a customized DPP. The pulse shaping can be

digitally implemented in a more controlled way than with an analog circuit. An ideal DPP

produces the most accurate and precise amplitude measurement of the CSA output.

A simplified block diagram of a DPP [162] for high-resolution X-ray spectroscopy
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Figure 8.3: Simplified block diagram of the digital pulse processing unit.

is shown in Figure 8.3. It consists of two separate data paths from the same channel:

one for the precise detection of photon arrival and the other one for shaping the input

pulse based on an FIR filter. The pulse detection module detects the arrival time and

decides when to retrieve the pulse amplitude. The module also controls a FIFO to store

the amplitude from the digital shaping filter output at the correct sampling time. The

FIFO allows asynchronous storage of the amplitudes of pulses, that typically occurs at

random times, and a synchronous regular reading by the system hosting the DPP.

The digital shaping filter should fulfill the following requisites:

1. Be independent of any offset

2. Be independent of any constant background slope

3. Optimize the SNR, according to real noise characteristics

4. Generate a flat-top to mitigate the uncertainty of the pulse arrival time detection.

An additional requirement regards the time resolution of the filter, which strongly

depends on its length. If two photons are separated by less than the filter integration time,

the filter may not be able to properly process each one. For high photon-rate regimes, it

is essential to make the shortest possible filter without significantly sacrificing the filtering
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capabilities. Taking this aspect into account, the length of the filters considered in this

part of the study has been fixed to 80 taps at 40 Msps.

8.3.1 Trapezoidal FIR Filter

As a starting point, a trapezoidal output filter approximation is implemented to

measure the pulse amplitude [163]. Figure 8.4 shows the filter coefficients and the output

pulse corresponding to an experimental input pulse, such as that in Figure 8.2.
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Figure 8.4: Trapezoidal FIR coefficients (a) and the output pulse (b) corresponding to an

experimental input pulse like that of Figure 8.2.

The underlying idea of this filter is that the amplitude of the pulse can be calculated

by waiting for the CSA output to settle within an acceptable error and then subtracting

from it the baseline before the arrival of the pulse. To attenuate the white noise, a simple
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average before and after the pulse allows more precise estimation of the pulse amplitude.

The number of positive, null, and negative filter coefficients respectively corresponds to

the parameters tR, tFT and tF . The tR positive coefficients of the filter compute a moving

average and determine the rise time of the output pulse. Their value is constant and equal

to 1/tR. The tFT central null coefficients define the time waited for the output pulse to

settle within an acceptable error, and the duration of a nearly flat-top of the output pulse.

Finally, the tF negative coefficients compute another moving average and determine the

fall time of the output pulse. Their value is constant and equal to 1/tF . These three

parameters are bounded by the condition tR + tFT + tF = 80, since the considered length

of the filter has been fixed at 80. Regarding the FIR filter output, it can be seen that

there is some top flatness that could reduce the error in the amplitude measurement. But

it can also be observed that the output of the filter presents an offset that introduces an

error in the amplitude measurement. This error increases with the background slope, but

it can be corrected by modifying the FIR filter, as explained in Subsection 8.3.2.

8.3.2 Geometrically Derived FIR Filter

To correct the above mentioned error due to the background slope, we perform a

study on the geometry of the pulse. A typical photon pulse with its geometrical features is

shown in Figure 8.5. The height of the two points in the middle of the segments indicated

with tR and tF correspond to the average height computed over those segments. The

trapezoidal filter computes the difference between these average values as an estimation of

the pulse amplitude A, but we can see that this difference is A+D instead of the expected

true value A.

The amplitude error D due to the background slope is related to tan α, as follows:

tan α =
D

1
2 tR + tFT + 1

2 tF
(8.4)

The value of tan α can be estimated using the least-squares method considering the tR

154



8.3. DIGITAL PULSE SHAPING

100

150

200

250

A
m

pl
itu

de
 (

a.
u.

)

0 100 200 300 400 500

Time (Sampling Periods)

Figure 8.5: Typical photon pulse with its geometrical features highlighted. The two points

in the middle of tR and tF segments corresponds to their average values.

samples before the arrival of the pulse. A closed-form expression for estimating tan α can

be written as follows (see Appendix 11.2 for details):

tan α ≈
tR−1∑
i=0

−6

(
1 + tR − 2i

t3R − tR

)
xi (8.5)

From equation (8.4) and (8.5), the error D is estimated as

D =

tR−1∑
i=0

−6

(
1 + tR − 2i

t3R − tR

)(
1
2 tR + tFT + 1

2 tF
)
xi (8.6)

and the correct amplitude A is then calculated as follows:

A =
1

tF

tR+tFT+tF−1∑
i=tR+tFT

xi −
1

tR

tR−1∑
i=0

xi −
tR−1∑
i=0

−6

(
1 + tR − 2i

t3R − tR

)(
1
2 tR + tFT + 1

2 tF
)
xi (8.7)

By simplifying and rearranging the previous expression, we can show that the amplitude

can be computed as a linear combination of the sequential data xi with constant

coefficients:

A =

tR+tFT+tF−1∑
i=tR+tFT

1

tF
xi +

tR−1∑
i=0

[
− 1

tR
+ 6

(
1 + tR − 2i

t3R − tR

)(
1
2 tR + tFT + 1

2 tF
)]
xi (8.8)
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It can be seen that the pulse amplitude A can be continuously evaluated by an FIR

filter whose coefficients are described as follows:

ci =


1
tF
, $0 ≤ i < tF ;

0, tF ≤ i < tF + tFT ;

− 1
tR

+ 6
(
1+tR−2i
t3R−tR

) (
1
2 tR + tFT + 1

2 tF
)
, tF + tFT ≤ i < tF + tFT + tR;

(8.9)

The central null coefficients determine the nearly flat-top region of the output pulse.

Figure 8.6 shows these geometrically derived (GD) FIR coefficients with the parameters

tR = 35, tFT = 10, and tF = 35, and the output pulse obtained with this filter is applied

to an experimental pulse. As expected, this GD FIR filter suppresses the offset and

background slope of the input pulse.

8.4 Data Analysis and FIR Filter Optimization

As described in Section 8.3, it is desirable that the shaping filter output pulse has the

highest possible SNR and a flat-top to mitigate the uncertainty of the photon arrival time.

These two main conditions directly contribute to achieving an optimal energy resolution

[164]. To satisfy these conditions, based on the analysis of the experimental data, an

accurate mathematical model for the input pulse was defined (Subsection 8.4.1) and the

noise characterized (Subsection 8.4.2).

The input pulse model is essential because (i) it allows the noise characterization

by correctly separating the stochastic component (noise) from the deterministic signal

and (ii) it contributes to a correct calculation of the FIR filter coefficients to determine a

flat-top at the output.

The adapted DPLMS method, based on the pulse model and the characterized noise,

is presented in subsection 8.4.3.
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Figure 8.6: GD FIR coefficients (a) and the output pulse corresponding to an experimental

input pulse (b).

8.4.1 Pulse modeling

The model parameters A, B0, B1, t0, and τ of the deterministic noiseless input

pulse described in Equation (8.3) are estimated numerically by fitting the model to the

experimental data. A typical experimental pulse with a fitted model and corresponding

residuals are shown in Figure 8.7. The residuals would correspond to the stochastic

component and should be considered as the noise {ni}.

The residuals plot in Figure 8.7 shows a relatively large spike around the starting

point of the pulse, which indicates inaccurate modeling. Therefore, we propose a

bi-exponential pulse model with the same number of parameters, described by equation

(8.10).
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(b) Residuals.

Figure 8.7: Exponential model fitting (a) with its corresponding residuals (b).

xi =


B0 + iB1 + ni, i ≤ t0;

A
(

1 − 2e
−(i−t0)

τ + e
−2(i−t0)

τ

)
+B0 + iB1 + ni, i > t0;

(8.10)

This model is a heuristic model that can be analytically derived from some

assumptions about the transfer function of the CSA (see Appendix 11.1 for details). The

result of the fitting with the bi-exponential model is shown in Figure 8.8. The improvement

can be observed in the residuals, which do not present evident artifacts.

Table 8.1 shows a comparison of both models using the mean quadratic residuals,

peak-to-peak residuals, and Akaike information criterion [165] evaluated over all fitted

pulses. The calculated values of these indicators confirm that the bi-exponential model is
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Figure 8.8: Bi-exponential model fitting (a) and corresponding residuals (b).

significantly more accurate than the exponential one.

Table 8.1: Pulse models comparison.

Exponential Model Bi-exponential Model

Mean quadratic residuals 6201 5914

Mean peak-to-peak residuals 13.7 6.6

Mean Akaike information criterion 1720 1397

Figure 8.9 shows the distributions of all fitted model parameters when using the

bi-exponential model. The average values of the fitting parameters along with their

standard deviations are presented in Table 8.2. The parameter B0 is a vertical offset
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Figure 8.9: Histograms of the fitted parameters corresponding to the biexponential model.

that randomly changes from pulse to pulse, and is distributed rather uniformly. The

arrival time t0 and the slope coefficient B1 are also stochastic variables that change from

pulse to pulse but closely follow Gaussian distributions. In contrast, the mean value of

τ is the estimate of the only parameter that characterizes the ideal pulse shape, and is

assumed to be equal for all photons.

Since the amplitude of a photon pulse is proportional to the photon energy, the

histogram of the fitted amplitudes in Figure 8.9a represents the energy spectrum of the

detected photons that, in this study, corresponds to transition lines of Manganese (Mn).

The two main peaks correspond to the lines Kα and Kβ respectively at 5890 eV and

6490 eV [166], and the third small peak (around 140) corresponds to 90-degree Compton
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scattered photons.

Table 8.2: Mean values and standard deviations of the fitted model parameters.

Parameter Mean Value
Standard

Deviation

Slope (B1) 0.13 0.01

Arrival time (t0) 194.3 1.4

Exponential time (τ) 6.02 0.24

Offset (B0) 2548 272

8.4.2 FIR Input Noise Characterization and Output Noise Estimation

Based on the fitting of the pulses and the residuals calculation, we can proceed to

define the noise at the output of the filter. Let y be the convolution of an input signal x

with a k-tap FIR filter,

yj =
k−1∑
i=0

ci xj−i (8.11)

Assuming that x is the noise at the input, a statistical description of the noise at

the output y is needed. Hence, the variance of y, denoted by σ2y , can be written as

σ2y =
〈
(y − ⟨y⟩)2

〉
=

n−1∑
i=0

n−1∑
j=0

ci cj ⟨xi − ⟨xi⟩⟩ ⟨xj − ⟨xj⟩⟩︸ ︷︷ ︸
Covariance MatrixVi,j

(8.12)

In this case, the noise in the experimental data is considered stationary. Moreover,

the autocovariance matrix becomes the normalized autocorrelation function (ACF) when

the data {xi} is standardized such that the mean ⟨xi⟩ is 0 and the standard deviation σx

is 1; in this case, equation (8.12) can be rewritten in terms of the ACF as
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σ2y =
k−1∑
i=0

k−1∑
j=0

ci cj ACF (|i− j|) (8.13)

where the normalized ACF is estimated from the experiemntal data {xi} as follows:

ACF (j) =

∑N−j
i=1 xi xi+j∑N−j

i=1 x2i
(8.14)

Here N is the maximum number of consecutive samples available in the residuals. From the

experimental dataset, the normalized ACF of each segment was calculated using equation

(8.14) where N = 512 and {xi} are the model fitting residuals. Then, all ACFs estimated

on each segment were averaged to be later used in equation (8.13). Figure 8.10 shows the

first 80 values of the normalized average ACF.
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Figure 8.10: Normalized average autocorrelation function estimated from the residuals of

the fitted photon segments.

The normalized average autocorrelation function in Figure 8.10 shows an abrupt

change, from 1 with lag = 0, to about 0.7 with lag = 1, and from there it follows a smooth

decay to slightly negative values from lag = 40 onward. The first abrupt change would

correspond to a white noise component, whereas the smooth decay would correspond to

relatively low frequency components of the noise spectrum.
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8.4.3 Adapted DPLMS Filter Optimization

The original DPLMS method considers a number of constraints and a set of

corresponding weights. These constraints define the objectives of the optimization, and

their corresponding weights determine their relative relevance. In this way it is possible

to reach a trade-off among goals that cannot be all fully satisfied. These constraints were

adapted taking into account the characteristics of the experimental system. Based on

the optimum digital shaping filter requisites, described in Section 8.3, four constraints are

defined. One constraint removes the constant offset in the signal. Another one removes the

background ramp due to the leakage current. The SNR is maximized using a constraint

that minimizes the variance at the output of the filter in the presence of noise, as described

in equation (8.13). Finally, the flat-top is determined by a constraint that minimizes the

error between the amplitude of an ideal input pulse and the convolution of the filter with

that input pulse model.

The weights of each constraint can be arbitrarily set between zero and infinite.

By adjusting the relative values of the different weights, it is possible to obtain diverse

trade-offs among competing requirements.

To be immune to the offset introduced by the term B0 of the pulse model in equation

(8.10), it is enough that the k-tap FIR filter coefficients {ci} comply with the following

constraint:

k−1∑
i=0

ci = 0 (8.15)

The ramp slope given by the angular coefficient B1 will also introduce a bias in the

pulse amplitude measurement. To cancel this effect we impose the following constraint:

k−1∑
i=0

ci i = 0 (8.16)

Another source of error when measuring the amplitude of the pulse is biven by the

pulse arrival time detection method. Since the value of the pulse amplitude is captured
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at the output of the FIR filter after a fixed time from the pulse detection, any error in the

determination of the pulse arrival time will be automatically transferred to the sampling

time of the filter output. By holding the amplitude value for a determined time, a flat-top

is created in the output pulse effectively compensating for the error in the estimation of

the photon arrival time. This condition is expressed by the following constraints on every

output yj of the flat-top region,

yj =
k−1∑
i=0

ci xj−i = A, j ∈ [tR, tR + tFT − 1] (8.17)

where x is a pulse modeled with equation (8.10) without noise, and A is its amplitude.

To improve the amplitude measurement, the noise in the filter output needs to

be minimized. This can be achieved by decreasing the filter output variance described

by equation (8.13). By considering this requirement, and the constraints expressed in

equations (8.15), (8.16), and (8.17), we define the following quadratic cost function:

Ψ(c0, c1, . . . , ck−1) = α1

(
k−1∑
i=0

ci

)2

+ α2

(
k−1∑
i=0

ci i

)2

+ α3

tR+tFT−1∑
j=tR

(
k−1∑
i=0

ci xk+j−i −A

)2

+

α4

k−1∑
i=0

k−1∑
j=0

ci cj ACF|i−j|

(8.18)

The significance of each constraint is determined by the relative values of the weights {αj}
associated with each corresponding quadratic term. By minimizing the function Ψ for a

given set of weights {αj} it is possible to obtain an optimal set of coefficients {ci}opt, that

is

{c0, c1, . . . , ck−1}opt = argmin
{c0,c1,...,ck−1}

Ψ(c0, c1, . . . , ck−1) (8.19)

If a weight αi is set to zero, then the associated constraint is completely ignored, whereas

in the limit where the weight approaches infinite, the constraint tends to be fully satisfied
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by the optimization, as in the case of the Lagrange’s multipliers method. There are no

formulated rules to obtain the best weights {αj}, and these are manually adjusted after

multiple trials.

An optimized set of coefficients was generated by minimizing the quadratic cost

function Ψ (equation (8.18)). The minimization was performed using numerical software

optimization routines, where the function Ψ was set by carefully selecting the values of the

weights {αi}. Figure 8.11 shows the generated 80-tap FIR filter and the filtered output

pulse corresponding to an experimental input pulse.
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Figure 8.11: DPLMS FIR coefficients (top) and the corresponding output after being

applied to an experimental pulse (bottom).
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8.5 Comparison of the Described Methods

Four methods were described and applied to obtain the energy spectrum from the

same experimental dataset of single-photon pulses.

Three methods are based on FIR filtering for pulse amplitude measurement,

Subsections 8.3.1, 8.3.2 and 8.4.3. The other method consists in fitting each single pulse

trace with a model where the amplitude is one of the fitting parameters.

In all cases, the histogram of the amplitudes estimates the energy spectrum of the

detected photons. Each histogram has been approximated using a weighted sum of three

Gaussian distributions. The two largest peaks correspond to X-Ray fluorescent photons,

and the smallest one to Compton scattered photons (see histogram of amplitudes in Figure

8.9). Given that the two main peaks correspond to the Kα and Kβ transition lines of Mn,

whose energies are respectively 5890 eV and 6490 eV, it is possible to calibrate the system

[166] establishing a linear correspondence between amplitude expressed in ADC channels

and energy expressed in eV.

Table 8.3 shows the full width at half maximum (FWHM) obtained with each method

with its corresponding uncertainty. The FWHM for the 90-degree Compton scattered

photons is not considered due to insufficient statistical representation in the dataset. The

background slope introduces an offset error in the measured amplitude. This error is

corrected in the GD FIR and fitting methods, allowing a simple one-point calibration

and making the filter immune to possible slope variations after calibration. On the other

hand, the trapezoidal FIR method requires a two-point calibration process to correct the

background slope error. The DPLMS FIR results have been achieved by emphasising

energy resolution, placing the slope-error correction in a lower priority.

The best results in terms of energy resolution have been obtained with an FIR filter

optimized with the adapted DPLMS method. This method is the only one that considers

the specific noise in the dataset and simultaneously allows control of the top flatness of

the output pulse. In order to obtain the best results, we have relaxed the weight of the
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Table 8.3: Comparison of energy resolutions with different methods to estimate the energy

spectrum.

Method FWHM Kα

[eV]

FWHM Kβ

[eV]

Slope-error

correction

Trapezoidal FIR 207 ± 3 247 ± 17 no

GD FIR 286 ± 4 316 ± 16 yes

Fitting† 267 ± 4 288 ± 17 yes

DPLMS FIR 202 ± 2 233 ± 12 no

†These results correspond to the histogram of the amplitudes obtained by fitting all available photon traces.

slope error correction.

The fitting of individual photon pulses is a numerically heavy procedure to obtain

the pulse amplitude. Although this method is not suitable for online data processing, it is

expected to provide the most precise spectrum. The best results however were obtained

with the DPLMS FIR method which outperformed the fitting procedure by about 20% in

terms of energy resolution.

8.6 ECAL2 Pulse Model and Noise Characterization

As introduced in Chapter 4 the ECAL2 converts the energy of electrons, positrons,

and photons into an electric pulse. These pulses are then reshaped by a first-order low-pass

filter to readapt the signal properties for being read with the MSADC. Figure 8.12 shows

a typical pulse from the ECAL2 captured by the COMPASS DAQ after the arrival of a

trigger decision (blue dots).

To study the ECAL2 pulses a dataset from a COMPASS run of 2012 was selected.

The dataset corresponds to events derived from the interaction between a fixed target

and a 160 GeV muon beam. In this study and for a general approach, the pulses are not
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Figure 8.12: Typical sampled pulse of the ECAL2 and fitted curve.

tagged by the (x,y) position or type of scintillation material. In this way, the analysis is

performed according only to the shape of the pulse.

The pulse information is obtained by analyzing a data set containing around 1.2

million segments, corresponding to triggered events. As these pulses are 32 samples long,

the frequency information is very limited and may be not enough for applying the the

DPLMS method. 32 samples means a frequency resolution of:

∆f =
fs
N

=
80MHz

32
= 2, 5 MHz (8.20)

This length does not allow the study of low-frequency spectral content. As a big

part of the noise will be located in that region the dataset is not appropriate for including

the noise information in the DPLMS method. For this purpose, the database generated

during the data taking of the AMBER Pilot run with our setup, as in Section 7.4 will

be used. The dataset contains data traces of up 4M data points without interruption per

channel (52 ms length).

∆f =
fs

NMAX
=

80MHz

4.194.303
= 19.07 Hz (8.21)

As in principle there is no clue about the low-frequency noise of the detector chain,

the best option is to have the best resolution. The low-frequency noise will be related to
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Table 8.4: Noise statistics on different channels of ECAL2 prototype.

Stat ch0 ch1 ch2 ch3 ch4 ch5 ch6 ch7

µ 49.43 49.40 49.73 49.45 49.80 49.49 49.41 49.63

σ 1.37 1.19 1.21 2.83 0.74 0.75 0.74 0.74

Stat ch8 ch9 ch10 ch11 ch12 ch13 ch14 ch15

µ 49.41 49.45 49.75 49.52 49.44 49.58 49.30 49.64

σ 0.72 0.73 0.71 1.52 0.81 0.91 0.89 1.69

the base level of the signals and can influence the pulse detection method and amplitude

calculation.

For each of the channels the mean value and the standard deviation of the noise

was estimated. Table 8.4 shows both values, for all channels and for data taken with the

prototype setup installed at the end of the COMPASS beamline, when there was no beam

and with the power supply on. The dataset is the same used to adjust the compression

algorithm of Section 7.3.5 and, to build the statistics for Figures 7.11b and 7.11c.

8.6.1 Pulse Modeling

Once the typical pulse is identified, a suitable model and the correct value of the

parameters need to be determined.

Without making any consideration from the shaper filter order, the first

approximation for the mathematical model was obtained by proposing it heuristically.

From the bell-shaped distribution of the signal, its smoothness and slow tail decay a

model corresponding to a second order semi-Gaussian analog filter is proposed.

Considering that the experimental signals are the superposition of an ideal signal

with a secondary smaller pulse plus noise, we can assume that the residuals of individual

fittings represent the actual noise in the trace. Taking all this into account, the model is
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defined as follows

F (t, t0, τ, β, a, k, t1) =



β, t < t0

β + a
(
e(t−t0)

2τ

)2
e−

(t−t0)
τ , t0 ≤ t < t0 + t1

β + a
(
e(t−t0)

2τ

)2
e−

(t−t0)
τ +

ka
(
e(t−t0−t1)

2τ

)2
e−

(t−t0−t1)
τ , t0 + t1 ≤ t

(8.22)

where β represents the constant offset due to the dark current of the PMT [167] plus the

amplifier DC offset value and other factors. The amplitude is denoted by the parameter a,

the arrival time by t0, and the exponential time by τ . The parameter k defines the relative

amplitude of the second pulse with respect to the main pulse. t1 defines the secondary

pulse arrival time as a delay relative to t0. From a graphical representation, all parameters

are marked in Figure 8.12.

Fitting of the pulse model was performed using a subgroup of pulses, the most

representative of the system. The pulses were filtered according to their shapes and

minimum amplitudes: all pulses with their barycenter in the range between 12 and 15

and an amplitude value greater than 100 ADC counts above the baseline will be in the

group. After the pulse selection, from the 1.2 million traces of the data base, only about

a 10 % of the pulses remained. Figure 8.13 shows the superposition of all pulses filtered

with according to the previous constraints.

Then, the selected pulses were used to fit the model parameters, the result of the

values being those of Table 8.5.

The results of the fitting are also depicted in Figure 8.14. The procedure for the

fitting was done based on the Differential Evolution algorithm [168], which for our scope

gives the best results with the lowest execution times. To fit the pulse, we enter the

exploration ranges for each of the parameters so the algorithm can converge in an efficient

way. The only parameter that was fixed as a constraint was ”N = 2”.

The figures show the distribution of all the parameter values as histograms and their

mean values at the top. The mean amplitude distribution starts at 100, and the mean
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Figure 8.13: Filtered pulses overlay.

Table 8.5: Best parameter values of bi-exponential model fitting.

Parameter Value

N 2

t0 8.43

α 671.50

τ 1.77

β 48.23

k 0.11

t1 7.91
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(a) Amplitude (α). (b) Arrival time (t0).

(c) Exponential time (τ). (d) Offset (β).

(e) Reflected pulse (k). (f) Reflected pulse time (t1).

Figure 8.14: Histograms of the fitted parameters corresponding to the biexponential

ECAL2 pulse model.
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(a) Residuals. (b) Autocorrelation values.

Figure 8.15: Residuals of the fitted parameters corresponding to the biexponential ECAL2

pulse model.

is calculated as the average of all pulse values. The t0 is the arrival time of the pulses,

calculated as the sample number in which the pulse starts inside the 32 samples trace. τ

represents the exponential time of the pulse, and the two peak distributions can be based

on two different types of pulses owing to the difference in the particles that started the

scintillation process or to some discrepancies in the shaping filter response. For the offset,

as each channel is digitally corrected to have a base line of 50 counts, it can happen that

they are not properly aligned owing to a voltage drift on the analog channels itself. As the

parameters related to the reflected pulse (k and t1) are relative to the main pulse, they

have a much more concentrated distribution than the others, as shown in Figures 8.14e

and 8.14f.

The values that represent the fitting bounty are related to the residuals (Figure

8.15a), obtained as the mean difference between the fitted model and the real pulses.
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8.7 Digital Pulse Processor Implementation

The DPP operates continuously, processing digitized signals from the channels and

extracting pulse features in real-time as they arrive.

As discussed in Section 8.3, the amplitude of the pulses is measured using an FIR

operator. The FIR coefficients are generated using the DPLMS method, and have a length

of 20 taps (sampling periods), which is sufficient since more than 99% of the pulse energy

is contained within this length, according to the 5τ rule [169].

Alternatively, and similar to the case of Section 8.3.1, symmetrical trapezoidal

coefficients with the same length and a zero zone of 4 taps can be used to achieve noise

reduction.

Now with the model of the pulse already fitted to the data base, for obtaining a

set of coefficients and similarly to the Equation 8.18, the next equation is used for the

minimization:

ΨECAL2(c0, c1, . . . , ck−1) = α1 ·
tR+tFT+tF−(k−1)∑

j=1

(
k−1∑
i=0

ci xk+j−i −A

)2

+

α1a ·
tR+tF+tFT−1∑

j=tR+tF

(
k−1∑
i=0

ci xk+j−i −A

)2

+ α1b ·
(

k−1∑
i=0

ci xk+jpeak−i −A

)2

+

α2 ·
(

k−1∑
i=0

ci

)2

+ α3 ·
k−1∑
j=0

k−1∑
i=0

ci cj ACF|i−j| + α4 ·
(

k−1∑
i=0

ci − Ti

)2

(8.23)

Where, jpeak = tR + tF + ⌊ tFT
2 ⌋, with ⌊.⌋ is the floor function. As before A stands for the

condition of Equation 8.7, ACF for the 8.14 and {Ti} the trapezoidal template of length

tR+tFT+tF .

The parameters are slightly different from those of Subsection 8.4.3 because of the

different shapes of the pulses and because of the addition of a new constraint, but the

methodology is the same.

After the coefficient minimization procedure, the FIR is applied to the best-fit pulse

model (Figure 8.16a), and the output of the filter is like the one depicted in Figure 8.16b.
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From Figure 8.16 it can be seen that the filter output remains flat during 5 samples, time

enough for absorbing the pulse detection uncertainties (constrained to ±1 sample period).

Once the coefficients are obtained what remains is to constrain them to operate as

integers of 16 bits width, by this way enlarging the 12 bits resolution to 18 bits at the

FIR’s output.

8.7.1 Finite Impulse Response Design

The FIR implementation was done using the FIR Compiler IP of Xilinx [170]. The

configuration of the Compiler IP depends on the specific requirements of the application

and has diverse options. It offers several different architectures, each of them has its own

advantages and disadvantages in terms of latency, area, and power consumption. The

quantization process of the coefficients introduces quantization errors, which can affect

the filter’s performance [171]. Higher resolution coefficients can help reduce quantization

errors and improve the accuracy of the filter’s response. If the input data has sufficient

resolution, the higher-resolution coefficients can help shape the filter response more

accurately, reducing artifacts or distortion in the output signal. The overall resolution

of the output will still primarily depend on the resolution of the input data.

For the implementation of our FIR neither the area nor the power consumption

is an issue, the preference is for the lowest latency, as it will be operating for real-time

tasks and must provide the output the fastest and accurately as possible. The filter was

generated using a datapath of 12 bits with a multiply and accumulate (MAC) with single

rate frequency architecture, and with the parameters and characteristics as in Table 8.6a,

using Vivado 2019.1.3 and for the part XZCU4EG.

The results of Table 8.6b are only for the FIR filter; for complete DPP results,

we need to add the resources for the detection and the logic for the synchronization and

buffering of the detected data.

The implementation of a single-channel Digital Pulse Processor (DPP) can
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(b) FIR output.

Figure 8.16: Pulse model for best-fit parameters and FIR output.
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Table 8.6: FIR implementation characteristics and results for XCZU4EG.

(a) Implementation characteristics.

Parameter Value

Filter type Single rate

Clock frequency 80 MHz

Input data width 12 bits

Number of coefficients 20

Coefficient width 16 bits

Rounding mode Full precision

Output width 18 bits

Cycle latency 17

Filter architecture Systolic MAC

(b) Implementation results.

Resource Utilization (%)

LUT 232 (0.42%)

REGISTER 409 (0.21%)

DSP 10 (1.37%)

BRAM 0 (0.00%)

be depicted in Figure 8.17, which showcases the different components and their

interconnections.

The input of the DPP receives the raw ADC data stream, which is then divided into

two parallel branches. The lower branch is dedicated to pulse detection, while the upper

branch is responsible for amplitude measurement.

The pulse detection is achieved by applying a weighted differentiation technique,

which is empirically adjusted based on the signal statistics. The differentiator IP allows

for programmable coefficient values to adapt the output to the channel’s dynamic range.

It is pre-loaded with standard and pre-calculated values by default.

The amplitude measurement is performed with the generated FIR filter. The IP

delivers a continuous data stream, where the output can be interpreted as an uninterrupted

filtered data flow.

A finite state machine within the DPP handles various tasks such as configuring and
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Figure 8.17: DPP IP implementation with its main features.

selecting the operation mode, synchronizing the data to the buffers, managing the data

valid signals, and selecting the data output source. Additionally, the DPP can provide

both raw data and the derivative at the output, accommodating different operating modes

to meet AMBER requirements and very useful when debugging the systems.

The IP block in charge of detecting the arrival of the pulse uses 6 DSPs in addition.

To extract the timing information of the pulse, a 16-bit counter has been implemented.

This counter operates as a free-running counter at a frequency of 80 MHz. It is reset

at the beginning of each slice, which has a duration of 100 µs as in Figure 3.9. The

synchronization and reset of the counter are controlled by the Trigger Control System

(TCS), which provides the necessary framing information. The specific handling of pulses

that start or end at the boundary of an old/new slice is still under consideration by the

AMBER collaboration. However, for the initial implementation, the pulse will be sent

within the slice in which it was detected.
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(a) Long trace of DPP real signals from ECAL2.

(b) Detected and measured pulses.

Figure 8.18: ECAL2 prototype signals processed with the DPP for amplitude extraction.
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Table 8.7: DPP FPGA implementation results for XCZU4EG.

Resource Utilization (%)

LUT 348 (0.50%)

REGISTER 513 (0.28%)

DSP 16 (2.20%)

BRAM 0 (0.00%)

In Figure 8.18 there is depicted a raw data stream from the ECAL2 prototype with

a DPP working and some of it main signals plotted.

For a single channel, the whole DPP with its main building block uses the resources

as in Table 8.7.

The DPP block design shown in Figure 8.3 can be enhanced by incorporating

an IP block to provide a pulse likelihood index. This index is based on the research

described in [172], which allows for the estimation of whether a pulse exhibits the desired

shape characteristics relevant to the physics being studied. The study was conducted for

simulated pulses under different signal to noise ratio conditions, and it is based on the

Pearson correlation of the incoming signal with the pulse model template. By analyzing

the pulse shape, it becomes possible to differentiate between genuine pulses of interest and

spurious signals that may lead to false detections. This pulse shape information can be

utilized by the trigger processor to make informed decisions about the reliability of the

data provided by the DPP. Incorporating the pulse likelihood index helps enhance the

digital trigger system’s overall accuracy and efficiency.

The incorporation of the pulse likelihood IP into the DPP can be achieved by

computing a simplified Pearson correlation index, which requires significantly fewer logic

resources compared to the original method while maintaining excellent performance; the

implementation results for the XCZU4EG are shown in Table 8.8. However, it should be

noted that the simplified correlation index introduces a latency of 1095 clock cycles, in
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Table 8.8: Single channel resources utilization for Pearson Coefficient Index (PCI) and the

Simplified Pearson Coefficient Index (SPCI) for XCZU4EG.

Resource PCI Utilization (%) SPCI Utilization (%)

LUT 21,349 (11.12%) 22,718 (11.83%)

REGISTER 21,524 (12.22%) 23,468 (13.33%)

DSP 120 (16.48%) 53 (7.28%)

BRAM 0 (0.00%) 0 (0.00%)

contrast to the 17 clock cycles required for amplitude and time extraction.

Consequently, when using the correlation index (likelihood) in the system, it

becomes necessary to implement a mechanism for tagging past events and associating

the corresponding data with the event under study. This mechanism ensures that the

data required for providing the correlation index is properly synchronized and available

for processing, despite the latency introduced by the simplified correlation index.

8.8 Summary

In the first part of this chapter, a procedure is presented for optimizing a set of

finite impulse response filter (FIR) coefficients for digital pulse amplitude measurement.

An optimized filter was designed using an adapted digital penalized least mean square

(DPLMS) method. The effectiveness of the procedure was demonstrated using a dataset

from a case study of high-resolution X-ray spectroscopy based on single-photon detection

and energy measurements.

By applying the optimized filter, significant improvements were achieved in the

energy resolutions of the Kα and Kβ lines of the Mn energy spectrum. Specifically, the

energy resolutions were improved by approximately 20% compared to the reference values

obtained by fitting individual photon pulses with the corresponding mathematical model.
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These results highlight the potential of this approach to enhance the accuracy and precision

of pulse-amplitude measurements in nonuniform and stochastic pulsatile systems, such as

high-resolution X-ray spectroscopy.

The second part discusses a study of ECAL2 pulses using a dataset from a

COMPASS run in 2012. The dataset consists of pulses originated from subparticles

generated by the interaction between a fixed target and a 160 GeV muon beam and

does not include information about the position or type of scintillation material. The

analysis focuses solely on the shape of the pulses. The pulse information was obtained by

analyzing a dataset containing approximately 1.2 million segments from COMPASS DAQ.

However, owing to the limited length of the pulses (32 samples), the frequency resolution

is insufficient for studying low-frequency spectral content. To address this limitation, a

different dataset was obtained from COMPASS data-taking with a setup using the ECAL2

prototype and an ad hoc DAQ based on the FFeCCa.

The noise statistics for each channel of the ECAL2 prototype, including the mean

value and standard deviation of the noise, were estimated. The results are presented in

Table 8.4. The noise was also used to optimize the FIR coefficients with its autocorrelation

function.

A bi-exponential model was proposed to model the pulses. The model consists of

a second-order semi-Gaussian pulse and considers the superposition of an ideal signal

with a secondary small pulse and noise. Model parameters were determined by fitting

a subgroup of representative pulses using a Differential Evolution algorithm. The fitted

parameter values are listed in Table 8.5 and their distributions are shown in Figure 8.14.

Overall, this chapter demonstrates the practicality and benefits of the proposed

procedure for optimizing FIR filter coefficients in digital pulse-amplitude measurements.

The positive outcomes obtained in the case study indicate the potential for improving the

performance of energy measurement to any type of pulse if the model is known and noise

is characterized.
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Chapter 9

Experimental Results

The FFeCCa as frontend electronic, including the codec scheme and the digital pulse

processor, is a powerful and versatile solution for capturing and processing data from

multiple channels in parallel. A thorough testing and evaluation process was conducted to

ensure its reliability and assess its performance, thereby providing valuable insights into

the system’s capabilities.

The first part of this chapter presents part of the testing performed to characterize

the interface between the MSADC and the SoM. The testing process was designed to verify

the data integrity, speed, and resource utilization of the system. The MSADC interface

with the SoC-FPGA hardware was tested by incorporating a pattern generator IP in the

firmware that can be multiplexed with the MSADC driver output, allowing the generation

of a known data sequence, which serves as a reference for evaluating the integrity of data

transmission. This step is crucial for validating the ability of the system to reliably capture

and transmit data and evaluate the need for a compression scheme.

Then, the system integration and details of the implementations for the final version

of the DAQ system are presented. Resource utilization analysis revealed that the system

efficiently utilized the available hardware resources and optimized the performance. This

efficiency is crucial for maximizing the system capabilities and ensuring scalability for
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future applications.

Finally, the metrics of the different operating modes are presented, revealing the

advantages of the features extraction method compared with all previous approaches,

including the current method used in the ECAL2 system.

9.1 FFeCCa: Maximum data rates between MSADC and

SoC-FPGA

The FFeCCa DAQ system was tested using a two-step scheme to ensure data

integrity and to evaluate its performance when using the MSADC. The SoC-FPGA

firmware incorporates an IP to generate a known number sequence that can be multiplexed

with the MSADC driver’s output. This was selected to validate the data integrity from

the CDC stage up to the receiver on the PC side, as shown in Figure 7.8. On the MSADC

side, a similar data generator IP is used to transmit a known data sequence to the SoM

and validate it on the PC side.

In addition to validating the ADC reading scheme and configuration, the system was

tested using various signal shapes generated by an arbitrary bench waveform generator.

These tests were successful, indicating that the system can handle different input signals

without encountering any issues.

A specific test was conducted to determine the maximum data rate that the MSADC

sustains without causing data corruption. A free-running counter was fed to a serdes

configured to serialize the data in a DDR 8:1 scheme. The frequency of the counter+serdes

was gradually increased, and the number of incorrect codes received on the PC side was

evaluated. The clock frequency control was maintained from the SoM side, whereas the

data were generated within the MSADC at the same frequency. The clock frequency was

multiplied by four and forwarded to the SoM using an ODDR to mitigate clock-loading

problems and to readjust the phase modifications made in the fabric. This fast clock also
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Table 9.1: Error rate vs MSADC-SoM transmission frequency in the FFeCCa.

Frequency (MHz) Wrong Codes Errors (%)

330 0 0

340 0 0

350 31 6

360 39 8

370 50 10

380 243 47

390 512 100

fed the OSERDES for bit serialization, as shown in Figure 5.7.

These comprehensive tests ensured the validation of the FFeCCa + MSADC DAQ

system, covering data integrity, ADC reading capabilities, and the maximum sustainable

data rate without data corruption. The results obtained from these tests provided valuable

insights into the performance of the system and helped to optimize its operation.

The results of the tests conducted on the FFeCCa + MSADC DAQ system are

summarized in Table 9.1. The table illustrates the performance of the system at different

clock frequencies, indicating the point at which data reliability starts to degrade. From the

presented data, it can be observed that the system maintains reliable data transmission up

to a clock frequency of 340 MHz. Beyond this threshold, the integrity of the transmitted

data begins to diminish.

With these tests, we were able to start working in collaboration with a group from

the University of Warsaw to develop a compression technique for transmitting the 16

channels in a lossless manner. The maximum operating frequency is crucial because of the

compression rate dependence between the channel capacity and raw data from the ADCs.
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9.2 System integration

The ECAL2 elements, as described in Section 4.3, require polarization with a High

Voltage (HV) power source that incorporates an initial soft start mechanism to ensure safe

operation. Owing to variations in the scintillating material properties, aging, and other

factors, each channel exhibits unique characteristics. Therefore, it is essential to have an

independent channel voltage control system that can be programmed accordingly.

An SPI interface was utilized to enable the configuration of the PMT high-voltage

power supply. The PMTs cannot be powered without proper programming. For this

purpose, part of the hardware subsystem from another project [173] based on the

CIAA-ACC board was reused. To facilitate interfacing with a PC, the UDMA [174] was

implemented with slight modifications to automate the ramp-up and ramp-down voltage

levels of the PMTs.

The UDMA Command-Line Interface (CLI) depicted in Figure 9.1 provides a

user-friendly interface for programming and controlling the high-voltage power supply

of the PMTs. In addition, a specific command was introduced into the UDMA to control

the driver of the LED pulser. This driver activates an LED array connected to 25 optical

fibers, which are in turn linked to the scintillating material cages. It is worth mentioning

that the driver for the LED pulser requires a voltage level translator to enable its activation

and subsequent powering of the LED array. The activation of the LED pulser allows for

periodic testing of the ECAL2 elements response.

To enable online data acquisition at the COMPASS beam area, a dedicated PC

was prepared as the readout control and buffering system. Equipped with the required

hardware and software, the PC serves as a central hub for data acquisition, buffering,

and processing, ensuring efficient handling of high data rates. The PC also provides

the resources for giving access to debugging and programming all the boards (MSADC,

FFeCCa and CIAA for the high voltage power supply control). This setup enhances data

collection while prioritizing personnel safety in the beam area.
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Figure 9.1: UDMA CLI client, LED pulser, and not connected fibers.

In that setup, as introduced in Section 7.4 the two channels streamers of Section

7.3.2 were implemented. In the context of the AMBER pilot run, the intensive testing of

the system with different PMT regimes (polarization settings) and in various operational

modes (with beam and without beam) aimed to study and characterize the noise behaviour

of the system under different conditions.

The noise in each mode can have distinct characteristics and sources. For instance,

in the absence of a beam, the noise can arise from various sources such as electronic

components, thermal noise, and environmental interference. By analyzing the noise

patterns and levels in this mode, it is possible to assess the baseline noise performance of

the system and identify any potential issues or sources of interference.

During beam operations, additional noise sources may come into play. High-energy

particle beams can induce ionizing radiation, which may generate additional noise and

interfere with the signal readings [175]. This radiation-induced noise can vary depending
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on factors such as beam intensity, beam energy, and beam profile. By studying the noise

characteristics during beam operations, it is possible to evaluate the system’s robustness

and its ability to handle and distinguish signal events from noise in the presence of

radiation.

Testing the system with different PMT polarization regimes is crucial because it

allows for the evaluation of the system’s response and performance under varying voltage

settings. By systematically adjusting the PMT voltages and studying the resulting

noise patterns, it becomes possible to optimize the voltage settings to achieve the best

signal-to-noise ratio and overall performance for each channel. From previous studies, the

calibration factor in % must be in the range between 0-40 %, if greater then the gain is

too high and the PMT output saturates the MSADC inputs.

Figure 9.2 shows the mean value and standard deviation of different channels of

the ECAL2 prototype when operating in beam area with a beam-on condition, during

particle spill-on time. It can be observed that even if the noise values are almost constant

in between the channels, the noise, which is proportional to the standard deviation of

the signals, increases together with the polarization values of the PMTs. It can also be

observed that some of the channels are noisier than others, in our case channel 15 and

channel 3 for certain polarization values.

No significant differences were found in the error distribution during the

beam-on/beam-off conditions.

From Figure 9.3, the raw data of channel 4 operated during different beam conditions

can be observed. When there is beam, on Figures 9.3a and 9.3c, random pulses coming

from the beam can be seen. These pulses indicate the presence of signal events caused by

the interaction of the beam with the ECAL2 elements. On the other hand, when there is

no beam, as shown in Figures 9.3b and 9.3d, only noise is present without signal events.

The histograms provide a visual representation of the distribution of the recorded

data. In both cases, the histograms are plotted with a tap size of two, which represents
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(e) PMT polarizing V 30%.
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(f) PMT polarizing V 40%.

Figure 9.2: Mean baseline values and standard deviation of all channels for different PMT

polarization regimes.
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Figure 9.3: Raw data signals from a single channel during different beam conditions.
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the grouping of data values into bins. The y-axis of the histograms is displayed in a

logarithmic scale to emphasize the distribution of low-occurrence events, such as baseline

plus noise and the event pulses.

9.2.1 Integration

With all the main developed IP cores the system integration was implemented as in

Figure 9.4, understanding the IP Cores as:

1. MSADC

• ADC Drivers

• Channels restorer

• 16 channels encoder

2. SoC-FPGA

• clock managers

• 16 channels decoder + CDC FIFOs

• 16 Digital Pulse Processor

• AXI Stream Packager

From the MSADC perspective, the design implementation uses the resources as

in Table 9.2, while for SoC-FPGA the implementation of the integration involves the

resources as in Table 9.3.

In the implementation of the system, it is assumed that the statistics of the ECAL2

signals remain constant. This assumption is necessary because the assignment of Huffman

codes and the coefficients of the DPP filters is based on the statistical characteristics of

the signals.
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Table 9.2: Resources utilization for XC4VLX25: Sixteen channels encoder implementation

for free-running mode.

Resource Utilization (%) Available

LUT 6205 (28) 21504

REGISTER 3478 (16) 21504

BRAM 14 (19) 72

DSP 0 (0) 48

IO 168 (37) 448

BUFG 11 (34) 32

DCM 4 (50) 8

Table 9.3: Resources utilization for XCZU4EG: Sixteen channels decoder implementation

with DPP incorporated for free-running mode.

Resource Utilization (%) Available

LUT 12778 (14.55) 87840

REGISTER 12990 (7.39) 175680

BRAM 32.50 (25.39) 128

URAM 16 (33.33) 48

DSP 416 (57.14) 728

IO 50 (19.84) 252

BUFG 5 (1.42) 352

MMCM 2 (50.00) 4

192



9.2. SYSTEM INTEGRATION

16 Channel
Decoder + 
CDC FIFOs

Clock
Manager

GPIOs

16 x DPP

AXIS FIFO

AXI DMA
Controller

REGs

FIFOs

BRAM

COMBLOCK

DMA

UART

PS

TCP/IP SDRAM

MSADC

LVDS

LVDS

LEMO I/O

SoM

SoC

FECCA Board

LEDs

Switch/PB 2 PMODs

4 SFP+

GB Eth

USB

SATA

JTAG

SD
FLASH

O
SC

AXI

AXI 
AXIS 

Packager

Figure 9.4: System integration.

However, if the statistics of the signals change the assigned Huffman codes are no

longer optimal for compression, and the coefficients of the DPP filters may not provide

optimal signal processing performance.

To adapt the system to the changing statistics of the signals, readjustments

of the Huffman codes and the coefficients of the DPP filters are required. This

readjustment process involves analyzing the new statistical characteristics of the signals

and recalculating the optimal coding and filtering parameters accordingly. By performing

these readjustments, the system can work in a free-running mode for other pulse-like

detectors.

However, it is important to note that the readjustment process requires thorough

analysis and validation to ensure that the updated Huffman codes and filter coefficients

effectively capture the new signal characteristics.
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9.2.2 Performance

The system performance of the features extraction implementation demonstrated

significant improvements with respect to the current triggered approach in terms of

the amount of transmitted data, leading to savings in the processing time and storage

resources. Table 9.4 presents an overview of the performance in various operating modes,

highlighting the advantages of the features extraction method. The data presented for

both the zero suppression and features extraction techniques are based on a maximum

event rate of 100 kHz and represent the lower limit scenario where the event occurs in

only one channel.

The operation modes and their corresponding functionalities can be summarized as

follows:

• Raw Data: In this mode, the system operates in free-running mode, continuously

streaming raw data from all detectors at the ADC sampling frequency. No data

processing or selection is performed, and the entire data stream is transmitted.

• 32 Samples: When a trigger signal is received, the system captures and transmits

32 samples from each channel. This mode provides a fixed number of samples for

further analysis and reduces the amount of transmitted data compared to the raw

data mode.

• 32 Samples with Zero Suppression: Similar to the previous mode, this mode

captures and transmits 32 samples from each channel upon receiving a trigger

signal. However, an additional threshold value is applied to each channel as a

zero suppression technique. Only channels that exceed the threshold value are

transmitted, effectively suppressing channels with low amplitudes or noise.

• Features Extraction: In this mode, the system performs data processing on the

captured samples. The Digital Pulse Processing algorithm analyzes the channels
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Table 9.4: System performance of different implementation approaches for the free-running

mode.

Approach Data per event
Mean data rate

per channel

Total data rate

(100 ch)

Raw Data - 960 Mbit/s 96 Tbit/s

32 Samples 384 bits 38.4 Mbit/s 3.84 Tbit/s

32 Samples with

Zero Suppression
384 bits 38.4 Mbit/s 38.4 Mbit/s

Features Extraction 34 bits 3.4 Mbit/s 3.4 Mbit/s

and extracts features such as amplitude and time information. The amplitude is

represented with 18 bits, and the time of arrival with 16 bits.

The last two methods mentioned in the items indicate specific scenarios in which only one

element in the ECAL2 wall is hit.

The system has been designed to support free-running and continuous streaming, as

requested by the AMBER collaboration. However, in order to transmit the 16 channels at

a rate of 960 Mbit/s (15360 Mbit/s), a dedicated implementation for the connection with

the DAQ is required. The FFeCCa board’s SFP+ transceivers are capable of providing

rates of up to 10 Gbps each. This opens up the possibility of implementing a 40 Gbit

interface, which would allow for the transmission of raw data from all 16 channels.

The extraction of the time of arrival and the amplitude of the pulses means a saving

of up to three magnitude orders of data when compared to the triggered to the 32 Samples

non-zero-suppressed approach. And, about one order of magnitude when compared to the

32 samples with zero-suppression.

By adopting a finer granularity and using the concept of an image to represent the

timing, the time of arrival can be effectively represented with 5 bits, resulting in significant

resource savings. Combining the amplitude and timing information in this way allows for
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the usage of 21 bits against 384 bits compared to the zero suppression technique. This

translates into a data compression factor of 18.28 times. However, further discussion with

the AMBER collaboration is necessary to determine if the image framing information can

be obtained from the TCS (Trigger and Control System) for the proposed approach.
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Chapter 10

Conclusions and Future Work

This thesis focuses on the development of a trigger-less readout system for the

ECAL2 detector of the COMPASS/AMBER experiment. With this system, the detector

can operate in a free-running mode, significantly reducing the amount of transmitted data

and improving offline processing time.

To provide a solution to the system, I developed a hardware platform (FFeCCa) that

reuses the current digitizer board (MSADC) of the detector and includes a SoM based on

Ultrascale+ Zynq MPSoC for the online data processing. The trigger-less and free-running

operation is based on real-time data features extraction. For this purpose, a novel digital

pulse processor (DPP) was developed and implemented by considering the pulse model

and channel noise characteristics of the ECAL2 detector. Extensive data analysis was

performed, and various methods were evaluated for pulse amplitude extraction.

The integration of the FFeCCa board with the DPP involved meticulous firmware

implementations, hardware developments, and a pilot run to collect data for developing a

lossless compression, study the noise, and validate the system operation.

Since one of the core devices of the ECAL2 DAQ is the MSADC, the first task in

the workflow of this research was to characterize the maximum data rates of the interfaces

between the MSADC and the SoM. This is because one of the constraints for the AMBER
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upgrades is that the digitizing stage for the frontend of ECAL2 should remain the same,

as the resolution and sampling frequency of the ADCs are sufficient for the characteristics

of the signal shapes coming from the detectors. Based on the original firmware of the

MSADC-FPGA, additional IP cores were implemented for interfacing with the SoM. To

enable the MSADC board to interface with any commercial FPGA development board

featuring an FMC connector, custom hardware has been developed and produced (MSADC

Adapter Board).

After multiple tests and iterative cycles of firmware development, it was determined

to consolidate the main FPGA IP Cores, µP C code and Python interface Script into

an unified framework. The framework (OFSODA) is specially designed for working with

multichannel ADC DAQ systems based on SoC-FPGA devices. This significantly expedites

the development process and aims at reducing development times and enhance overall

productivity. The framework is open and released under a BSD-3 license [BSD-3].

To facilitate hardware interfacing and establish direct communication between the

FPGA and a PC, the Universal DMA (UDMA) was used. The UDMA was developed as

a simple Command Line Interface (CLI) client, running on the PC side and interacting

with a TCP server operating on the SoC-FPGA device. UDMA consists of a set of Python

packages and C libraries for µP, and is licensed under a GPL-3 license [GPL].

Using OFSODA as the base design for the SoC-FPGA, several multichannel

acquisition systems were implemented, and both triggered and free-running approaches

were successfully conducted. For the free-running mode, three different approaches

were designed and validated: a) two-channel arbitrary and independently selectable, b)

eight-channel fixed, and c) sixteen-channels with a lossless encoder. For the triggered

mode: a) two-channels up to 4 million data points or b) sixteen-channels with a buffering

length of 4096 data points per channel.

Using both UDMA and OFSODA, it is possible to configure the systems and manage

slow-control tasks from a remote-access PC.
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During a pilot run, the FFeCCa was subjected to various measurements to assess its

functionality and reliability. The platform exhibited excellent performance, meeting the

required specifications for ADC conversion, signal processing, and data transmission. The

measurements validated the board’s ability to handle a large number of channels.

The final implementation of the FFeCCa also involved the integration of a codec

with the DPP. The codec allows for efficient compression of the acquired data, allowing the

transmission of all ADC channels between the MSADC and the SoM. The DPP amplitude

extraction is based on a custom Digital Penalized Least Mean Squared method adapted

to the ECAL2 pulse model and intrinsic noise characteristics, offering the possibility of

adjusting each channel of the system according to its statistics. The DPP also offers

the possibility of working in the legacy COMPASS operating mode (triggered) or in a

free-running mode, sending the raw data as received from the ADCs. The time extraction

is provided by a free-running counter, offered as a coarse grain inside the microseconds

time slice projected by the AMBER proposal. In addition, there is the possibility of

including a pulse-likelihood index for providing informed decisions about the nature of the

pulses to the trigger processor.

The FFeCCa platform has proven to be an essential component for the free-running

DAQ of AMBER experiment. The multichannel high-performance signal processing

capabilities makes FFeCCa an efficient and reliable platform for precise and fast

measurements in HEP experiments. The inclusion of a DPP in free-running mode

allows for saving processing time and storage resources, contributing to accurate event

reconstruction and data analysis. Additionally, the modular hardware design of FFeCCa

allows for flexibility in hosting different front-end readouts and SoM families. Furthermore,

the developed hardware is released under an open hardware license, fostering collaboration

and innovation in the field.
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10.1. FINAL REMARKS AND FUTURE WORK

10.1 Final Remarks and Future Work

An alternative implementation for the 16-channel streamer system is an 8-channel

streamer without the codec. Although this approach lacks half of the channels compared

to the 16-channel implementation, it offers a unique advantage over the encoder scheme.

In the encoder scheme, there is a potential risk of data loss if the pulse rate exceeds

the expected 100 kHz events over a certain period or if the statistics of the channels change

drastically. Although the probability of data loss is low, there is still a possibility, and

once the data are lost, they cannot be recovered. This limitation poses a challenge in

scenarios in which the event rate is higher than anticipated.

By contrast, the 8-channel approach, which transmits the raw ADC data, avoids

the risk of data loss. By bypassing the encoding process, it ensures that all data are

transmitted without any loss, even in high-event-rate situations. This makes it a viable

solution for scenarios involving unexpectedly high pulse rates.

However, it is important to note that neither the 16-channel encoder system nor

the 8-channel streamer system can coexist in a single implementation. This is because of

the sharing of hard block resources between these two approaches. Therefore, the choice

between the 16-channel encoder system and the 8-channel streamer system depends on

the specific requirements and constraints of the application.

While the DPP has been initially presented for X-Ray applications, the final

deployment will be for the ECAL2. In order to optimize the performance of the DPP

and adapt it to the ECAL2 requirements, calibration data is required.

This involves collecting data from known sources or reference signals and comparing

them with the output of the DPP. Through this comparison, necessary adjustments can

be made to align the DPP’s response with the desired performance.

The calibration process typically involves determining the gain, energy resolution,

and timing response of the DPP. Gain calibration involves establishing a conversion
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10.1. FINAL REMARKS AND FUTURE WORK

factor between the input signal amplitude and corresponding digital output value.

Energy-resolution calibration quantifies the ability of the DPP to accurately measure the

energy of the detected signals. Timing calibration focuses on determining the time delay

and resolution of the output of the DPP.

To perform the calibration, dedicated signals, such as pulses with precise timing

characteristics or special datasets referenced with calibrated data, must be used. These

calibration datasets will be processed by the DPP, and the resulting measurements

compared to the expected values. Based on this comparison, the calibration coefficients

or correction factors can be determined and applied to optimize the performance of the

DPP.

As part of future work, a mandatory task is the commissioning of the frontends into

the AMBER DAQ system. This involves the installation and connection of all boards to

the 100 central channels of the calorimeter, as shown in Figure 10.1. The green channels

indicate the ones to be replaced in the ECAL2 wall.

To accomplish commissioning, the frontends need to be connected to the COMPASS

private Local Area Network (LAN) for slow control using Ethernet communication.

Additionally, they must be connected to the DAQ system through optical SFP+ interfaces

for data transmission and to the Trigger Control System (TCS).

Although the high-speed interface is still under development, the FFeCCa board

SFP+ transceivers were tested and characterized, showing a safe behavior for the

connection with the DAQ (3.25 Gbps). To bridge the interface between the frontends

and the AMBER multiplexers, a media converter will be used.

During the commissioning process, special attention needs to be given to the

implementation of the AMBER communication protocol. Both the FFeCCa and the

FPGA/MUX (Multiplexer) subsystems must be compatible with this protocol. Figure

10.2 shows a scheme of the proposed FFeCCa firmware and hardware. After DPPs, the

inclusion of the AMBER packager is followed by the GTH Transceiver IP connected to
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Figure 10.1: Commissioning proposal for the frontend electronics into the AMBER DAQ.
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Figure 10.2: System integration for the commissioning.

the SFP+ interface.

Furthermore, the High Voltage Power Supply Control system, responsible for

controlling and monitoring PMTs state, must be connected to the COMPASS private

network. This connection will also utilize the COMPASS private LAN and Quasar [176],

an OPC server implementation that integrates the high-voltage Power Supply Control

system with the Detectors Control System of the experiment.

The commissioning process involves meticulous setup, configuration, and testing

of the frontends as well as establishing proper communication and data transfer with

the AMBER DAQ system. This is a critical step towards the successful integration and

operation of the FFeCCa frontends within the larger experimental setup, ensuring reliable

data acquisition and control of the calorimeter system.

By completing the commissioning process and establishing the necessary connections

and protocols, the FFeCCa frontends can be fully integrated into the AMBER DAQ

system, enabling efficient data acquisition and control of the ECAL2 calorimeter.

203



Chapter 11

Appendix

11.1 Analytical derivation of the proposed bi-exponential

ideal pulse model

The proposed heuristic bi-exponential pulse model,

S(t) = A
(

1 − 2e
−(t−t0)

τ + e
−2(t−t0)

τ

)
, t > t0 (11.1)

is essentially a one-parameter model depending on the exponential time τ which completely

determines the pulse shape. The amplitude A is a scale factor and t0 is a time offset

corresponding to the starting point of the pulse. This model can be analytically derived

by considering the following transfer function:

H(s) = A

(
1

s (1 + sτ1) (1 + sτ2) (1 + sτ3)

)
(11.2)

The inverse Laplace transformation of H(s) is,

H̃(t) = L−1{H(s)} = A

1 − τ21 e
−(t−t0)

τ1

(τ1 − τ2)(τ1 − τ3)

τ22 e
−(t−t0)

τ2

(τ1 − τ2)(τ2 − τ3)

τ23 e
−(t−t0)

τ3

(τ1 − τ3)(τ3 − τ2)


(11.3)
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BACKGROUND RAMP

The heuristic model can be obtained by taking the limits when τ1 → 0+ and τ3 → 2τ2,

and assuming t > t0 and τ2 = τ , as follows:

S(t) = lim
τ1→0+

τ3→2τ2

H̃(t) = A
(

1 − 2e
−(t−t0)

τ + e
−2(t−t0)

τ

)
, t > t0 (11.4)

11.2 Continuous estimation of the angular coefficient of a

background ramp

Let us consider the error between a point yi of a set of experimental data {(xi, yi)}
and the corresponding value of its linear approximation with coefficients a and b,

ϵi = yi − (axi + b) (B.1)

Assuming a regularly spaced discrete abscissa and xi = i we can write

ϵi = yi − (ai+ b), i = 1, 2, 3, . . . (B.2)

Now, the total error E can be defined as the sum of all squared errors,

E = E(a, b) =
∑
i

(yi − (ai+ b))2 (B.3)

where the sum is extended to n consecutive samples. E is a function of the two variables

a and b. Having a positive quadratic form, in its minimum the partial derivatives of E

with respect to a and b must both be zero, then


∂E
∂a = 0

∂E
∂b = 0

⇒


−2
∑

i(yi − ai− b)i = 0

−∑i(yi − ai− b) = 0

(B.4)

After expanding all terms in previous expressions we obtain
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
∑

i iyi − a
∑

i i
2 − b

∑
i i = 0∑

i yi − a
∑

i i− nb = 0

(B.5)

By solving the above system of equations and considering that

n∑
i=1

i = (1 + n)
n

2
(B.6)

and

n∑
i=1

i2 =
1

6
n (1 + n) (1 + 2n) (B.7)

the angular coefficient a can be defined as a linear combination of the n data values yi as

follows:

a =

n∑
i=1

−6
(1 + n− 2i)

(n3 − n)
yi (B.8)

The above expression shows that the estimation of the angular coefficient a is a linear

combination of the last n data samples and a set of constant coefficients. The angular

coefficient can then be continuously evaluated by means of an FIR filter.

206



References

[1] Xilinx. Zynq UltraScale+ MPSoC Data Sheet: Overview (DS891). English.

AMD-Xilinx. Nov. 2022. 42 pp.
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