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Abstract
This paper proposes a study of deterministic P systems with active membranes in the context of discrete time dynamical 
systems. First of all, we prove that, for a fixed set of objects and labels, the set of all P system configuration is countable 
and that the dynamical behaviors defining a chaotic system are not possible. Then, we define a notion of distance between 
membrane configurations encoding the intuitive concept of “dissimilarity” between configurations. We prove that all func-
tions defined by evolution, communication, and division rules are continuous under that distance and that the resulting 
topological space is discrete but not complete. Furthermore, we adapt in a natural way the classical notions of sensitivity 
to initial conditions and topological transitivity to P systems, and we show that P systems exhibiting those new properties 
exist. Finally, we prove that the proposed distance is efficiently computable, i.e., its computation only requires polynomial 
time with respect to the size of the input configurations.

Keywords  Membrane computing · P systems · Discrete time dynamical systems · Topological spaces

1  Introduction

P systems are computational models inspired by the mecha-
nisms and structures of the living cell. Introduced by Gh. 
Păun [1], they were immediately used to solve intractable 

problems efficiently [2, 3] due to their massively parallel 
nature. The main idea behind the definition of P systems is 
that the space is divided into regions, i.e., membranes, con-
taining chemical substances, i.e., objects, that evolve in time 
(mimicking the chemical reactions that can happen inside 
cells) and move between regions. Thus, P systems provide a 
computational model that is both distributed (due to the sub-
division of the space in regions) and massively parallel (due 
to the parallel evolution and movement of chemical objects). 
In addition, P systems with active membranes provide a hier-
archical subdivision of space and the ability of membranes 
to duplicate (mimicking the process of mitosis), thus making 
P systems able to simulate the non-deterministic computa-
tions of a Turing machines “in parallel” with an interesting 
trade-off between the space used by the computation and 
the time need to perform it. Another prominent kind of P 
systems are tissue P systems [4–7], where the regions (cells) 
have a “flat” structure and objects are exchanged between 
pairs of cells or between cells and an external environment. 
In fact, during the years, multiple variants of P systems 
were introduced, as Enzymatic Numerical P Systems [8] 
and Spiking Neural P Systems [9], just to give some exam-
ples. Furthermore, the investigation of P systems and their 
computational power in terms of space and time resources 
were studied in depth [10–14], giving rise to an active field 
of research.
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In addition to be seen as modeling tools or as computa-
tional devices, deterministic P systems can also be consid-
ered as discrete time dynamical systems and their dynam-
ics can then be studied. Indeed, given any deterministic P 
system Π , each configuration C of Π is a point of the related 
state space and the next state is given by the next configura-
tion in the computation, which is unique under the assump-
tion of determinism. Equipping the set of all configurations 
with a distance (and with the induced topology) allows one 
to study dynamical properties [15], as sensitivity to initial 
conditions, equicontinuity, chaotic behavior, and so on. 
Those dynamical properties describe which kind of behavior 
a system exhibits and they can have significant repercussions 
in the computational power of a P system. For example, sup-
pose that the dynamics starting from a configuration C can 
never lead to configurations at distance from C greater than 
a certain threshold. Hence, if no accepting configurations are 
present at a distance from C below that threshold, then surely 
any computation containing C can never be an accepting one.

The introduction of a distance between membranes has 
already been a topic of some interest; see, for example, the 
work by López and Sempere [16]. However, the investiga-
tions were generally focused on other areas and not on topo-
logical dynamics.

In this study, we explore the possible dynamics that can 
be exhibited by P systems viewed as discrete time dynamical 
systems and we introduce a distance based on the intuitive 
notion of “dissimilarity” between membranes. Namely:

•	 We prove that configuration space is countable and, as 
a consequence, the dynamical behaviors as sensitivity 
to initial condition and topological transitivity defining 
Devaney’s notion of chaos cannot be exhibited.

•	 We show that with the proposed distance, any func-
tion defined by a set of evolution, communication, and 
division rules is continuous. The resulting topological 
space is discrete but not complete, with its completion 
requiring the addition of configurations where the nesting 
depth is infinite.

•	 We adapt, in a natural way, the notions of sensitivity to 
initial conditions and of topological transitivity to P sys-
tems and we show that P systems exhibiting the adapted 
properties actually exist.

•	 Finally, by exploiting a variant of the Bottleneck Bipar-
tite Matching Problem, we prove that the proposed dis-
tance is efficiently computable, i.e., its computation only 
requires polynomial time with respect to the size of the 
input configurations.

We believe that the study of a distance for the explicit study 
of dynamical properties will encourage cross-fertilization 
between the P systems community and those studying other 
bio-inspired models, as cellular automata, where the topics 

of topological dynamics are well established, see, e.g., [17, 
18] and, in particular, [19–25] for the case in which the con-
figuration space is equipped with a certain algebraic struc-
ture (for example, a group structure).

The rest of the paper is structured as follows: in Sect. 2, 
we recall the necessary notions regarding P systems and 
discrete dynamical systems. There, we prove some gen-
eral results on spaces with a countable number of states. 
In Sect. 3, we propose a distance between configurations 
and we illustrate the properties that it shows regarding the 
dynamics of P systems. We stress that one of the main inter-
ests of the introduction of such a distance is that it is not too 
rough and it can be computed in polynomial time. Indeed, its 
computability is the main matter of Sect. 4. In the last sec-
tion, we draw our conclusions and propose some promising 
research directions.

2 � Basic notions

In this section, we briefly recall the notion of P systems with 
active membranes without charges (for a comprehensive sur-
vey, the reader is referred to [26, 27]). Then, we define the 
configuration space and the global rule of a given P system. 
Finally, we review the basics on discrete time dynamical 
systems.

Before proceeding, let us recall the following funda-
mental notion. A multiset over a finite set A is a mapping 
u ∶ A → ℕ , such that for any a ∈ A , u(a) is the number of 
elements of type a in the multiset represented by u. Set-
ting an ordering on A, a multiset can also be conveniently 
and (uniquely up to the ordering) represented by a string 
a
u(a1)

1
… a

u(ak)

k
 with ai ∈ A.

2.1 � P systems with active membranes

Formally, a P system Π with active membranes with-
out charges and of initial degree d ≥ 1 is a tuple 
Π = (Γ,Λ,�,wh1

,… ,whd
,R) where

•	 Γ is a finite set of symbols, i.e., an alphabet, where all the 
elements are usually called objects;

•	 Λ is a set of membrane labels, i.e., another alphabet dis-
joint from Γ;

•	 � is a rooted unordered tree representing the membrane 
structure of Π in which each of the d nodes of the tree is 
mapped one-to-one to a label of Λ;

•	 wh1
,… ,whd

 with h1,… , hd ∈ Λ are multisets of objects 
representing the initial content of the membranes;

•	 R is a finite set of rules of the following forms: 

1.	 Evolution rules of the form [a → w]h with h ∈ Λ , 
a ∈ Γ and w ∈ Γ⋆ is a multiset over Γ.
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	   Each of these rules can be applied when there is 
an object of type a inside a membrane with label h. 
When applied, that copy of a is removed and the 
multiset w is added to the content of the membrane.

2.	 Send-out rules of the form [a]h → []h b , with h ∈ Λ 
and a, b ∈ Γ.

	   Each of these rules can be applied in a membrane 
having label h and containing an object of type a. 
When applied, an instance of a is removed from the 
content of membrane h and an instance of b is added 
to the enclosing membrane.

3.	 Send-in rules of the form a []h → [b]h , with h ∈ Λ 
and a, b ∈ Γ.

	   Each of these rules can be applied when in the 
membrane containing a membrane with label h, 
there is an instance of an object of type a. When 
applied, that instance is removed, an instance of b 
is added in membrane h.

4.	 Division rules of the form [a]h → [b]h [c]h , with 
h ∈ Λ and a, b, c ∈ Γ.

	   Each of these rules can be applied when there is 
an object of type a inside a membrane with label h. 
When applied, membrane h is duplicated including 
the entire membrane substructure of which it is the 
root along all its content. In both copies, an instance 
of a is removed and replaced with b in one copy and 
c in the other one.

Rules directly modifying the membrane structure (i.e., divi-
sion rules) or allowing communication between membranes 
(i.e., send-in and send-out rules) are called blocking rules. 
From now on, when not specified otherwise, we will use the 
term P systems to denote P systems with active membranes 
and without charges.

An instantaneous configuration of a single membrane is 
denoted as [w]h , where h is the membrane label and w is the 
multiset over Γ contained in the membrane h. A configura-
tion C of a P system Π is a function which associates each 
node of the membrane structure with the instantaneous con-
figuration of the corresponding membrane.

A computation step changes the configuration C in the 
following way:

•	 Each object or membrane can be subjected to at most 
one rule in each computation step. Regarding the evolu-
tion rules, the membranes are not directly involved, so 
multiple evolution rules can take place at the same time 
inside the same membrane.

•	 The application of rules is maximally parallel. This 
means that every object and membrane appearing on the 
left-hand side of a rule that can be applied must be sub-
ject to at least one rule. That is, an object or membrane 
remains idle only if no rule can be applied to it.

•	 When multiple conflicting rules can be applied at the 
same time, the choice of which rule will be applied is 
performed in a non-deterministic way.

•	 The outermost membrane—usually called the skin mem-
brane—cannot be divided, and any object sent out from 
it cannot re-enter the system again. In this case, we say 
that an object has been sent out into the environment.

•	 Finally, when the rules to be applied have been selected, 
they are applied atomically and in parallel to the entire 
configuration C.

Notice that, under these conditions, there might not be a 
unique configuration starting from C due to non-determin-
ism in the conflict resolution. From now on, we require all 
computation steps to be deterministic. While this is a strong 
restriction, it can be obtained by adding a total ordering to 
the rules to establish a priority of application.

Since we are interested in the space of all possible con-
figurations, we define XΓ,Λ,� as the set of all possible configu-
rations over a given set of object types Γ and of membrane 
labels Λ . Notice that all P systems Π with the same Γ and Λ 
will give rise to the same set XΓ,Λ,� of configurations, with-
out taking into account the fact that not all of them will be 
reachable from the initial membrane structure of Π , irrespec-
tive of the initial content of the membranes. For example, 
XΓ,Λ,� will contain configurations of any depth (maximum 
number of nesting), but the membrane structure � of Π can 
never change in depth.1

The set  of rules R  induces a global rule 
GR ∶ XΓ,Λ,� → XΓ,Λ,� which describes the evolution of the 
system from any time step to the next one. Namely, given 
any configuration C , GR(C) is the unique configuration 
obtained from performing one computation step starting 
from C . In the following, Gt

R
 will indicate the t-fold appli-

cation of GR with itself (with the convention that G0
R
 is the 

identity map).
This particular definition of GR is matter of choice. We 

defined it in that way to ensure that GR is a function. Of 
course, ours is not the only way to obtain a function from the 
rule set R. However, in the present paper, the only property 
required for GR is continuity and this property is independent 
from the choice we made.

2.2 � Basics on discrete time dynamical systems

Formally, a discrete (time) dynamical system (DDS) is 
a structure ⟨X, f ⟩ , where X is a topological space, called 
the space of states, and f is a continuous function from 
X to itself. An orbit Of (x) of f with the initial condition 

1  Even when dissolution rules are considered, they only allow the 
membrane structure to decrease in depth.
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x ∈ X is the sequence {x, f (x), f 2(x),… , f n(x),…} where f n 
is the n-fold composition of f with itself and f 0 is the iden-
tity function. An orbit Of (x) is periodic if there exists an 
integer p, such that f p(x) = x . The least integer p with the 
previous property is the period of Of (x) and all elements 
of Of (x) are periodic points.

Studying a DDS means to investigate the properties of 
its orbits. In this paper, we will focus on two properties, 
namely, (topological) transitivity and sensitivity to initial 
conditions and we will assume that X is a metric space 
(so to be able to define sensitivity to initial conditions). 
Moreover, we denote B�(x) the open ball of radius 𝜀 > 0 
centered in x ∈ X.

Definition 1  (Topological transitivity) A DDS ⟨X, f ⟩ is (top-
ologically) transitive iff for any pair of non-empty open sets 
U,V ⊆ X there exists n ∈ ℕ , such that f n(U) ∩ V ≠ �.

Transitivity is a property of non-decomposability of the 
system. Indeed, a transitive system cannot be decomposed 
into two independent sub-systems. Transitivity is also a 
property often used to detect some form of chaotic behav-
ior in the system.

Definition 2  (Sensitivity) A DDS ⟨X, f ⟩ is sensitive to ini-
tial conditions if there exists 𝜖 > 0 (the sensitivity con-
stant), such that for every x ∈ X and every 𝛿 > 0 , there exist 
y ∈ B�(x)⧵{x} and n > 0 , such that d(f n(y), f n(x)) ≥ �.

The notion of sensitivity to initial conditions is con-
cerned with the concept of instability of a system and it is 
often popularized under the butterfly effect: small pertur-
bations in the initial conditions may originate huge differ-
ences upon iterations of the system.

Definition 3  (DPO) A DDS ⟨X, f ⟩ has dense periodic orbits 
(DPO) if the set of periodic points is dense in X.

Denseness of periodic orbits is often seen as an element 
of regularity of a system and together with sensitivity and 
transitivity it composes the definition of chaotic system 
popularized by Robert Luke Devaney [28].

It has been proved that transitivity and DPO imply sen-
sitivity to initial conditions when the state space X has 
infinite cardinality [29]. In the case of cellular automata, 
the situation is even simpler, namely, transitivity alone 
implies sensitivity to initial conditions [30]. Criticism 
and alternative proposals to Devaney’s definition of chaos 
can be found in [31, 32] and the follow-up papers. In this 
paper, we consider Devaney’s definition.

It is important to underline that when the cardinality of 
the space is countable, the dynamical properties that we 

have reviewed so far become meaningless, since no system 
can satisfy them. Before proving these facts, we need some 
preliminary results from topology.

Proposition 1  A countably infinite complete metric space 
has an isolated point.

Proof  In [33, Th. 2.43 pag. 38], it is proved that perfect sub-
sets of ℝk are uncountable. However, in the proof of that 
result, the only properties of ℝk that are used are the fact 
that it is a metric space (with the usual metric induced by the 
2-norm) and that it is complete (this is because the Cantor 
nested closed set theorem is also needed in the proof). We 
can therefore turn the statement into “A complete and perfect 
metric space is uncountable”. 	�  ◻

The previous proposition has strong consequences both 
on the topological structure of the space and on the pos-
sible dynamics on such a space as proved by the following 
corollaries

Corollary 1  If X is a countably infinite metric space, then it 
is not compact.

Proof  By contradiction, assume X compact. Then, X is com-
plete. By Proposition 1, we deduce that X has an isolated 
point x1 . Now, choose 𝜀1 > 0 , such that B�1

(x1) =
{
x1
}
 . 

Considering V1 = X⧵B�1
(x1) , one finds that V1 is closed and 

hence compact. Using Proposition 1 again, we find that there 
exists an isolated point x2 in V1 . By iterating the same argu-
ment as before, we can build an infinite sequence 

{
xi
}
i∈ℕ

 , 
such that

•	 ∀i, j ∈ ℕ, xi ≠ xj;
•	 ∀i ∈ ℕ, ∃�i s.t. B�i

(xi) =
{
xi
}
.

Let W =
⋃

i∈ℕ B�i
(xi) . W is an open set, since it is a union 

of open sets. Hence, X ⧵W  is compact, since it is a closed 
subset of the compact set X. Let U be an open cover of 
X ⧵W  . Then, U,B�1

(x1),B�2
(x2),… ,B�n

(xn),… is an open 
cover of X which does not admit any finite open sub-
cover. 	�  ◻

Corollary 2  If X is a complete countably infinite metric 
space, then no DDS having X as state space is sensitive to 
initial conditions.

Proof  The statement follows from the definition of sen-
sitivity to initial conditions. Indeed, assume that ⟨X, f ⟩ is 
sensitive to initial conditions and that � is the sensitivity 
constant. By Proposition 1, let x be an isolated point of 
X and let 𝜉 > 0 be such that B�(x) = {x} and 𝜉 < 𝜀 . Then, 
for all 𝛿 > 0 , for all y ∈ B�(x) and for all t ∈ ℕ , one finds 
d(f t(x), f t(y)) = d(f t(x), f t(x)) = 0 < 𝜀 . 	�  ◻
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Corollary 3  If X is a complete countably infinite metric 
space, then X has a countably infinite number of isolated 
points.

Proof  Let us prove the statement by induction on n > 0 . 
At stage n = 1 , Proposition  1 provides the statement. 
Assume the statement true up to stage n > 1 . Then, let 
Wn =

⋃n

i=1
B�i

(xi) , where the xi are distinct isolated points 
produced at the previous stages and for all 1 ≤ i ≤ n it holds 
that B�i

(xi) =
{
xi
}
 . Thus, Wn is an open set. As a conse-

quence, X ⧵Wn is a closed subset of a complete space, and 
hence, it is complete. By Proposition 1, X ⧵Wn admits an 
isolated point xn+1 which is, obviously, distinct from those 
contained in Wn . 	�  ◻

Proposition 2  If X is a complete countably infinite metric 
space, then no DDS ⟨X, f ⟩ is (topologically) transitive.

Proof  By contradiction, assume that there exists a transitive 
DDS ⟨X, f ⟩ . Let x1, x2,… , xn,… be the countably infinite set 
of distinct isolated points from Corollary 3. For i, j ∈ ℕ with 
i ≠ j , consider xi and xj and let �i, (resp., �j ) be such that 
B�i

(xi) =
{
xi
}
 (resp., B�j

(xj) =
{
xj
}
 ). By transitivity, there 

exists ni,j ∈ ℕ , such that f ni,j (B�i
(xi)) ∩ B�j

(xj) ≠ � , and 
hence, f ni,j (xi) = xj . Similarly, by exchanging the role of xi 
and xj , we have that there exists nj,i ∈ ℕ , such that 
f nj,i(xj) = xi . Therefore, we conclude that all the isolated 
points must be in the same periodic orbit which is, of course, 
impossible unless X is finite. 	�  ◻

Using a very similar proof technique as in the previous 
proofs, one can prove the following.

Proposition 3  If X is a metric space with an isolated point, 
then no DDS ⟨X, f ⟩ can be sensitive to initial conditions.

Proposition 4  If X is a metric space with a countably infi-
nite number of isolated points, then no DDS ⟨X, f ⟩ can be 
transitive.

A special situation that needs to be mentioned is when X 
is a finite set. In this case, no matter the metric with which 
X is equipped, all points of X are isolated and, hence, there 
are no sensitive systems on X. However, there might exist 
transitive systems. In this last case, the dynamics of such 
systems consists in a single periodic orbit.

Concerning DPO, it is clear that the structure of the state 
space X has a great impact on the dynamical systems acting 
on it as it is illustrated by the following result.

Proposition 5  If X is a countable metric space and the 
DDS A = ⟨X, f ⟩ has DPO, then all isolated points of X are 

periodic points of A . In particular, if X is finite, then all 
points are periodic points for A and f is a bijection.

Proof  If the DDS ⟨X, f ⟩ has DPO, then any open set con-
tains a periodic point. Hence, if x ∈ X is an isolated point, 
consider 𝜀 > 0 , such that B�(x)⧵{x} = � (this 𝜀 > 0 always 
exists, since x is isolated). Hence, the open set B�(x) = {x} 
must contain a periodic point. We conclude that x must 
be a periodic point. If X is finite, then all points are iso-
lated and, by the first part of the proof, we deduce that all 
points are periodic points. If all points are periodic, then f is 
clearly a bijection. Indeed, f is surjective, because, given a 
state x ∈ X of period p ≥ 1 , f p−1(x) is a preimage of x. For 
the injectivity, take x, y ∈ X with x ≠ y . If y ∈ Of (x) , then 
f (x) ≠ f (y) , because x ≠ y . If y ∉ Of (x) , then, by contradic-
tion, assume z = f (x) = f (y) . Let p be the period of z. We 
have f 2(x) = f 2(y) , since f (x) = f (y) and f is a function. And, 
more generally, we have f n(x) = f n(y) for all integers n > 0 . 
In particular, for n = p , one finds x = f p(x) = f p(y) = y con-
tradicting the initial hypothesis. 	�  ◻

Summing-up, we may conclude that in a complete 
countable metric space, no DDS can be chaotic according 
to Devaney’s definition.

3 � A distance on P systems and its induced 
topology

This section proposes a new distance suitable for the study 
of P systems with active membranes. One principle behind 
its definition is that two configurations differing in the skin 
membrane should be farther away than two configurations 
where the difference is deeper in the membrane struc-
ture. The reason for this is that, when used as computing 
devices, the output (acceptance or rejection) is signaled by 
an object being send out from the skin membrane into the 
environment. Hence, to obtain two different outputs, any 
difference between two configurations must “bubble up” 
in the membrane structure to reach the skin membrane. In 
this sense, two configurations with only one object of dif-
ference in the skin membrane—which may determine the 
output of the computation—should be maximally apart. 
Similarly, if a difference between two configurations C1 
and C2 remains deep in the membrane structure, then the 
output of the two computations starting at C1 and C2 will be 
the same and the two dynamics will stay “near” each other.

The first step allowing us to introduce the new distance 
is to pair the membranes of two configurations C1 and C2 
of XΓ,Λ,� . Let 𝜇̂1 and 𝜇̂2 be the corresponding membrane 
structures in which each node a ∈ 𝜇̂1 ∪ 𝜇̂2 is labeled with 
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�(a) = hw ∈ Λ × Γ∗ , i.e., its membrane label and the mul-
tiset of its contents, represented here as a string.2 We are 
now able to define the notion of pairing relation. A set 
M ⊆ 𝜇̂1 × 𝜇̂2 is a pair relation if, for any (a, b) ∈ M with 
a ∈ 𝜇̂1 and b ∈ 𝜇̂2 , it holds that 

1.	 if a and b are the roots of the membrane structures then 
�(a) = �(b) , i.e., they have the same content and mem-
brane label.

2.	 if a and b are not the root of the membrane structure 
and they have parent membranes a′ and b′ , respectively, 
then �(a) = �(b) , (a�, b�) ∈ M , and for all a� ∈ 𝜇̂1 and 
b� ∈ 𝜇̂1 with a′ ≠ a and b′ ≠ b , it holds that (a, b�) ∉ M 
and (a�, b) ∉ M . In other terms, a and b have equal labels 
and content, and the same holds for all pairs of mem-
branes in the path from them to the root of the mem-
brane structure. Furthermore, a membrane can be paired 
only with one other membrane.

Notice that, as a consequence, a membrane will be paired 
only with one at the same depth in the membrane struc-
ture. Moreover, there might be multiple relations respecting 
the conditions above (trivially, the empty relation satisfies 
them).

We are now able to define a partial ordering across all 
possible relations on the basis of the depth of the first node 
a which is not “paired”. Formally, given two pairing rela-
tions M and M′ , we say that M ≤ M′ if there exists a depth 
k ∈ ℕ and a node a ∈ 𝜇̂1 ∪ 𝜇̂2 at depth k, such that for all 
(a�, b�) ∈ M , with a′ ≠ a and b′ ≠ b , and for all b ∈ 𝜇̂1 ∪ 𝜇̂2 
at depth k, there exists (a��, b��) ∈ M� , such that b = a�� or 
b = b�� . Intuitively, M has a node at depth k with no pairing, 
and M′ has a pairing for all nodes at depth k. We call a rela-
tion M that is maximal with respect to this order a perfect 
pairing. Clearly, all perfect pairings between distinct con-
figurations have the same depth k with an “unpaired” node 
(but not necessarily the same one in every relation).

Definition 4  (Distance for P systems) The function 
d ∶ XΓ,Λ,� → ℝ

+ as follows. Consider two configurations 
C1, C2 ∈ XΓ,Λ,�

where k is the depth at which any perfect pairing between C1 
and C2 has an unpaired node.

d(C1, C2) =

{
2−k if C1 ≠ C2

0 otherwise,

Intuitively, the value of the distance is obtained by pair-
ing the membranes of the two configurations starting from 
the root “at best as possible” and then proceed until there 
is a level for which a pairing is not possible. At first glance 
the computation of the distance between two configurations 
seems to be expensive, since it requires the computation of a 
relation that is maximal across all possible pairings of nodes. 
However, we will provide an efficiently computable method 
that computes the distance (see Algorithm 1).

We now prove that d is, in fact, a distance.

Proposition 6  The function d is a distance over XΓ,Λ,�.

Proof  Consider any two configurations C1, C2 ∈ XΓ,Λ,� . 
It is clear that d(C1, C2) = 0 iff C1 = C2 and that 
d(C1, C2) = d(C2, C1) . Let us prove that the triangular ine-
quality holds. Consider a third configuration C3 ∈ XΓ,Λ,� . 
Assume d(C1, C3) = 2−k and d(C2, C3) = 2−l with k > 0 and 
l > 0 . Then, C2 coincides with C3 up to level l and, similarly, 
C1 coincides with C3 up to level k. Therefore, C1 and C2 must 
coincide at least up to level min(k, l) . And, hence, the trian-
gular inequality holds, since 2−k + 2−l > 2−min(k,l) . 	�  ◻

3.1 � Continuity and limit dynamics

As a first investigation, we show how the space XΓ,Λ,� and the 
distance d influence the properties exhibited by any global 
rule GR.

One interesting observation is that, when considering the 
limit dynamics of a configuration, the space XΓ,Λ,� does not 
contain all limit configurations. This is due to the existence 
of membrane division rules. Let us consider the following 
configuration C:

of a P system with only one rule: [a]h1 → [a]h1 [a]h1 . Clearly, 
for every t ∈ ℕ , the orbit with the initial condition C has the 
following configuration as element at time t:

which, at the limit, will result in a membrane structure with 
infinitely many membranes at one level. Denote X̄Γ,Λ,𝜇 , the 
set XΓ,Λ,� augmented with configurations admitting mem-
brane structures with nodes that possibly have a countable 
number of children. The definition of the distance d can be 
extended to X̄Γ,Λ,𝜇 without any change, since it is based on 
the depth of the difference in a pairing between two configu-
rations. However, it is still important to keep this distinction 
and not use always X̄Γ,Λ,𝜇 , since over such a set, the distance 

[[a]h1]h0

[ [a]h1 [a]h1 ⋯ [a]h1
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

2t copies

]h0 ,

2  To avoid the problem of multiple representations for the same 
multiset, we consider as a representation the smaller string in lexico-
graphic order.
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will not even be computable due to the existence of infinitely 
large configurations.

To explore the properties of XΓ,Λ,� and X̄Γ,Λ,𝜇 , we need to 
prove that XΓ,Λ,� (which is clearly infinite) is a countable set:

Proposition 7  The set XΓ,Λ,� is countable.

Proof  First of all, notice that for a given membrane structure 
with k ∈ ℕ membranes, the set of all possible configurations 
having that membrane structure is countable, since all the 
content of the membranes can be represented in ℕk|Γ| , i.e., 
as a multiset in which we count for each object a and mem-
brane h how many instances of a are in membrane h.

For any given number k of membranes the set of mem-
branes structures having k membranes is finite, and hence, 
for each given number of membranes k, the set of all pos-
sible configurations is still countable. Let us denote it by 
XΓ,Λ,�(k).

Since XΓ,Λ,� =
⋃

k∈ℕ XΓ,Λ,�(k) and the union of any count-
able sequence of countable set is countable, we get the 
desired result. 	�  ◻

On the other hand, all configurations of finite depth but 
with possibly infinitely many membranes are uncountable 
in number.

Proposition 8  The set X̄Γ,Λ,𝜇 is uncountable.

Proof  Assume that Γ = {a, b} .  For any function 
f ∶ ℕ → {0, 1} , build a configuration Cf ∈ X̄Γ,Λ,𝜇 , such that 
the associated membrane structure �f  has a root with an infi-
nite number of children, say, N1,N2,… , all with the same 
label. For n ∈ ℕ , let the content of Nn be anb if f (n) = 1 
or an if f (n) = 0 . Thus, for each function f ∶ ℕ → {0, 1} , 
it is possible to define an (infinite) configuration encoding 
it. Since the set {0, 1}ℕ of all functions from ℕ to {0, 1} is 
uncountable, XΓ,Λ,� is also uncountable. 	�  ◻

Denote T  the topology induced by the metric d on XΓ,Λ,� 
and T̄ the induced topology when d is extended to X̄Γ,Λ,𝜇 . The 
following propositions provide important characterizations 
of T  and T̄ .

Proposition 9  Both T  and T̄  are discrete (but not uniformly).

Proof  Consider a configuration C1 and let 𝜇̂1 be the corre-
sponding membrane structure. Then, it is not difficult to see 
that B1∕2k+1(C1) ⧵

{
C1

}
= � , where k is the height of 𝜇̂1 . 	

� ◻

By Propositions 6, 8, and 9, we get that T is second-count-
able (i.e., there exists a countable base for open sets), but T̄ is 
only first-countable (i.e., any point admits a countable local 

base for open sets) where first-countability is entailed by the 
fact that T̄  is a metric space.

Proposition 10  Neither T  nor T̄  is complete (and hence not 
compact).

Proof  For any i ∈ ℕ , let the configuration Ci contain a mem-
brane structure 𝜇̂i having height i and in which each node 
has exactly one child. Then, for m > n , d(Cn, Cm) = 2−n and, 
hence, (Ci)i∈ℕ is a Cauchy sequence. However, (Ci)i∈ℕ does 
not converge to a point in XΓ,Λ,� or X̄Γ,Λ,𝜇 . 	�  ◻

To turn T  or T̄  into a complete space, configurations with 
trees of infinite height should be included in these sets. 
Leaving aside the questions about the biological justification 
of allowing membrane structures of infinite height, it is not 
difficult to see that, once such configurations are included in 
XΓ,Λ,� , the distance d is not longer computable, since in such 
configurations, one can encode any function from ℕ to {0, 1} 
and, hence, the halting problem, too. Note that completing 
the space and capturing all limit dynamics give rise to infin-
ity in two different ways, i.e., in the depth or in the width of 
the membrane structure.

While it is true that, by the previous propositions, all 
global rules GR must be continuous functions, the follow-
ing property also holds regarding how much the distance 
between two configuration can grow with a single applica-
tion of GR:

Proposition 11  For every global rules GR and con-
f igurations C1, C2 ∈ XΓ,Λ,�  ,  i f  d(C1, C2) = 2−k  then 
d(GR(C1),GR(C2)) ≤ 2−k+1.

Proof  If d(C1, C2) = 2−k , it means that the two configurations 
are equal from the root to depth k − 1 . Since we assume 
determinism, the only possibility for two configurations to 
differ after one computation step is for some of the rules 
applied at depth k to produce a difference at a level h < k . 
Among all possible rules, only send-out rules can produce 
a change in one of the membranes higher in the membrane 
structure and in particular only at the parent membrane. 
Hence, if the first difference between the two configurations 
is at depth k, then after one computation step it can be at 
most at depth k − 1 . 	�  ◻

Concerning the study of the dynamical aspects of P sys-
tems, Proposition 9 has also another important consequence, 
namely, that any P system is continuous in both T  and T̄  . 
However, the discrete topology imposes strong constraints 
on the dynamics of P systems, since all systems turn out to 
be equicontinuous, i.e., strongly stable. However, in the next 
section, we will see that some form of sensitivity to initial 
conditions is still possible.
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3.2 � Sensitivity to initial conditions and transitivity

We have seen that ⟨X, f ⟩ is never sensitive if X is a count-
ably infinite metric space, as the configuration set XΓ,Λ,� 
of any P system is once equipped with any distance. How-
ever, one can provide a weaker form of sensitivity that can 
still turn to be useful in practice. The one we propose here 
is specially crafted for P systems.

First of all, for each configuration C ∈ XΓ,Λ,� , let �C ∈ ℝ 
be the minimum positive number, such that for all r > 𝜉C , 
it holds that Br(C) ≠ {C} , i.e., an open ball of radius r > 𝜉C 
centered in C will contain at least another configuration.

Definition 5  (Sensitivity to initial conditions for P systems) 
A global rule GR of any P system is P-sensitive to initial 
conditions if there exists a constant 𝜖 > 0 , such that for every 
configuration C1 and for every 𝛿 > 𝜉C1 , there exist a configu-
ration C2 ∈ B�(C1) with C2 ≠ C1 and a natural n > 0 such that 
d(Gn

R
(C1),G

n
R
(C2)) ≥ �.

Notice that the difference with respect to the standard 
definition of sensitivity is that here condition 𝛿 > 0 is 
replaced by 𝛿 > 𝜉C1 to avoid the ball centered in C1 to be 
the singleton 

{
C1

}
.

With respect to this revised definition, there exist global 
rules which are P-sensitive to initial conditions as the one 
in the following.

Example 1  Assume Γ = {a} and let Λ = {h} . Let the set of 
rules only consist of the following rule: [a]h → []h a . The 
effect of this rule is that all instances of the object a will be 
sent toward the root of the membrane structure.

Let C1 be any configuration in XΓ,Λ,� and let C2 be any 
configuration with the same membrane structure of C1 except 
that one of the membranes at the maximal depth in C1 has 
an additional child membrane in C2 , containing exactly 
one instance of a. If C1 has depth k, then C2 will have depth 
k + 1 . By construction, the two configurations will coincide 
up to depth k, while they will differ at depth k + 1 , thus 
d(C1, C2) = 2k+1 , which is also the minimal distance possible 
between C1 and any other configuration. Hence, C2 ∈ Br(C1) 
for any r > 𝜉C1 = 2k+1.

By the presence of a single send-out rule “moving” 
instances of a toward the root of the membrane structure, 
after a number t ∈ ℕ of time steps (that will depend on the 
specific membrane structure and number of instances of a in 
it), GR(C1) and GR(C2) will differ in the number of instances 
of a in the root of the membrane structures, i.e., at depth 0, 
so that d(Gt

R
(C1),G

t
R
(C2)) = 1.

Since this holds for any configuration C1 ∈ XΓ,Λ,� , we get 
that the system is P-sensitive to initial conditions with sen-
sitivity constant � = 1.

In addition to sensitivity, by Proposition 2, not even 
transitivity as originally formulated can be exhibited by 
DDS ⟨XΓ,Λ,�,GR⟩ . It is possible to “patch” the standard 
definition of transitivity as done with sensitivity, but with 
some significant restrictions.

To follow the same idea as sensitivity, suppose that we 
only allow open balls of radius at least r for some real con-
stant r > 0 as possible open sets appearing in the definition 
of transitivity. Then, there are three possible cases:

•	 If r = 1 , then for all C ∈ XΓ,Λ,� , it trivially holds that 
B1(C) = XΓ,Λ,� , and hence, the transitivity condition is 
satisfied.

•	 If r ≤ 1

2
 , then let C be a configuration having depth 0 

(i.e., there is only the root in the membrane structure). 
In this case, Br(C) = {C} and, in order that the intersec-
tion condition inside the definition of transitivity is sat-
isfied, the orbit starting at C would include all elements 
of XΓ,Λ,� . Since XΓ,Λ,� includes configurations of any 
depth and GR preserves the depth of the configuration 
on which it acts, this can never happen.

•	 If 1
2
< r < 1 , then for all C ∈ XΓ,Λ,� , Br(C) is neither a 

singleton nor the entire space (and it actually does not 
change when varying r). This is the case we will con-
sider in the sequel.

Hence, the only way of adapting transitivity to DDS 
⟨XΓ,Λ,�,GR⟩ is allowing only open sets of radius between 1

2
 

and 1 in the definition.

Definition 6  (Transitivity for P systems) A DDS 
⟨XΓ,Λ,�,GR⟩ is P-transitive iff for any pair of configu-
rations C1, C2 ∈ XΓ,Λ,� , there exists n ∈ ℕ , such that 
Gt

R
(Br(C1)) ∩ Br(C2) ≠ � for any 1

2
< r < 1.

We now show that there exist P-transitive DDS 
⟨XΓ,Λ,�,GR⟩.

Example 2  As in the previous example, let Γ = {a} , Λ = {h} , 
and let the set of rules contain only [a]h → []h a . Let C1 and 
C2 be any two configurations, having m1 and m2 instances of 
the object a in the root of the membrane structure. Thus, for 
any r ∈

(
1

2
, 1
)
 , the open ball Br(C1) (resp., Br(C2) ) is the set 

of all configurations in which the root of the membrane con-
tains exactly m1 (resp., m2 ) instances of a in the outermost 
membrane (which has necessarily label h). Hence, to ensure 
that Gt

R
(Br(C1)) ∩ Br(C2) ≠ � for some t ∈ ℕ , it is necessary 

(and sufficient) to exhibit a configuration in Br(C1) , whose 
orbit contains a configuration with exactly m2 instances of a 
in the outermost membrane.

Let C′
1
 be the following configuration:
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Roughly speaking, the outer membrane of C′
1
 contains m1 

copies of the same linear membrane structure of depth 
m1 + 1 , each of them containing one copy of object a in the 
deepest membrane.

The dynamics of C′
1
 is as follows: in the first m1 steps, all 

copies of object a in the outermost membrane will be set out 
one-by-one, “emptying” the membrane. At the same time, 
m2 copies of a will have entered m2 distinct membranes at 
depth 1 by m1 consecutive applications of the send-out rule 
for each instance. At the next time step, all of them will 
be sent out in the outermost membrane, thus providing m2 
instances of a in the outermost membrane. Hence, we get 
G

m1+1

R
(C�

1
) ∈ Br(C2) , as required to prove P-transitivity of GR.

While still restrictive, the adapted definition of transitiv-
ity allows capturing the idea that the iterated image of an 
open set intersects any other open set in the space.

4 � Computability of the distance d

One of the motivations of introducing a distance in the con-
text of P systems was to cope with practical applications or 
with simulations. Indeed, in these cases, one needs an effec-
tive algorithm to compute the distance.

Theorem 1  For any C1, C2 ∈ XΓ,Λ,� , it holds that d(C1, C2) 
can be computed in polynomial time in the size of C1 and C2.

The proof of Theorem 1 essentially exploits a connection 
between the computation of the distance and a variant of the 
Bottleneck Bipartite Matching Problem (BBMP) which can 
be solved in time O(n

√
nm) for a graph having n vertices 

and m edges [34]. We recall that BBMP is the problem that, 
given a bipartite undirected graph G in which any edge is 
associated with a weight, asks to find a maximal matching 
M, such that the largest weight in M is as small as possible.

The proof of Theorem  1 will essentially consist in 
an algorithm for computing the distance but before pro-
viding such an algorithm let us illustrate the data struc-
tures that it uses. We associate any pair of configura-
tions C1, C2 ∈ XΓ,Λ,� with three matrices T(C1) , T(C2) , and 
M(C1, C2) . The first two matrices will be used to keep track 
of the tree-structure of C1 and C2 , respectively, and of their 
membrane contents. The third one is used to account for 
the distances between nodes (sub-trees) in the two configu-
rations. Given a configuration C ∈ XΓ,Λ,� , the matrix T(C) 
has size h × n , where h is the height of the tree-structure in 

[am1

m2 copies

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
[[⋯ [a]h]h]h
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
depth m1+1

⋯ [[⋯ [a]h]h]h]h.

C and n is the number of nodes of the level with the largest 
number of nodes. Therefore, T(C)lev,pos uniquely determines 
the node at level lev and position pos, where the position 
is computed from left to right. The content of an entry of 
T(C) is the data structure described in Algorithm 1. If an 
entry of T(C) does not represent any node, then it is left 
empty.

struct {
string label // the name of the membrane and a string

representing its content
integer childnum // the number of children
intpair childlist // (first,last) children of the current node in

the list of nodes of the next level
string content // the molecules contained in the membrane

}

Data Structure 1:   The data structure for the entries of 
the matrix T

For example, assume that C has the membrane structure 
given in Fig. 1.

T h e n ,  T(C)2,2.label = C, T(C)2,2.childnum = 2  ,  a n d 
T(C)2,2.childlist = (2, 3) . We also use two functions to 
have informations on the tree-like structure, namely, 
height(C) which returns the height of the tree (in our 
previous example height(C)=4) and levelsize(C
,k) which returns the total number of nodes of the level k 
in C (in our example levelsize(C,3)=4). The matrix 
M(C1, C2) is a three-dimensional matrix of size k × n × m , 
where k is the maximum between the heights of C1 and 
C2 , while n (resp., m) is the number of columns of T(C1) 
(resp. T(C2)).

Algorithm 1   The polynomial-time algorithm for comput-
ing the distance d between two configurations C

1
 and C

2
.

A

B

E

C

F G

D

H

I L M

Fig. 1   An example of membrane structure
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Function d(T (C1), T (C2))
begin

for k ←− max(height(C1), height(C2)) down-to 1 do
for i ←− 1 to levelsize(C1,min(k, height(C1))) do

for j ←− 1 to levelsize(C2,min(k, height(C2))) do
if T (C1)k,i and T (C2)k,j are undefined then continue
if T (C1)k,i.label = T (C2)k,j .label then

M(C1, C2)k,i,j ←− 1
continue

end
if T (C1)k,i.childnum = T (C2)k,j .childnum then

M(C1, C2)k,i,j ←− 1/2
continue

end
if T (C1)k,i.content = T (C2)k,j .content then

M(C1, C2)k,i,j ←− 1/2
continue

end
// Build the complete bipartite graph G
// as follows
(l1, r1) ←− T (C1)k,i
(l2, r2) ←− T (C2)k,j
L ←− {T (C1)k+1,l1 , T (C1)k+1,l1+1, . . . , T (C1)k+1,r1}
R ←− {T (C2)k+1,l2 , T (C2)k+1,l2+1, . . . , T (C2)k+1,r2}
// Build the set of edges E and weights W
for a ←− l1 to r1 do

for b ←− l2 to r2 do
e ←− (T (C1)k+1,a, T (C2)k+1,b)
E ←− E ∪ {e}
W [e] ←− M(C1, C2)k+1,a,b

end
end
G L ∪R,E
res ←− AdHocBBPM(G,W)
if res = 0 then M(C1, C2)k,i,j ←− 0
else M(C1, C2)k,i,j ←− res/2

end
end

end
return M(C1, C2)1,1,1

end

Algorithm 2   The ad hoc version of the Bottleneck Bipar-
tite Perfect Matching Problem used for the computation of 
the distance d.

Function AdHocBBPM(G,W)
// G is complete bipartite graph
// W is a dictionary of weights, one entry per edge
begin

weights ←− getset(W)
weights ←− sort(weights)
// addzero() adds a 0 value as first element of the array

while all other elements are shifted to the right
if weight[1] = 0 then weights ←− addzero(weights)
for i ←− 1 to weights.size do

if BBPM(weigths[i]) then return weights[i]
end

end

Proof of Theorem 1  Given two configurations C1, C2 ∈ XΓ,Λ,� , 
the Listing  1 provides a function which computes the 

distance between them. The algorithm uses a dynamic pro-
gramming technique to fill bottom–up (and left to right) the 
matrix M(C1, C2) . When comparing two sub-trees (one from 
C1 and one from C2 ), three cases can occur: 

1.	 the two roots have distinct labels, and hence, indepen-
dently from the rest, the distance is 1 (as checked by the 
first if-block);

2.	 the two roots have the same label but distinct numbers 
of children and, hence, independently from the rest, the 
distance is 1/2 (as checked by the second if-block);

3.	 finally, it holds that the two roots have the same label 
and the same number of children. At this point, it is clear 
that we cannot compare all the possible combinations of 
children of one root with those of the other one without 
paying an exponential complexity cost. Therefore, we 
use a different strategy. Indeed, we use an ad hoc version 
of the bottleneck perfect matching problem. The idea is 
to build a complete bipartite graph G in which the chil-
dren of the first root are the left nodes L and those of 
the second one are the right nodes R. Each left node is 
connected with a right node by an edge labeled with a 
weight given by their distance (that have been already 
computed at the previous step). A perfect matching in 
G using weights of value at most w provides a way to 
pair the children between the two sub-trees in which the 
worst distance between such two children is w. Therefore, 
AdHocBBPM() (see Listing 2) is invoked to find such a 
bottleneck perfect matching by starting with the lowest 
possible weight (i.e., 0) and progressively increasing it 
(this is the reason for the functions getset() which 
returns an array of unique values from W and sort() 
which sorts in ascending order the array taken in input) 
until a perfect matching is found. AdHocBBPM() 
returns the maximum weight in the matching found. We 
underline that a perfect matching always exists, since L 
and R have the same size and G is complete.

To conclude, the complexity of the algorithm in List-
ing 1 is given by the function AdHocBBPM(), the latter 
being called a number of times which is linear in the size 
of the largest matrix between T(C1) and T(C2) . In its turn 
AdHocBBPM() invokes BBPM() a number of times which 
is quadratic in the size of T(C1) or T(C2) (since there is one 
weight per pair of nodes). By the main result in [34], we 
have the thesis. 	�  ◻

We now explain how Algorithms 1 and 2 work by the 
following illustrative example.

Example 3  Let us consider the following two configurations:

C1 = [[[]h4]h2 []h3 ]h1 C2 = [[[]h6 ]h2 []h5]h1 .
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For a sake of simplicity, throughout this example, we will 
denote by hi,j the entire subtree rooted at membrane hi in 
configuration Cj.

Algorithm 1 is going to compute the distance between hi,1 
and hj,2 for all i and j at the same depth in the two configura-
tions, starting from the leaves and moving toward the outer-
most membrane, while saving the results in matrix M(C1, C2).

Consider the computation of the distance between h1,1 and 
h1,2 . A graph with nodes h2,1, h3,1, h2,2 , and h5,2 (i.e., all chil-
dren membranes of h1,1 and h1,2 ) is built. The edges are all 
the pairs with a node from C1 and the other one from C2 , i.e., 
the pairs (hi,1, hj,2) . In this way, a bipartite graph G is then 
obtained. The weight of each edge is the distance between 
the its two extremities, where the value of such a distance 
has already been computed and saved in matrix M(C1, C2) . 
At this point, the graph G and the weights of all edges 
are passed as arguments to the function AdHocBBPM() 
of Algorithm 2. Finally, a subroutine solving the BBPM 
problem is invoked to find the matching in the bipartite 
graph with the smallest maximum weight, i.e., the distance 
between h1,1 and h1,2.

5 � Conclusions

In this paper, we provided a distance between configura-
tions of P systems with active membranes and without 
charges with the explicit intent to study the dynamics 
generated by the transition function defined by a set of 
rules. To reach this objective, we provided a characteri-
zation of the dynamics in countable spaces, we defined 
a polynomial-time computable distance, and we adapted 
the common notions of sensitivity to initial conditions and 
transitivity to the case of P systems.

There are a large number of interesting questions for 
future research. First, it calls for a suitable definition of cha-
otic behavior. Indeed, we have seen that in a countable met-
ric space, no chaotic behavior is possible. We proposed weak 
forms of sensitivity to initial conditions and transitivity, but 
this aspect should be investigated further. A connected ques-
tion concerns the computability of the dynamical behavior. 
For instance, given a description of a P system in input, is 
it decidable to establish if the system is sensitive to initial 
conditions (in the weak sense, of course)?

In the study of discrete dynamical systems, a central issue 
consists in characterizing the limit set, i.e., the set of all 
the configurations which can appear after an arbitrary long 
number of iterations. Can our distance be of some help in 
figuring out the properties of the limit set?

Additionally, there are a number of questions regarding 
the interaction between a set of rules and possible dynamical 
behaviors. For example, what kind of additional dynamics 

are possible when membrane dissolution and creation are 
allowed?

Finally, in the definition of the global rule GR , we required 
determinism. How can non-determinism be added? Moreo-
ver, have some common notions—like confluence—a topo-
logical characterization?
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