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#### Abstract

Data sanitization and frequent pattern mining are two well-studied topics in data mining. Data sanitization is the process of disguising (hiding) confidential information in a given dataset. Typically, this process incurs some utility loss that should be minimized. Frequent pattern mining is the process of obtaining all patterns occurring frequently enough in a given dataset. Our work initiates a study on the fundamental relation between data sanitization and frequent pattern mining in the context of sequential (string) data. Current methods for string sanitization hide confidential patterns. This, however, may lead to spurious patterns that harm the utility of frequent pattern mining. The main computational problem is to minimize this harm. Our contribution here is as follows. First, we present several hardness results, for different variants of this problem, essentially showing that these variants cannot be solved or even be approximated in polynomial time. Second, we propose integer linear programming formulations for these variants and algorithms to solve them, which work in polynomial time under realistic assumptions on the input parameters. We also complement the integer linear programming algorithms with a greedy heuristic. Third, we present an extensive experimental study, using both synthetic and real-world datasets, that demonstrates the effectiveness and efficiency of our methods. Beyond sanitization, the process of missing value replacement may also lead to spurious patterns. Interestingly, our results apply in this context as well. We show that, unlike popular approaches, our methods can fill missing values in genomic sequences, while preserving the accuracy of frequent pattern mining.
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## 1 Introduction

ASTRING is a sequence of letters over some alphabet $\Sigma$. Strings are commonly used to represent individuals' data in domains ranging from transportation to web analytics and bioinformatics. For example, a string can represent a user's location profile, with each letter corresponding to a visited location [1], a user's purchasing history, with each letter corresponding to a purchased product [2], or a patient's genome sequence, with each letter corresponding to a DNA base [3]. Mining patterns from such strings is thus useful in a gamut of applications: mining patterns from location history data helps route planning [4]; mining patterns of co-purchased products from market-basket data improves business decision making [2]; mining patterns from genome sequences can improve clinical diagnostics [3]. To support these applications while preserving privacy, strings representing individuals' data are often being disseminated after sanitization [5], [6] or anonymization [7].

In this paper, we study the fundamental relation between data sanitization [5], [6], [8] (also known as knowledge hiding) and frequent pattern mining [9], [10], [11], [12]. The objective of frequent pattern mining in strings is to obtain all patterns occurring frequently enough (according to a given frequency threshold $\tau$ ) in a string, or in a collection of strings. There may also be constraints for the mined strings (e.g., to be of fixed length $k$ [13], [14]). In string sanitization, an adversary seeks to determine whether one or more sensitive patterns modeling confidential knowledge occur in (the sanitized version of) a string. For example, an adversary may want to determine whether a series of purchased products (resp. search queries) indicating pregnancy occur in a user's purchasing history (resp. search history) [15]. The adversary knows only the
sanitized version of a string, the alphabet $\Sigma$ over which the string is derived, and a set of sensitive patterns. The adversary succeeds if, based on their knowledge, they can determine whether one or more sensitive patterns occur in the string. In our example, the adversary's success would allow them to infer that a user is pregnant and potentially use this information in unsolicited advertisement [15]. The privacy objective of string sanitization is to negate the adversary's success criterion [8], [16], [17]. Of note, the adversary model and privacy objective of string sanitization is similar to that of itemset [5], [18] or sequence [19], [20] sanitization.

Let $W$ be the input string over $\Sigma, k$ be a positive integer, and $\mathbf{S}$ be the set of sensitive length- $k$ substrings. Recently proposed methods [8], [16], [17] construct a string $X$ satisfying the following properties: (I) $X$ contains no element of $\mathbf{S}$ as a substring; (II) the total order and thus the frequency of all non-sensitive length- $k$ substrings of $W$ is preserved in $X$, or a partial order of these substrings and their frequency is preserved in $X$; and (III) the length of $X$ is minimized [8], or the edit distance between $W$ and $X$ is minimized [16], [17]. These methods work by copying carefully selected substrings of $W$ into $X$ and separating them by a special letter $\# \notin \Sigma$. Clearly, the privacy objective (i.e., property I) may be achieved by removing some letters from the sensitive patterns occurring in $W$, or by concatenating the non-sensitive substrings in $W$ and separating them by $\#$. Yet, the first strategy is ineffective at preserving the utility of the string as it incurs large changes to the set of length- $k$ frequent substrings [8], [16], while the second one leads to an unnecessarily long string that has a negative impact on the efficiency of any subsequent analysis tasks [8], [16]. On the other hand, the methods in [8], [16], [17] satisfy property I; ensure no accuracy loss in sequentiality-based or fre-quency-based tasks (e.g., that the same length- $k$ frequent substrings can be mined from $W$ and from $X$ ) due to property II; and help the subsequent analysis on $X$ in terms of efficiency [8], [16] or utility [17] due to property III. Furthermore, they are efficient (i.e., they match or are close to the time-complexity lower bounds).

Example 1. Let $W=$ GACAAAAACCCAT, $k=3$, and the set of sensitive patterns $\mathbf{S}=\{$ ACA , CAA AAA, AAC, CCA $\}$. Further, let $X_{\mathrm{TR}}=$ GAC\#ACC\#CCC\#CAT, $\quad X_{\mathrm{MIN}}=$ GACCC\#CAT and $X_{\mathrm{ED}}=$ GAC\#AA\#ACCC\#CAT be three sanitized strings. All three strings contain no sensitive pattern and preserve the total order and thus the frequency of all non-sensitive length-3 substrings of $W: X_{\mathrm{TR}}$ is the trivial solution of interleaving the non-sensitive length-3 substrings of $W$ with \#; $X_{\text {MIN }}$ is the shortest possible such string [8]; and $X_{\text {ED }}$ is a string closest to $W$ in terms of edit distance [17].
Unfortunately, as noted in [8], the occurrences of \# reveal the locations of sensitive patterns. Thus, an adversary who knows how \#'s are added to $X$, in addition to knowing $X, \Sigma$, and S , can infer the sensitive patterns in $X$. To prevent this, the occurrences of \#'s must be ultimately replaced by letters of the original alphabet $\Sigma$. This replacement gives rise to another string over $\Sigma$, which we denote by $Z$. The replacement must ensure that sensitive patterns, as well as any implausible patterns (i.e., known or likely artefacts of sanitization that could be exploited to locate the positions of replaced \#'s), do not occur in $Z$ (see [16] for details).

However, $Z$ may contain spurious patterns that could not be mined from $X$ at a minimum frequency threshold $\tau$ but would be mined from $Z$ at the same frequency threshold. These patterns are referred to as $\tau$-ghosts.

Motivated by the importance of string sanitization and the useful properties of the methods of [8], [16], [17], we investigate the crucial interplay between \# replacements and $\tau$-ghosts. We pose here the following question that, to the best of our knowledge, has not been addressed: Given a string $X$ containing \#'s, a positive integer $k$, and a positive integer $\tau$, how should we replace the $\#$ 's in $X$ with letters from $\Sigma$, so that the number of length- $k \tau$-ghosts in the resulting string $Z$ is minimized? Answering this question helps preserving the accuracy of frequent pattern mining and tasks based on it (e.g., pattern-based clustering [21] and classification [22], as well as sequential rule mining [23]) that we may not know a priori. For example, in the context of data sanitization, answering this question would enable the mining of frequent patterns that model useful information about individuals (trips in location sequences, co-purchased products in market-basket sequences, or motifs in genomic sequences), as well as the protection of individuals' confidential information (certain location sequences, co-purchased products or parts of genome) [6], [8]. In addition, it would allow an organization to share sales data (e.g., a string in which a letter denotes the sale of a product) with a third party for collaboration purposes, without enabling the mining of information that could provide competitive advantage to the third party (e.g., a sequence of products that are sold unexpectedly frequently) [20].

The above question is also of quite general interest, as it applies to sequential datasets that may have occurrences of a special letter for a variety of reasons beyond data sanitization. This special letter, denoted here by \# for consistency, represents some information that is missing (i.e., a missing value) from these datasets. For instance, in genome sequencing data, \# corresponds to an unknown DNA base [24]; in databases, \# represents a value that has not been recorded [25], [26]; and in masked data outputted by other privacy-preserving methods [27], \# is introduced deliberately to achieve their privacy goal.

Like in data outputted by sanitization methods, the occurrences of \# in other string datasets often have to be replaced. For example, since the DNA alphabet consists of four letters (A, C, G, and T), off-the-shelf algorithms for processing DNA data use a two-bits-per-base encoding to compactly represent the DNA alphabet. In order to use these algorithms with input strings containing unknown bases, we would have to amend them to work on the extended alphabet $\{A, C, G, T, \#\}$. This solution may have a negative impact on the time efficiency of the algorithms or the space efficiency of the data structures they use. Thus, instead, in several state-of-the-art DNA data processing tools (e.g., [28], [29]), the occurrences of \# are replaced by an arbitrarily chosen letter from the DNA alphabet, so that off-theshelf algorithms can be directly employed. This, however, may introduce many spurious patterns, including patterns that are unlikely to occur in a genomic sequence [30], [31], negatively affecting the accuracy of frequent pattern mining. This is in contrast to our approach, which aims to replace unknown bases (occurrences of $\#$ ) in a way that
avoids these patterns to preserve data utility (see Section 9 for further details).

Replacing the occurrences of \# in a database is also often needed to be able to perform frequent pattern mining with off-the-shelf algorithms [26]. To this end, the occurrences of \# are commonly replaced by some statistical estimate, such as the most frequent value [26], [32]. However, such a replacement does not generally maintain the accuracy of frequent pattern mining, since it may introduce many spurious patterns [26]. The goal of our approach is to preserve as much as possible the accuracy of frequent pattern mining, by minimizing the creation of spurious frequent patterns.

Example 2. Let again $W=$ GACAAAAACCCAT, $k=3$, and $\mathbf{S}=$ \{ACA, CAA, AAA, AAC, CCA\}. Further, let the frequency threshold be $\tau=2$. Note that the frequency of all non-sensitive patterns (length-3 substrings) in $W$ is preserved in all three sanitized strings $X_{T R}=$ GAC\#ACC\#CCC\#CAT, $X_{\mathrm{MIN}}=$ GACCC\#CAT, and $X_{\mathrm{ED}}=$ GAC\#AA\#ACCC\#CAT. Replacing, however, all \#'s with G would create $\tau$-ghost GAC both in $X_{\mathrm{TR}}$ and in $X_{\mathrm{ED}}$.

Contributions. To our knowledge, there does not exist a general solution to the question we pose here that simultaneously guarantees effectiveness and efficiency. In this work, we provide compelling evidence as to why this is the case. We also provide algorithms for answering this question. Specifically:

1) We embark on a theoretical study to understand the relation between replacing $\#$ 's and creating $\tau$-ghosts. In particular, we define the following problems, which all require that any two \#'s in $X$ are at least $k$ positions apart, and examine their hardness:

- HMd (Hide and Mine decision): This is the core decision version of the problem, asking whether or not we can replace all \#'s in $X$, so that no sensitive pattern and no $\tau$-ghost occurs in $Z$. Deciding this may allow for sanitizing $X$ with no utility loss in frequent pattern mining. We show that HMd is strongly NPcomplete via a reduction from a variant of the wellknown Bin Packing problem [33] (see Section 4). This is the most technically involved part of the paper, as the provided reduction is highly non-trivial.
- HM (Hide and Mine): This is the optimization version of HMD asking how we can replace all \#'s, while ensuring that no sensitive patterns and a minimal number of $\tau$-ghosts occur in $Z$. This would minimize the utility loss in frequent pattern mining. HM is clearly NP-hard as a consequence of HMd being NP-complete, but we also show that it is hard to approximate.
- НМмт (Hide and Mine minimum threshold): Given a parameter $\tau$, this problem asks for the minimum frequency threshold $\tau_{1} \geq \tau$ for which no sensitive pattern and no $\tau_{1}$-ghost occurs in $Z$. Solving НМмт would imply no utility loss in frequent pattern mining at a higher frequency threshold $\tau_{1}$ that is as close as possible to $\tau$. We show that HMmт is (NP-hard and) hard to approximate.
The hardness (see Section 4) and inapproximabilty (see Section 5) results for our problems provide solid evidence for
the lack of exact or approximation polynomial-time algorithms for these problems (also for the generalized problem, in which there are no restrictions on the distance between \#'s), and motivate our next contributions. These results are general and independent of the application for which \#'s are replaced. In particular, they rigorously answer how difficult is to apply frequent pattern mining and missing value replacement from the lower bound point of view.

2) We develop exact algorithms for HMd and HM that require polynomial time, under certain realistic assumptions on the problem parameters. We also develop an efficient and effective heuristic for HM. In particular, we develop the following:

- Exact algorithms based on an Integer Linear Programming (ILP) formulation of HMD. The main idea is to identify all length- $k$ strings over $\Sigma$ in $X$ that may potentially become $\tau$-ghosts in $Z$, and then decide whether each of the \#'s can be replaced by a letter in $\Sigma$ without creating any $\tau$-ghost pattern or any sensitive pattern in $Z$. We prove that HMd is fixed-parameter tractable ${ }^{1}$ in most cases encountered in practice (e.g., when the number of distinct letters in the string and the length $k$ of sensitive patterns are upper bounded by a constant).
- Exact algorithms based on an ILP formulation of HM. This ILP formulation differs from the HMD formulation in that it takes into account the number of $\tau$-ghosts created by replacing \#'s, so as to minimize their number. We prove that HM is fixed-parameter tractable in many cases encountered in practice (e.g., when the length $k$ of sensitive patterns and the number of distinct patterns that may become $\tau$-ghosts are upper bounded by a constant).
- A greedy heuristic that replaces the \#'s from left to right, while avoiding the creation of non-sensitive patterns that may become $\tau$-ghosts. The heuristic has three variants which aim to minimize different measures based on: the number of newly created patterns with frequency $f<\tau$, the sum of $(\tau-f)^{-1}$, or the max of $(\tau-f)^{-1}$, where frequency $f$ is taken over the newly created patterns.
The ILP-based algorithms are presented in Section 6, and the greedy heuristic in Section 7.

3) We conduct an extensive experimental study (see Section 8). We show that our methods: (I) allow for frequent length- $k$ pattern mining with no or insignificant utility loss (i.e., they create zero or few $\tau$-ghosts); (II) incur very low distortion; and (III) are practical.
4) We consider the generalization of the HM problem, which removes the requirement that any two \#'s in $X$ are at least $k$ positions apart. This problem has a direct application on missing value replacement, where the input set of sensitive patterns corresponds to patterns that are less likely than expected to occur. We adapt the algorithms of Sections 6 and 7 to address this problem. In particular, we show that our methods substantially outperform missing
1. A problem with parameters $p$ and $q$ is fixed-parameter tractable (FPT) in $p$ if there exists a function $f$ and a polynomial $P$ such that the problem has time complexity $\mathcal{O}(f(p) \cdot P(q))$ [34].
value strategies employed by state-of-the-art DNA data processing tools. These results answer how difficult is to apply frequent pattern mining and missing value replacement from the upper bound point of view. See Section 9 .

A preliminary version of this paper appeared in [35].

## 2 Related Work

Our work is related to three areas: (I) data sanitization (a.k. a. knowledge hiding) [36], [37], which aims to prevent the mining of confidential knowledge from a disseminated dataset, (II) anonymization [38], which aims to prevent the inference of information about individuals represented in a disseminated dataset, and (III) missing value treatment [39]. We next briefly review related works in these areas.

### 2.1 Data Sanitization

Data sanitization approaches are typically applied to a collection of transactions [5], [18], [40], a collection of sequences [6], [19], [20], or a single sequence [41]. These approaches employ integer programming [18], [40], dynamic programming [41], or heuristics [5], [6], [19], [20]. The objective of these approaches is twofold: to reduce the frequency (support) of sensitive patterns, so that they cannot be mined at a given frequency threshold $\tau$; and to preserve data utility, often by preserving the set of frequent patterns that can be mined at threshold $\tau$ [5], [18], [19], [20], [40]. The patterns considered in these approaches are: itemsets in [5], [18], [40], subsequences in [6], [19], [20], and single letters in [41].

We discuss approaches for sanitizing a collection of sequences in more detail. The works of [6], [19], [20] considered the general problem of hiding a given set of sensitive patterns from an input collection of sequences, so that no sensitive pattern occurs as a subsequence (and not as a substring) in at least $\tau$ sequences in the collection. To deal with the problem, they proposed deletion-based [6], [19] or per-mutation-based [20] heuristics. The work of [41] considered the problem of hiding a given set of sensitive events (i.e., single letters) from an event sequence, in which each event is a multi-set of letters that is associated with a timestamp. To deal with the problem, it proposed a dynamic programming algorithm.

Unlike our work, all the approaches that were discussed so far do not aim at hiding sensitive strings, nor at minimizing changes to the set of frequent substrings.

As discussed in Introduction, in the recently proposed approaches for string sanitization [8], [16], [17], \#'s must be ultimately replaced so that the locations of sensitive patterns are not exposed. To this end, [8] considered the problem of replacing \#'s so as to minimize the total cost of $\tau$-ghost occurrences and showed that this problem is NPhard. Note that HM, the problem of minimizing the total number of $\tau$-ghosts we consider here, is fundamentally different from the problem of minimizing the total cost of $\tau$-ghost occurrences and, in particular, it cannot be reduced from Multiple-Choice Knapsack because no arbitrary weights or costs are involved. On the hardness side, this makes our hardness proof considerably more challenging. On the algorithmic side, [8] proposed a heuristic inspired by algorithms for Multiple-Choice Knapsack. This heuristic assumes that each \# replacement forces all length- $k$ strings
that could become $\tau$-ghosts with this replacement, to actually do become $\tau$-ghosts. Based on this assumption, it assigns a cost to every replacement of every $\#$, and then chooses the replacements that minimize the total cost of $\tau$-ghost occurrences. Due to this pessimistic assumption, this heuristic may not be effective at minimizing the number of $\tau$-ghosts.

### 2.2 Data Anonymization

Data anonymization approaches for string data are applied to a collection of strings [7], [42], [43], [44], [45], [46], or to a single string [47], [48], [49].

We first discuss approaches applied to a collection of strings. Some works [7], [42], [43] propose heuristics, based on $k$-anonymity [50]. The goal of [7], [42] is to create a synthetic string that represents a cluster of strings in the input dataset, while that of [43] is to upper-bound the probability of inferring any letter in any string of the published collection of strings. Other works [44], [45], [46] propose heuristics based on differential privacy [51]. The goal of [45] is to release a differentially private string collection. On the other hand, [44] and [46] focus on frequent substrings: [44] aims to release differentially private top- $k$ frequent substrings, where $k$ denotes the number of frequent substrings required, while [46] aims to release differentially private frequent substrings with gap constraints [52].

We now discuss approaches applied to a single string [47], [48], [49]. The goal of [47] is to prevent inferences about a given set of sensitive sequences, by limiting the mutual information between the frequency distribution of sensitive sequences in the string before and after anonymization. To achieve this, it proposed heuristics which replace letters with other letters that represent more abstract (coarse) information. The goal of [48] is to prevent sensitive sequences from occurring within a time window of a temporally-annotated string. To achieve this, it proposed algorithms that delete letters from a string, while preserving occurrences of non-sensitive sequences. The goal of [49] is to prevent the inference of the exact frequency (multiplicity) of any length$k$ substring in a string based on differential privacy. To achieve this, it proposed exact polynomial-time algorithms based on dynamic programming and linear programming, as well as several linear-time heuristics.

We stress that the above data anonymization approaches are not alternatives to our approach. This is because they cannot be applied to hide a collection of sensitive patterns while preserving utility for frequent pattern mining.

### 2.3 Missing Value Treatment

Missing values occur in string datasets for a number of reasons [39], and they need to be treated to improve the quality of obtained statistics [53], query answers [25], and data mining models (e.g., association rules [54], [55], sequential patterns [26], clustering [56], and classification [57]). Therefore, existing works remove [53] or replace missing values [25], [56], [57], or alternatively utilize interestingness measures that are suited to mining patterns with missing values [26], [54]. Hence these works are tailored to specific settings and cannot deal with our problem. This is because they do not
aim at minimizing the impact that replacing missing values in a string has on frequent pattern mining.

## 3 Preliminaries and Problem Statement

An alphabet $\Sigma$ is a finite nonempty set whose elements are called letters. We also consider an alphabet $\Sigma_{\#}=\Sigma \cup\{\#\}$, where $\#$ is a special letter not in $\Sigma$. We fix a string $X=$ $X[0] \cdots X[n-1]$ of length $|X|=n$ over $\Sigma_{\#}$. The set of length- $k$ strings over $\Sigma$ is denoted by $\Sigma^{k}$. For two indices $0 \leq$ $i \leq j<n, X[i \ldots j]=X[i] \cdots X[j]$ is the substring of $X$ that starts at position $i$ and ends at position $j$ of $X$. Freq $X_{X}(U)$ denotes the number of occurrences (starting positions) of string $U$ as a substring of $X$. A prefix of $X$ is a substring of $X$ of the form $X[0 \ldots j]$, and a suffix of $X$ is a substring of $X$ of the form $X[i \ldots n-1]$. A dictionary over $\Sigma$ is a set of strings over $\Sigma$. We will consider a dictionary of length- $k$ strings that do not occur in $X$, referred to as sensitive patterns. Any element of $\Sigma^{k}$ that is not in this dictionary is referred to as a non-sensitive pattern. In combinatorics on words, such a dictionary is known as antidictionary and the sensitive patterns are known as forbidden patterns (e.g., [58]).

Problem 1 (Hide \& Mine (HM)). Given an integer $k>0, a$ string $X=X_{0} \# X_{1} \# \cdots \# X_{\delta}$ of length $n$ over an alphabet $\Sigma_{\#}$, with $\left|X_{i}\right| \geq k-1$, for all $i \in[0, \delta]$, a dictionary $\mathbf{S} \subseteq \Sigma^{k}$ such that no $S \in \mathbf{S}$ occurs in $X$, and an integer $\tau>0$, compute a function $g:[\delta] \rightarrow \Sigma$ such that the following hold for string $Z=X_{0} g(1) X_{1} g(2) \cdots g(\delta) X_{\delta}$ :

I The number of strings $U \in \Sigma^{k}$, with $\operatorname{Freq}_{X}(U)<\tau$ and $\operatorname{Freq}_{Z}(U) \geq \tau$ in $Z$, is minimized. These strings are called $\tau$-ghosts.
II No sensitive pattern $S \in \mathbf{S}$ occurs in $Z$.
Note that function $g$ replaces each \# by exactly one letter from $\Sigma$. Condition $\left|X_{i}\right| \geq k-1$, for all $i \in[0, \delta]$, means that any two \#'s in $X$ are at least $k$ positions apart. Thus, any length- $k$ substring $X[i . . i+k-1]$ of $X$ is affected by at most one \# replacement. The sanitization method of [8, Lemma 1] produces an $X$ satisfying this condition, for any given set S, to guarantee that the frequency of every nonsensitive pattern is preserved in $X$. Thus, HM is directly applicable to the output of [8]. We also consider the generalized version of the HM problem, in which we drop the condition $\left|X_{i}\right| \geq k-1$, for all $i \in[0, \delta]$, specifying that \# occurrences must not be close to each other. This problem is referred to as Generalized Hide \& Mine (GHM).

To prove NP-completeness, we consider the decision variant HMD of HM , which asks to decide if there exists any function $g:[\delta] \rightarrow \Sigma$ such that the following hold:

I No $\tau$-ghost pattern occurs in $Z$.
II No sensitive pattern $S \in \mathbf{S}$ occurs in $Z$.

## 4 HMD is NP-Complete

Problem HMD is clearly in NP, as the presence of $\tau$-ghosts or sensitive patterns can be verified in polynomial time. In this section, we show that HMd is strongly NP-complete via exhibiting a reduction from a variant of the Bin Packing problem [33]. As a consequence, HM is NP-hard. In
what follows, we will denote an instance of a problem $P$ with $\mathcal{I}_{\mathrm{P}}$.

### 4.1 The Unique-Weights Bin Packing Problem

The Bin Packing (BP) problem is defined as follows. Given three positive integers, $M$ (number of bins), $B$ (capacity of every bin), and $N$ (number of items), as well as a vector $\left[w_{1}, \ldots, w_{N}\right]$ of positive integers representing the weights of the items, the BP problem asks whether we can partition the items into $M$ subsets (bins) without exceeding the capacity of any bin. Formally, we need to decide whether there exists a function $f:[N] \rightarrow[M]$, assigning items to bins, such that

$$
\forall i \in[M], \sum_{j \in[N], f(j)=i} w_{j} \leq B .
$$

Crucially, BP is strongly NP-complete [33], i.e., it is NPcomplete even when weights and bin capacities are bounded by a polynomial function of $N$ and $M$. In the following, we will consider this case, and use gadgets whose size is proportional to the numerical values in $\mathcal{I}_{\mathrm{BP}}$, as if we were representing those numbers in unary notation.

We will assume that no two items have the same weight. We refer to this variant of BP as the Unique-Weights Bin Packing (UWBP) problem; see Supplemental Material for an example, which can be found on the Computer Society Digital Library at http:/ /doi.ieeecomputersociety.org/10.1109/ TKDE.2022.3158063. To justify the unique weights assumption, we show that UWBP is still strongly NP-complete by a polynomial-time reduction from standard BP.

Lemma 1. UWBP is strongly NP-complete.
Proof. Consider an instance $\mathcal{I}_{\mathrm{BP}}=M, B, N, w_{1}, \ldots, w_{N}$ of BP with possibly duplicated weights, where all values are polynomial in the size of $\mathcal{I}_{\mathrm{BP}}$ : we construct in polynomial time an instance $\mathcal{I}_{\mathrm{BP}}^{\prime}=M^{\prime}, B^{\prime}, N^{\prime}, w_{1}^{\prime}, \ldots, w_{N^{\prime}}^{\prime}$ of UWBP (where no two weights are the same) that has polynomial values, and has a positive answer if and only if $\mathcal{I}_{\mathrm{BP}}$ does.

To obtain $\mathcal{I}_{\mathrm{BP}}^{\prime}$ we proceed as follows. First, set $M^{\prime}=$ $M, N^{\prime}=N$ and $B^{\prime}=B \cdot N^{2}+\left(N^{2}-1\right)$. To obtain the weights $w_{i}^{\prime}$ multiply each $w_{i}$ by $N^{2}$, then add "flavoring" by taking groups of items with the same weight one by one and, for each group, adding 0 to its first item, 1 to the second, 2 to the third, and so on. Essentially, we increase the scale of the numbers (a 1-weight item becomes $N^{2}$-weight) so much that we can make all weights different without affecting the way groups of items fit in bins: the extra $\left(N^{2}-1\right)$ capacity in $B^{\prime}$ does not allow to fit an extra unit of item-weight (that is $N^{2}$ weight), but it is enough to account for the flavoring of any set of items. Indeed, in the worst case (when all items have the same weight), the cumulative amount of flavoring added to all $N$ items is $0+1+2+\ldots+N-1<N^{2} / 2$. Hence, an assignment of items to bins is valid for $\mathcal{I}_{\mathrm{BP}}$ if and only if it is valid for $\mathcal{I}_{\mathrm{BP}}^{\prime}$.

### 4.2 Overview of the Reduction From UWBP to HMd

We now show that, for any UWBP instance, we can produce in polynomial time an instance of HMD that has positive answer if and only if the UWBP instance has positive answer.

To this end, we will introduce several gadgets which will serve to model the different constraints of UWBP. Each gadget consists of a string of length $2 k-1$ over a specific alphabet, with a \# in the middle. We will explain how all UWBP constraints are linked to the gadgets. It will then suffice to concatenate the gadgets into one long string, to obtain an instance of HMD that implies a solution of UWBP.

First, we will consider gadgets $t_{i j}$, which model whether item $j$ is placed in bin $i$. The structure of these gadgets ensures that the maximum capacity $B$ of the bins is not exceeded.

Then, gadgets $u_{i j}$ will be introduced. The structure of this second kind of gadgets, together with $t_{i j}$, ensures that each item is placed in some bin.

The set of sensitive patterns $\mathbf{S}$ and the threshold $\tau$ will be carefully chosen to build and link the gadgets. Sensitive patterns will be used to force a specific subset of letters to replace a \# (by forbidding the length- $k$ strings obtained from unwanted replacements).

In essence, to replace a $\#$ inside a $t_{i j}$ gadget we will only have two choices: one corresponding to the positive choice "place the $j$ th item into the $i$ th bin", and one to the negative choice of not doing so. The first choice will create $w_{j}$ copies of some length- $k$ substring specific to bin $i$; the capacity of $\operatorname{bin} i$ is modeled by the number of such substrings we can create without exceeding the threshold. On the other hand, the gadgets $u_{i j}$ are there to ensure that, for each item $\hat{\jmath}$, at least one \# among the $t_{i \hat{\jmath}}$ is replaced with the positive choice, that is, each item is placed in at least one bin. ${ }^{2}$ The threshold $\tau$ is essential in linking the gadgets and modeling the capacity of the bins: since no pattern that occurs less than $\tau$ times is allowed to reach that same threshold after the replacements, we will repeat the pattern in the string so as to bound the number of its additional occurrences that can be created by replacing a $\#$.

### 4.3 Construction of an Instance of HMd

The alphabet of the string $X$ of the instance of HMD will be made of letters $\#, x, y, \$$, and a letter $b_{i}$ for each $i \in[M]$.

For $i \in[M], j \in[N]$, and $k=\max _{j} w_{j}+3$, we define the gadgets $t_{i j}$ and $u_{i j}$ as the following strings of length $2 k-1$ :

$$
\begin{gathered}
t_{i j}=b_{i} \underbrace{x \ldots x}_{k-1-w_{j}} \underbrace{b_{i} \ldots b_{i}}_{w_{j}-1} \# \underbrace{b_{i} \ldots b_{i}}_{k-1} \\
u_{i j}=b_{i} \underbrace{x \ldots x}_{k-1-w_{j}} \underbrace{b_{i} \ldots b_{i}}_{w_{j}-1} \# \underbrace{y \ldots y}_{w_{j}} \underbrace{x \ldots x}_{k-w_{j}-2} y .
\end{gathered}
$$

Example 3. Consider an instance $\mathcal{I}_{\mathrm{BP}}$ with $M=2, B=5$, $N=3, w_{1}=2, w_{2}=5, w_{3}=3$, which will be the running example for how to build a corresponding instance of HMD along this section. We will have $\Sigma=\left\{b_{1}, b_{2}, \#, x, y, \$\right\}$ and $k=\max _{j} w_{j}+3=8$. The gadgets $t_{1 j}$ are

$$
\begin{aligned}
& t_{11}=b_{1} x x x x x b_{1} \# b_{1} b_{1} b_{1} b_{1} b_{1} b_{1} b_{1} \\
& t_{12}=b_{1} x x b_{1} b_{1} b_{1} b_{1} \# b_{1} b_{1} b_{1} b_{1} b_{1} b_{1} b_{1} \\
& t_{13}=b_{1} x x x x b_{1} b_{1} \# b_{1} b_{1} b_{1} b_{1} b_{1} b_{1} b_{1} .
\end{aligned}
$$

2. Note that our reduction technically allows placing an item in several bins, however such a solution can trivially be turned into a proper one by selecting one of the bins arbitrarily and removing the item from all others.

Gadgets $t_{2 j}$ only differ from gadgets $t_{1 j}$ in that in the former $b_{1}$ is substituted with $b_{2}$. For the same $\mathcal{I}_{\mathrm{BP}}$, gadgets $u_{1 j}$ are

$$
\begin{aligned}
& u_{11}=b_{1} x x x x x b_{1} \# y y x x x x y \\
& u_{12}=b_{1} x x b_{1} b_{1} b_{1} b_{1} \# y y y y y x y \\
& u_{13}=b_{1} x x x x b_{1} b_{1} \# y y y x x x y .
\end{aligned}
$$

Again, $u_{2 j}$ can be obtained from $u_{1 j}$ by replacing $b_{1}$ with $b_{2}$.
For the sake of readability, from now on we will write $U^{\ell}$ to denote $\underbrace{U \ldots U}$ (i.e., $\ell$ concatenations of a string $U$ starting with the empty string). We then define $S$, the set of sensitive patterns, as the union of the following sets:

1) $\left\{b_{i^{\prime}} b_{i}^{k-1} \mid i, i^{\prime} \in[M], i^{\prime} \neq i\right\}$ which forbids putting a $b_{i^{\prime}}$ to replace the $\#$ in any $t_{i j}$ if $i^{\prime} \neq i$.
2) $\left\{b_{i} y b_{i}^{k-2} \mid i \in[M]\right\}$, which forbids putting a $y$ to replace the \# in a $t_{i j}$.
3) $\left\{b_{i} \$ b_{i}^{k-2} \mid i \in[M]\right\}$, which forbids putting a $\$$ to replace the $\#$ in a $t_{i j}$.
4) $\quad\left\{b_{i} y^{w_{j}} x^{k-w_{j}-2} y \mid i \in[M], j \in[N]\right\}$, which forbids putting any $b_{i}$ to replace the $\#$ in a $u_{i j}$.
5) $\quad\left\{b_{i} \$ y^{w_{j}} x^{k-w_{j}-2} \mid i \in[M], j \in[N]\right\}$, which forbids putting a $\$$ to replace the $\#$ in a $u_{i j}$.

Example 4. Continuing the running example, the sensitive patterns set for the corresponding instance of HMD will be

$$
\begin{aligned}
& \mathcal{S}=\left\{b_{1} b_{2}^{7}, b_{2} b_{1}^{7}, b_{1} y b_{1}^{6}, b_{2} y b_{2}^{6}, b_{1} \$ b_{1}^{6}, b_{2} \$ b_{2}^{6}, b_{1} y^{2} x^{4} y\right. \\
& b_{1} y^{5} x y, b_{1} y^{3} x^{3} y, b_{2} y^{2} x^{4} y, b_{2} y^{5} x y, b_{2} y^{3} x^{3} y, b_{1} \$ y^{2} x^{4} \\
& \left.b_{1} \$ y^{5} x, b_{1} \$ y^{3} x^{3}, b_{2} \$ y^{2} x^{4}, b_{2} \$ y^{5} x, b_{2} \$ y^{3} x^{3}\right\}
\end{aligned}
$$

As explained below, we will use $t_{i j}$ and $u_{i j}$ to construct an instance of string $X$. By this definition of $\mathbf{S}$, the $\#$ in a $t_{i j}$ can only be replaced with $b_{i}$ or $x$, and the $\#$ in a $u_{i j}$ only with $x$ or $y$, so that $X$ does not contain sensitive patterns.

We model the size $B$ of the bins using the threshold $\tau$ : specifically, we link the filling of the $i$ th bin with the number of occurrences of a specific non-sensitive pattern (namely, $b_{i}^{k}$ ). However, this is not the only pattern we need to constrain: we have many different length- $k$ substrings that come into play, all of which need specific thresholds. Thus, a common threshold $\tau$ for all non-sensitive patterns is too restrictive. We implement this by choosing $\tau$ high enough, and artificially lowering the allowed occurrences of each specific non-sensitive pattern by adding an appropriate amount of extra copies of the non-sensitive pattern itself at the end of the string. This way we can choose a different threshold for each non-sensitive pattern.

In accordance with this reasoning, we choose $\tau=$ $\max \{M, B\}+1$. We finally construct the string $X$ as a concatenation of the following components, separated by $\$ \$$ as follows:
$\tau-B-1$ occurrences of $b_{i}, \forall i$
4) $\tau-2$ occurrences of $b_{i} x^{k-w_{j}-1} b_{i}^{w_{j}-1} x, \forall i, j$
5) $\tau-M$ occurrences of $y^{w_{j}+1} x^{k-w_{j}-2} y, \forall j$.

Component (3) ensures that a valid solution of this instance cannot add more than $B$ occurrences of any $b_{i}^{k}$. Each time we replace the $\#$ in a $t_{i j}$ with $b_{i}$ (corresponding to assigning item $j$ to bin $i$ ), we introduce $w_{j}$ additional occurrences of $b_{i}^{k}$ : this models the consumption of space in each bin, and the limit $B$ ensures that no bin overflows.

By Component (4), for each $i, j$, only one additional occurrence of $b_{i} x^{k-w_{j}-1} b_{i}^{w_{j}-1} x$ can be created, either by replacing the \# with $x$ in a $t_{i j}$ or in a $u_{i j}$. This ensures that, if we substitute $x$ for $\#$ in one of the two gadgets, then we cannot do the same in the other one. Let us consider a specific item $j$; if we do not place it in bin $i$, then we are forced to substitute $y$ for \# in $u_{i j}$, creating an occurrence of length- $k$ substring $y^{w_{j}+1} x^{k-w_{j}-2} y$. Since, by Component (5), we can only add $M-1$ occurrences of this latter pattern over all $M$ bins, there must be an $i$ such that the $\#$ in $u_{i j}$ is replaced with $x$. The corresponding $\#$ in $t_{i j}$ is then forced to be replaced with a $b_{i}$, ensuring that item $j$ is assigned to some bin.

Example 5. To conclude the running example, the instance of HMD equivalent to the original $\mathcal{I}_{\mathrm{BP}}$ is given by the string

$$
\begin{aligned}
X= & t_{11} \$ \$ t_{12} \$ \$ t_{13} \$ \$ t_{21} \$ \$ t_{22} \$ \$ t_{23} \$ \$ u_{11} \$ \$ u_{12} \$ \$ u_{13} \$ \$ u_{21} \$ \$ \\
& u_{22} \$ \$ u_{23}\left(\$ \$ b_{1} x^{5} b_{1} x \$ \$ b_{1} x^{2} b_{1}^{4} x \$ \$ b_{1} x^{4} b_{1}^{2} x \$ \$ b_{2} x^{5} b_{2} x \$ \$\right. \\
& \left.b_{2} x^{2} b_{2}^{4} x \$ \$ b_{2} x^{4} b_{2}^{2} x\right)^{4}\left(\$ \$ y^{3} x^{4} y \$ \$ y^{6} x y \$ \$ y^{4} x^{3} y\right)^{4},
\end{aligned}
$$

of length $n=562$ over alphabet $\Sigma_{\#}=\left\{b_{1}, b_{2}, x, y, \$, \#\right\}$, with $k=8, \tau=\max \{M, B\}+1=6$, and the sensitive patterns set $\mathcal{S}$ given before.

### 4.4 Correctness

We have shown how to construct in polynomial time an instance $\mathcal{I}_{\text {HMD }}$ from any given instance $\mathcal{I}_{\text {UWBP }}$. We now prove that $\mathcal{I}_{\text {HMD }}$ has a positive answer if and only if $\mathcal{I}_{\text {UWBP }}$ does. For the sake of readability, let us refer to the $\#$ in $t_{i j}$ and $u_{i j}$ as $\#_{i j}^{t}$ and $\#_{i j}^{u}$, respectively. The solution to $\mathcal{I}_{\mathrm{HMD}}$ can then be expressed via a function $g:\left\{\#_{i j}^{t}, \#_{i j}^{u}, \forall i, j\right\} \rightarrow$ $\Sigma$. Let $f:[N] \rightarrow[M]$ be a solution for a given $\mathcal{I}_{\text {UWBP }}$. We create the corresponding solution to $\mathcal{I}_{\mathrm{HMD}}$ in the following manner, for each item $j \in[N]$ and bin $i \in[M]$

$$
\begin{aligned}
& f(j)=i \Rightarrow g\left(\#_{i j}^{t}\right)=b_{i} \text { and } g\left(\#_{i j}^{u}\right)=x \\
& f(j) \neq i \Rightarrow g\left(\#_{i j}^{t}\right)=x \text { and } g\left(\#_{i j}^{u}\right)=y
\end{aligned}
$$

For a given item $j$ such that $f(j)=i$, we get $w_{j}$ occurrences of $b_{i}^{k}$, one occurrence of $b_{i} x^{k-w_{j}-1} b_{i}^{w_{j}-1} x$, and for all $h \neq i$ one occurrence of $b_{h} x^{k-w_{j}-1} b_{h}^{w_{j}-1} x$ and $y^{w_{j}+1} x^{k-w_{j}-2} y$. Since the bin capacity in the solution of UWBP is not overflown, we added at most $B$ copies of $b_{i}^{k}$ for each $i$. Finally, since each element is taken once in UWBP, we created exactly $(M-1)$ occurrences of $y^{w_{j}+1} x^{k-w_{j}-2} y$ and one occurrence of $b_{i} x^{k-w_{j}-1} b_{i}^{w_{j}-1} x$. We thus do not create $\tau$-ghosts, and we have a valid solution for HMD.

Vice versa, given a solution $g$ to our HMd instance, to obtain the solution to the original UWBP, it suffices to prove that the following two claims are satisfied:

1) We do not overload any bin; formally

$$
\forall i \in[M] \sum_{j \in[N] \text { s.t. } g\left(\#_{i j}^{t}\right)=b_{i}} w_{j} \leq B
$$

2) Each item is assigned to some bin; formally

$$
\forall j \in[N] \quad \mid\left\{i \in[M] \text { s.t. } g\left(\#_{i j}^{t}\right)=b_{i}\right\} \mid \geq 1
$$

If these claims are satisfied, we can extract an assignment for UWBP: for every item $j$ we choose an arbitrary bin $i$ such that $g\left(\#_{i j}^{t}\right)=b_{i}$, and set $f(j)=i$. By construction of the instance of HMD , these claims are satisfied. By Lemma 1, we obtain the following result.

Theorem 1. HMD is strongly NP-complete.

## 5 HM is HARD to Approximate

Given the hardness of HMD , in this section, we shift our focus on checking whether an approximately optimal solution of HM can be obtained instead. Unfortunately, in Theorem 2, we show that there is no approximation algorithm for HM with additive or multiplicative guarantees unless $\mathrm{P}=\mathrm{NP}$. This provides necessary justification for developing alternative approaches, which we describe next.

Theorem 2. There are no $\alpha \geq 1, \beta \geq 0$ such that there is an approximation algorithm $A$ in $P$ which answers $H M$ by $\gamma$ with $\gamma \leq \alpha \cdot$ OPT $+\beta$, unless $P=N P$.

Proof. Assume there are $\alpha \geq 1, \beta \geq 0$ such that there exists such an approximation algorithm $A$. We could use $A$ to solve HMD: If $\gamma>\beta$, then we know OPT $\geq 1$ and the instance cannot be solved without any $\tau$-ghosts. Otherwise we create a new instance with $\beta+1$ copies of $X$, separated by $k$ special letters $\$$, and each copy with a different alphabet $\Sigma_{i}=\left\{a_{i}: a \in \Sigma\right\}$. Let $\gamma^{\prime}$ be the solution of $A$ on this new instance. Either $\gamma^{\prime}>\beta$ and $\mathrm{OPT}^{\prime}=$ $(\beta+1) \cdot \mathrm{OPT} \geq 1$ so OPT $>1$, else $\gamma^{\prime} \leq \beta$, so there is one of the $\beta+1$ copies that can be solved without any $\tau$-ghost, which gives us a solution with no $\tau$-ghost for the original instance.

The reader may now wonder whether the problem becomes easier should one relax the requirement for a fixed threshold $\tau$. Thus, the following problem arises naturally.

Problem 2 (HMмт). Given an integer $k>0$, a string $X=$ $X_{0} \# X_{1} \# \cdots \# X_{\delta}$ of length $n$ over alphabet $\Sigma_{\#}$, with $\left|X_{i}\right| \geq$ $k-1$, for all $i \in[0, \delta]$, a dictionary $\mathbf{S} \subseteq \Sigma^{k}$ such that no $S \in \mathbf{S}$ occurs in $X$, and an integer $\tau_{0}>0$, compute the smallest integer $\tau_{1} \geq \tau_{0}$ so that there exists a function $g:[\delta] \rightarrow \Sigma$, such that the following hold for string $Z=X_{0} g(1) X_{1} g(2) \cdots g(\delta) X_{\delta}$ :

```
I No \tau}\mp@subsup{\tau}{1}{}\mathrm{ -ghost occurs in Z.
II No sensitive pattern S S S occurs in Z.
```

The practical rationale for considering НМмт is that it could be useful if, for instance, $\tau_{1}$ is only slightly larger than $\tau$ in a given HM instance. Unfortunately, we show that НМмт is NP-hard, and it is even hard to approximate. Due to these provably negative results, we conclude that there is no theoretical gain in studying НМмт instead of HM.

## Corollary 3. НМмт is NP-hard.

Proof. We reduce HMd to HMmт. Let $\mathcal{I}_{\text {HMd }}$ be the instance of HMD we would like to solve for some threshold $\tau$. We construct an instance of НМмт consisting of the $X, k$, and $\mathbf{S}$ from $\mathcal{I}_{\mathrm{HMD}}$, and we also set $\tau_{0}=\tau$. We denote this instance by $\mathcal{I}_{\text {НМмт }}$. The reduction takes linear time in the size of HMD. We seek to find the minimum threshold $\tau_{1} \geq$ $\tau_{0}$ such that no length- $k$ substring of $Z$ is a $\tau_{1}$-ghost. Then $\mathcal{I}_{\text {HMD }}$ has a positive answer if and only if the answer $\tau_{1}$ of $\mathcal{I}_{\text {НМмт }}$ is equal to $\tau_{0}=\tau$. The statement thus follows.
Observe that a pattern $U$ is a $\tau$-ghost if and only if $\tau \in$ $\left(\operatorname{Freq}_{X}(U), \operatorname{Freq}_{Z}(U)\right]$. Therefore, the minimal number of $\tau$-ghosts is not monotonous in $\tau$. On the contrary, the minimal number of $\tau$-ghosts is zero when $\tau=0$ and all patterns are already frequent (i.e., they appear at least $\tau$ times), or when $\tau>n$ and the threshold is so high that no pattern can ever become a $\tau$-ghost. In between, the minimal number of $\tau$-ghosts increases whenever $\tau$ equals the frequency of some patterns in $X$, and then slowly decreases again. We will use this behavior, and the fact that HMd is NP-hard, to construct a string for which we cannot determine in polynomial time whether $\tau_{1}=\tau_{0}$ or $\tau_{1}>\alpha\left(\alpha \tau_{0}+\beta\right)+\beta$ (and for which we can prove that $\left.\tau_{1} \notin\left[\tau_{0}+1, \alpha\left(\alpha \tau_{0}+\beta\right)+\beta\right]\right)$, implying both additive and multiplicative inapproximability.

Theorem 4. There are no $\alpha \geq 1, \beta \geq 0$ such that there is an approximation algorithm $A$ in $P$ which answers HMmт by $\gamma^{\gamma}$ with $\alpha^{-1}(\mathrm{OPT}-\beta) \leq \gamma \leq \alpha \cdot \mathrm{OPT}+\beta$, unless $P=N P$.

Proof. Let $X$ be an arbitrary string and $\mathbf{S}$ be the set of sensitive patterns as defined in HMd. Further, let $T$ be the length- $(k-2)$ suffix of $X$ and $Z$ be a string obtained by replacing the \#'s of $X$. From this instance of HMd, we will construct an instance of НМмт consisting of a string $Y$ and a set $\mathbf{S}^{\prime}$ of sensitive patterns, so that if an $(\alpha, \beta)$-approximation algorithm existed for НМмт, we could decide HMD in polynomial time. We define $Y$ over $\Sigma \cup\{\#, \&\}$ to be

$$
Y=X(\& \& T)^{\tau_{0}} \&(\# T \&)^{\left\lceil\left(\alpha^{2}-1\right) \tau_{0}+\alpha \beta+\beta\right\rceil}
$$

Let $\mathcal{R}$ be the set of all strings $\& s T$, with $s \in \Sigma$. We define the dictionary of sensitive patterns be $\mathbf{S}^{\prime}=\mathbf{S} \cup \mathcal{R}$. Note that we need to replace all \#'s in $(\# T \&)^{\left\lceil\left(\alpha^{2}-1\right) \tau_{0}+\alpha \beta+\beta\right\rceil}$ by $\& ' s$ in order not to introduce any sensitive patterns. However, doing so increases the number of $\& T \&$ patterns (and all other newly created patterns) from $\tau_{0}$ to $\left\lceil\alpha\left(\alpha \tau_{0}+\beta\right)+\right.$ $\beta\rceil$. Therefore, if $\tau=\tau_{0}$, then the number of $\tau$-ghosts in $Z$ equals that in $Z(\& \& T)^{\tau_{0}} \&(\& T \&)^{\left\lceil\left(\alpha^{2}-1\right) \tau_{0}+\alpha \beta+\beta\right\rceil}$, because the additional new patterns were already occurring at least $\tau$ times in $Y$. However if $\tau_{0}<\tau \leq\left\lceil\alpha\left(\alpha \tau_{0}+\beta\right)+\beta\right\rceil$, then there will always be at least one $\tau$-ghost, namely $\& T \&$. Recall that deciding HMD is NP-complete. Therefore it is NP-complete to decide whether or not $\tau_{1}=\tau_{0}$ or $\tau_{1}>\left\lceil\alpha\left(\alpha \tau_{0}+\beta\right)+\beta\right\rceil$. We conclude that there exists no $(\alpha, \beta)$-approximation algorithm for $\mathrm{HMmт}$, unless $\mathrm{P}=\mathrm{NP} . \square$

## 6 Exact Algorithms for HM

We resort to ILP to design exact algorithms for HMD and HM. In particular, we show that both problems are fixed-
parameter tractable (FPT) for several combinations of parameters. We recall that a problem with parameters $p$ and $q$ is fixed-parameter tractable in $p$ if there exists a function $f$ and a polynomial $P$ such that the problem has time complexity $\mathcal{O}(f(p) \cdot P(q))$ [34].

### 6.1 ILPs for HMd and HM

We say that the length- $(k-1)$ substring $U$ preceding an occurrence of $\#$ in $X$, and the length- $(k-1)$ substring $V$ following it, form its context $U V$. Recall that there are $\delta$ occurrences of $\#$ in $X$, and that any two occurrences are at least $k$ letters apart, so $U V$ is in $\Sigma^{2 k-2}$. We assign to every context $U V$ a unique identifier (id). We write $\#_{i}$ for $\#$ in $X$ if its context $U V$ has id $i$. A string $N \in \Sigma^{k}$ is critical if it may become a $\tau$-ghost, i.e., if an additional occurrence of $N$ can be created by replacing some $\#$ by a letter in $\Sigma$ and $\operatorname{Freq}_{X}(N) \in$ $[\tau-k \delta, \tau-1]$. This is because the frequency of $N$ cannot increase by more than $k \delta$, and the frequency of $N$ in $X$ must be less than $\tau$ for $N$ to become $\tau$-ghost. We assign to each critical string $N$ a unique id $\ell$, and denote it by $N_{\ell}$. We introduce the following parameters:
$\gamma$ number of distinct contexts present in $X$;
$\delta_{i}$ number of occurrences of $\#_{i}$ in $X$, for $i \in[\gamma]$;
$\lambda$ number of distinct critical length- $k$ strings;
$\alpha_{\ell, j}^{i}$ additional number of occurrences of $N_{\ell}$ introduced by
replacing a $\#_{i}$ with $j \in \Sigma$, for $\ell \in[\lambda]$;
$e_{\ell}$ difference $(\tau-1)-\operatorname{Freq}_{X}\left(N_{\ell}\right)$, for $\ell \in[\lambda]$.
Intuitively, $e_{\ell}$ is the budget we have for $N_{\ell}$ : the number of its additional occurrences we can afford. Since replacing an occurrence of $\#_{i}$ by $j \in \Sigma$ adds $k$ new strings in $\Sigma^{k}, \boldsymbol{\alpha}_{\ell, j}^{i}$ counts how many of them are equal to $N_{\ell}$. Let $x_{i, j}$ be the number of times we replace $\#_{i}$ by $j \in \Sigma$, and $\mathcal{F} \subseteq[\gamma] \times \Sigma$ be the set of forbidden replacements: $(i, j) \in \mathcal{F}$ if and only if replacing $\#_{i}$ by $j$ introduces a sensitive pattern. To determine whether there exists a way of replacing all \#'s with letters without introducing any sensitive patterns nor $\tau$-ghosts, we need to find a solution $x \in \mathbb{Z}^{\gamma \times|\Sigma|}$ to the following problem:

$$
\left\{\begin{array}{lc}
x_{i, j} \geq 0 & \forall(i, j) \in[\gamma] \times \Sigma  \tag{1}\\
x_{i, j}=0 & \forall(i, j) \in \mathcal{F} \\
\sum_{i \in[\gamma], j \in \Sigma} \alpha_{\ell, j}^{i} x_{i, j} \leq e_{\ell} & \forall \ell \in[\lambda] \\
\sum_{j \in \Sigma} x_{i, j}=\delta_{i} & \forall i \in[\gamma]
\end{array} .\right.
$$

The first and fourth constraints ensure that each \# is replaced by exactly one letter, the second constraint that we do not reinstate any sensitive patterns, and the third constraint that we do not introduce any $\tau$-ghosts.

Let us now focus on solving HM. As opposed to HMd, we can decide in polynomial time if HM has a solution: we check all $|\Sigma|$ letter replacements at each of the $\delta$ positions where a $\#$ occurs. If at each position there exists at least one letter replacement that does not create a sensitive pattern then HM has a solution. Thus without loss of generality, for the rest of this paper, we assume that HM always has a solution. To minimize $\tau$-ghosts in $Z=X_{0} g(1) X_{1} g(2) \cdots g(\delta) X_{\delta}$, that is, the number of strings $U \in \Sigma^{k}$ with $\operatorname{Freq}_{X}(U)<\tau$ and $\operatorname{Freq}_{Z}(U) \geq \tau$, we define a binary variable $z_{\ell}, \ell \in[\lambda]$, which is equal to 1 when $N_{\ell}$ has become $\tau$-ghost, and is equal to 0 otherwise. The ILP formulation for HM is to find $x \in \mathbb{Z}^{\gamma \times|\Sigma|}$ so as to:

Minimize $\sum_{\ell=1}^{\lambda} z_{\ell}$ subject to

$$
\left\{\begin{array}{lc}
x_{i, j} \geq 0 & \forall(i, j) \in[\gamma] \times \Sigma  \tag{2}\\
x_{i, j}=0 & \forall(i, j) \in \mathcal{F} \\
z_{\ell} \geq 0 & \forall \ell \in[\lambda] \\
\sum_{i \in[\gamma], j \in \Sigma} \alpha_{\ell, j}^{i} x_{i, j}-k \delta z_{\ell} \leq e_{\ell} & \forall \ell \in[\lambda] \\
\sum_{j \in \Sigma} x_{i, j}=\delta_{i} & \forall i \in[\gamma]
\end{array} .\right.
$$

Note that, in the ILP of Eq. (2), if $N_{\ell}$ is a $\tau$-ghost then $\sum_{i \in[\gamma], j \in \Sigma} \alpha_{\ell, j}^{i} x_{i, j}-k \delta z_{\ell} \leq e_{\ell}$ if and only if $z_{\ell}=1$.

### 6.2 HMd and HM are FPT

Eq. (1) is clearly an ILP with $m=\gamma|\Sigma|$ variables and at most $2 m+\lambda+\gamma$ constraints. The algorithm by Frank and Tardos [59] solves the ILP problem in linear time in the number constraints (resp. variables) when the number of variables (resp. constraints) is upper bounded by a constant. Hence, although HMD is NP-complete in general, if appropriate subsets of parameters are bounded by a constant, we can count on polynomial-time solutions.

To show that HMD takes polynomial time in certain cases, let us start with a general preprocessing step. We construct a static dictionary with $\mathcal{O}(1)$ access time of the letters in $X$ and the letters in strings of $\mathbf{S}$. The value (id) of each key (letter) is chosen from $\{1, \ldots, k|\mathbf{S}|+n\}$. This construction can be done in $\mathcal{O}(k|\mathbf{S}|+n)$ time using perfect hashing [60]. We can then lexicographically sort all length- $k$ substrings of $X$ and all length- $k$ strings in $\mathbf{S}$ (viewed as strings over letter id's) using radix sort in $\mathcal{O}(k|\mathbf{S}|+k n)$ time, and construct two dictionaries, one for $X$ and one for $\mathbf{S}$, as follows. The dictionary for $X$ is a trie of all its non-sensitive length- $k$ substrings, in which each such substring is associated to its frequency in $X$. The dictionary for $\mathbf{S}$ is simply a trie of all its strings. In both tries, for every node, we store the first letter on each of its outgoing edges in a static dictionary with $\mathcal{O}(1)$ access time [60]. Thus both trie dictionaries support $\mathcal{O}(k)$ access time: if a length- $k$ string $Q$ is given as a query, we first convert it to a string $I(Q)$ of id's in $\mathcal{O}(k)$ time using the letter dictionary, and then search for $I(Q)$ from the root of the tries in $\mathcal{O}(k)$ time. The total construction time is $\mathcal{O}(k|\mathbf{S}|+k n)$.

Observe that $\delta=\mathcal{O}(n / k)$. When $\delta=\mathcal{O}(1)$, the brute-force algorithm checking all possible ways to replace the \#'s with letters of $\Sigma$ runs in polynomial time. There are indeed $|\Sigma|^{\delta}$ ways to replace the \#'s; each way generates $\delta k$ new length$k$ strings for which we must check if they are sensitive or create a $\tau$-ghost. We can check if they are sensitive using the trie of $\mathbf{S}$ in $\mathcal{O}(k)$ time per each such string. We can count the additional number of occurrences of each length- $k$ substring of $X$ using the trie of $X$ in $\mathcal{O}(k)$ time. Finally, we can count the number of occurrences of each length- $k$ string not occurring in $X$ by constructing a trie of all (at most $\delta k$ ) such strings, similar to the preprocessing step. This gives $\mathcal{O}(k n+$ $\left.k|\mathbf{S}|+k^{2} \delta|\Sigma|^{\delta}\right)$ time in total.

The following theorems explain when an FPT algorithm exists for HMD and for HM.

Theorem 5. HMD is fixed-parameter tractable if
(a) $|\Sigma|=\mathcal{O}$ (1) and $\gamma=\mathcal{O}$ (1); or
(b) $|\Sigma|=\mathcal{O}$ (1) and $k=\mathcal{O}$ (1); or
(c) (c) $k=\mathcal{O}(1)$ and $\lambda=\mathcal{O}(1)$. (b) $k=\mathcal{O}$ (1) and $\lambda=\mathcal{O}$ (1).

Proof. We first perform the above-mentioned preprocessing.
(a) We will solve this case by constructing and solving the ILP in Eq. (1). We can count the number of occurrences of each length- $k$ substring of $X$ using the trie of $X$ (and thus determine $e_{\ell}$ for these strings) in $\mathcal{O}(k n)$ time. The id $i$ of the context of each \# and its number $\delta_{i}$ of occurrences can be determined within the same complexity using a similar preprocessing: this is possible because the length of every context is $2 k-2=\mathcal{O}(k)$. Finally, all values $\alpha_{\ell, j}^{i}$ and set $\mathcal{F}$ can be computed in $\mathcal{O}\left(\gamma|\Sigma| k^{2}\right)$ total time as follows. When we replace $\#_{i}$ with a letter $j$ we create $k$ new length- $k$ strings, each of which is either sensitive (in which event we add $(i, j)$ to $\mathcal{F}$ ) or non-sensitive (we increase $\alpha_{\ell, j}^{i}$ by 1 ). We check if they are sensitive using the trie of $\mathbf{S}$ in $\mathcal{O}(k)$ time per string; we count the additional number of occurrences of a critical length- $k$ substring of $X$ using the trie of $X$ in $\mathcal{O}(k)$ time; we finally count the number of occurrences of a critical length- $k$ string that does not occur in $X$ (note that $e_{\ell}=\tau-1$ for these strings) by constructing a trie of all such strings, similar to the preprocessing step. The ILP is thus constructed in $\mathcal{O}\left(k n+k|\mathbf{S}|+\gamma|\Sigma| k^{2}\right)$ total time. Since the number of variables in the ILP is $m=\gamma|\Sigma|=\mathcal{O}(1)$ and solving ILP's is fixed-parameter linear in the number of variables [59], HMD is FPT if $\gamma$ and $|\Sigma|$ are fixed.
(b) Since every context has length $2 k-2$ and both $|\Sigma|$ and $k$ are $\mathcal{O}(1)$, we have that $\gamma \leq|\Sigma|^{2 k-2}=\mathcal{O}(1)$. Thus, if $k$ and $|\Sigma|$ are fixed, we are in case $(a)$, and HMD is FPT.
(c) If $k=\mathcal{O}(1)$ and $\lambda=\mathcal{O}(1)$, the numbers of constraints and variables in the ILP are not necessarily upper bounded by a constant, and therefore we cannot directly solve the ILP in polynomial time. However, note that the only letters we need to discern are the ones contained in the $\lambda$ critical length- $k$ strings, which are at most $\lambda k$ in total. Since we do not need to distinguish between the rest of the letters, we can represent all of them using the same special letter. Let $\sigma \subseteq \Sigma$ denote the set of letters contained in critical length- $k$ strings, which can be determined as described in $(a): \sigma$ can be specified and indexed using perfect hashing [60] within the same time complexity. We introduce a new letter $\$$ representing all the letters in $\Sigma \backslash \sigma$, and we denote by $\left.\mathcal{F}\right|_{\$}$ the set of forbidden replacements where all pairs $(i, j) \in \mathcal{F}$ with $j \in \Sigma \backslash \sigma$ are collapsed in a single pair $(i, \$)$. We thus need to find a solution $x \in \mathbb{Z}^{\gamma \times(|\sigma|+1)}$ for

$$
\left\{\begin{array}{lc}
x_{i, j} \geq 0 & \forall i \in[\gamma], j \in \sigma \cup\{\$\}  \tag{3}\\
x_{i, j}=0 & \left.\forall(i, j) \in \mathcal{F}\right|_{\$} \\
\sum_{i \in[\gamma], j \in \sigma} \alpha_{\ell, j}^{i} x_{i, j} \leq e_{\ell} & \forall \ell \in[\lambda] \\
\sum_{j \in \sigma \cup\{\$\}} x_{i, j}=\delta_{i} & \forall i \in[\gamma]
\end{array} .\right.
$$

This new ILP can be constructed in $\mathcal{O}\left(k n+k|\mathbf{S}|+\gamma|\Sigma| k^{2}\right)$ time, like Eq. (1). Since the ILP has only $\gamma(|\sigma|+1)=\mathcal{O}(1)$ variables, HMD is FPT for fixed $k$ and $\lambda$ [59]. We can obtain a solution to the original problem by replacing $\$$ by any letter in $\Sigma \backslash \sigma$ that does not create a sensitive pattern.
Theorem 6. HM is fixed-parameter tractable if
(a) $|\Sigma|=\mathcal{O}(1), \gamma=\mathcal{O}(1)$, and $\lambda=\mathcal{O}(1) ;$ or

Proof. (a) We can obtain the ILP of Eq. (2) in $\mathcal{O}(\lambda)$ time from the ILP of Eq. (1), which can be constructed in $\mathcal{O}(k n+$ $\left.k|\mathbf{S}|+\gamma|\Sigma| k^{2}\right)$ time; see the proof of Theorem 5(a). The ILP of Eq. (2) has at most $2 m+2 \lambda+\gamma$ constraints and $m+\lambda=|\Sigma| \gamma+\lambda$ variables. Therefore HM is FPT if $|\Sigma|, \gamma$ and $\lambda$ are fixed [59].
(b) Similar to the ILP of Eq. (3) (see Theorem 5(c)), we can reduce the alphabet $\Sigma$ to the letters of the critical length- $k$ strings and a special letter $\$$. This new minimization ILP has $\gamma(|\sigma|+1)+\lambda \leq(k \lambda+1)^{2 k-1}+\lambda=\mathcal{O}(1)$ variables. Therefore HM is FPT if $k$ and $\lambda$ are fixed [59]. $\square$

Theorems 5 and 6 show that we are able to design poly-nomial-time algorithms for HMD and HM when some input parameters to these problems are fixed, despite the hardness of the problems. This is particularly encouraging because these parameters are small in most real cases.

## 7 Greedy Heuristic for HM

We present a heuristic that aims at minimizing $\tau$-ghosts by controlling the number and frequency of length- $k$ strings that may become $\tau$-ghosts. Our heuristic performs two left-to-right passes over the input string $X$ to incrementally construct $Z$ from left to right. In the first pass, it computes statistics by creating a dictionary $\mathcal{T}_{S}$ that stores all sensitive patterns in $\mathbf{S}$ as strings of length $k$. This dictionary can be implemented using a hash table or a trie, and supports membership queries for $\mathbf{S}$. Moreover, our heuristic creates a (hash or trie) map $\mathcal{T}_{X \cup Z}$ that stores pairs $(Y$, Freq $(Y))$, where the key $Y$ is a length- $k$ substring that either appears in $X$ or is created when an occurrence of \# is replaced by a letter in $Z$. The associated value Freq $(Y)$ is given by the number of occurrences of $Y$ in $X$ (possibly zero) plus any new occurrences in the current $Z$ created by $\#$ replacements. The reason for using $\mathcal{T}_{X \cup Z}$ rather than just the occurrences of $Y$ in $Z$, is to get better statistics by knowing "some future" (i.e., the remaining part of $X$ in which $\#$ are yet to be expanded but some occurrences of $Y$ may be found). The query supported for a length- $k$ string $Y$ is the following: if any pair $(Y, \operatorname{Freq}(Y))$ exists, it is unique and the value of $\operatorname{Freq}(Y)$ is returned; otherwise, the value zero is returned. Initially $\mathcal{T}_{X \cup Z}$ stores the statistics for $X$ alone, as $Z$ has yet to be generated. As discussed next, the construction of $Z$ is incrementally performed from left to right in the second pass, where our heuristic greedily replaces the occurrences of $\#$, based on the statistics maintained using $\mathcal{T}_{X \cup Z}$ and in a way that aims at minimizing $\tau$-ghosts.

The pseudocode of our heuristic is provided in Algorithm 1. In the first pass (Lines 1 to 3), the heuristic constructs $\mathcal{T}_{S}$ and $\mathcal{T}_{X \cup Z}$ to efficiently maintain pattern frequencies, and also initializes $Z$, which maintains the sanitized string. Then, the heuristic performs the second pass over $X$ in Lines 4 to 23, scanning some letters of $X$ from left to right. If the current letter $X[i] \neq \#$, then it is simply appended to $Z$ in Line 23. Therefore, we focus on the main case, when $X[i]=\#$ : the heuristic considers the context $U V$ and iterates over each letter $j$ in the alphabet $\Sigma \cup\{\epsilon\}$ to find a replacement $j^{*}\left(\right.$ if any ${ }^{3}$ ) for $X[i]$ as follows (Lines 7 to 21). It constructs the set $S_{j}$ of all length- $k$ substrings of string $U \cdot j \cdot V$ (Line 11). If $S_{j}$ contains no sensitive patterns (i.e., $S_{j} \cap \mathcal{T}_{S}=\emptyset$ ), the heuristic considers the
3. Following [8], we added the empty letter $\epsilon$ to $\Sigma$ to model the deletion of \#'s as this can lower the number of $\tau$-ghosts.
subset $S_{j}^{<\tau} \subseteq S_{j}$ containing those length- $k$ substrings with frequency less than $\tau$, and computes $\sum_{Y \in S<\tau}(\tau-\operatorname{Freq}(Y))^{-1}$ through queries to the map $\mathcal{T}_{X \cup Z}$ (Lines 12 to 16). Thus, it computes a gap measure indicating how far from $\tau$ are the frequencies of the potential patterns that may become $\tau$-ghosts in $S_{j}^{<\tau}$. If $j^{*}$ is empty then the heuristic fails, as all replacements of \# with a letter $j \in \Sigma \cup\{\epsilon\}$ would reinstate a sensitive pattern (Line 18). Otherwise, the heuristic replaces \# with $j^{*}$ as the latter optimizes the gap measure, it appends both $j^{*}$ and $V$ to $Z$, and increases the frequencies in the map $\mathcal{T}_{X \cup Z}$ with the frequencies of the strings in $S_{j^{*}}$ as substrings of $U \cdot j^{*} \cdot V$ (Lines 19 to 21). After completing the second pass over $X$, the heuristic returns $Z$ and terminates (Line 24).

```
Algorithm 1. \(\operatorname{Greedy-Heuristic}(k, X, \Sigma, \mathbf{S}, \tau)\)
Require: wlog \(X\) has no \# in its first and last \(k-1\) positions
    \(\mathcal{T}_{S} \leftarrow\) dictionary storing all sensitive patterns in \(\mathbf{S}\)
    \(Z \leftarrow X[0 . . k-2]\)
    \(\mathcal{T}_{X \cup Z} \quad\) map storing pairs \((Y, \operatorname{Freq}(Y))\) for all non-sensitive
    length- \(k\) substrings of \(X\) plus those added in \(Z\)
    \(i \leftarrow k-1\)
    while \(i<|X|\) do
        if \(X[i]=\) \# then
            \(U \quad Z[|Z|-k+1 . .|Z|-1]\)
            \(V \quad X[i+1 \ldots i+k-1]\)
            best \(\leftarrow+\infty\)
            for each letter \(j \in \Sigma \cup\{\epsilon\}\) do
            \(S_{j} \quad\) set of length \(-k\) substrings of \(U \cdot j \cdot V\)
            if \(S_{j} \cap \mathcal{T}_{S}=\emptyset\) then
                sum 0
                \(S_{j}^{<\tau} \leftarrow\left\{Y \in S_{j} \mid \operatorname{Freq}(Y)<\tau\right\}\)
                    for each string \(Y \in S_{j}^{<\tau}\), using \(\mathcal{T}_{X \cup Z}\) do
                        sum \(\operatorname{sum}+(\tau-\operatorname{Freq}(Y))^{-1}\)
                    if sum < best then \(j^{*} \quad j\); best sum
            if best \(=+\infty\) then return FAIL
            \(Z \leftarrow Z \cdot j^{*} \cdot V\)
            Update \(\mathcal{T}_{X \cup Z}\) for the strings in \(S_{j^{*}}\)
            \(i \leftarrow i+1+|V|\)
        else
            \(Z \leftarrow Z \cdot X[i] ; \quad i \quad i+1 / /\) no update of \(\mathcal{T}_{X \cup Z}\)
    return \(Z\)
```

An example of our heuristic is in Supplemental Material, available online.

Our heuristic takes $\mathcal{O}\left(k|\mathbf{S}|+k n+\delta|\Sigma| k^{2}\right)=\mathcal{O}(k|\mathbf{S}|+$ $k n|\Sigma|)$ time as $\delta=\mathcal{O}(n / k)$. The first two terms in $\mathcal{O}(k|\mathbf{S}|+$ $k n+\delta|\Sigma| k^{2}$ ) correspond to the cost of constructing $\mathcal{T}_{S}$ and $\mathcal{T}_{X \cup Z}$. The third term is the cost of the second left-to-right pass. As can be seen in Lines 5 to 21, this is dominated by the cost of processing each of the $\delta$ occurrences of $\#$ in $X$, which requires $\mathcal{O}\left(|\Sigma| k^{2}\right)$ time, as processing $S_{j}$ takes $\mathcal{O}\left(k^{2}\right)$ time for a letter $j \in \Sigma \cup\{\epsilon\}$, plus the $\mathcal{O}(n)$-time scan of $X$, which is in turn dominated by the term $\mathcal{O}\left(|\Sigma| k^{2}\right)=\mathcal{O}(k n|\Sigma|)$.

There are three benefits of the heuristic compared to the exact algorithm: (I) It has polynomial time complexity, even when none of the input parameters of HM is fixed. (II) It can be trivially adapted to address the GHM problem within the same time complexity (see Section 9). (III) By design, it prevents large increases in the frequency of patterns that do not become $\tau$-ghosts but have increased frequency as a result of
\# replacement, since the sum computed in Lines 14-16 increases with Freq $(Y)$. This helps reducing distortion, a secondary consideration in sanitization [5], [8], [16], [18], [19], [20]. We have also considered two variants of the heuristic (at no extra time cost), which replace the sum $\sum_{Y \in S_{j}<\tau}(\tau-$ Freq $(Y))^{-1}$ computed in Lines $14-16$ with $\left|S_{j}^{<\tau}\right|$; or with $\max _{Y \in S}<\tau(\tau-\operatorname{Freq}(Y))^{-1}$. Clearly, the former aims at minimizing the number of patterns that could become $\tau$-ghosts by subsequent letter replacements without considering their frequency, while the latter aims at reducing the frequency of the substring that is closer to become $\tau$-ghost by subsequent letter replacements.

## 8 EXPERIMENTS

Experimental Setup and Datasets. The string sanitization method of [8] takes as input a string $W$ over $\Sigma$, a positive integer $k$, and a set $\mathbf{S}$ of sensitive patterns, and then it performs the following three steps: (I) It constructs the shortest string $X$ over $\Sigma_{\#}$ such that $X$ contains no sensitive pattern and the order (and thus frequency) of all non-sensitive patterns in $X$ and $W$ is the same (see Section 1). (II) It further tries to minimize the length of $X$ by preserving the exact frequency of non-sensitive patterns but relaxing the order property, so that instead of a total order a partial order is preserved. The output of this step is a string $Y$ over $\Sigma_{\#}$. (III) It replaces $\#$ 's in $Y$ by the Multiple-Choice Knapsack based heuristic (see Section 2). The output of this step is a string $Z$ over $\Sigma$.

In our evaluation, we performed Steps (I) and (II) to obtain $Y$, which we process by different methods: the ILP formulation in Eq. (2) (denoted by ILP), our greedy heuristic (denoted by HEU), or the heuristic of [8] described in Step (III) (denoted by TPM). Following [8], we added the empty letter $\epsilon$ to the set of letters that may be used to replace $\#$. This effectively models the deletion of \#'s and can lower the number of $\tau$-ghosts. We omit the results for the other variants of our heuristic because HEU outperformed them.

The utility of any sanitized string $Z$ is measured by two well-established utility measures for sanitized data:

1) The number of $\tau$-ghosts in $Z$; i.e., the size of the set $\left\{U \in \Sigma^{k}: \operatorname{Freq}_{X}(U)<\tau\right.$ and $\left.\operatorname{Freq}_{Z}(U) \geq \tau\right\}$. All tested methods are guaranteed to create no $\tau$-lost, i.e., the set $\left\{U \in \Sigma^{k}: \operatorname{Freq}_{X}(U) \geq \tau\right.$ and $\operatorname{Freq}_{Z}(U)<$ $\tau\}$ is empty. Clearly, zero $\tau$-lost and $\tau$-ghost patterns imply no utility loss for frequent length- $k$ substring mining.
2) The Distortion measure [8], which is defined as $\sum_{U}\left(\operatorname{Freq}_{W}(U)-\operatorname{Freq}_{Z}(U)\right)^{2}$, where $U \in \Sigma^{k}$ is a nonsensitive pattern. This measure penalizes changes in the frequency of non-sensitive patterns; low values imply high utility for frequency-based tasks [61].
Minimizing the number of $\tau$-ghosts is crucial, as it is the primary goal of data sanitization [5], [18], [19], [20]. Distortion considers the frequency of all patterns and can thus be seen as a secondary criterion aiming to capture utility when the sanitized dataset is released for frequency-based tasks other than frequent pattern mining.

We used publicly available datasets that were also used in the evaluation of [8]: Oldenburg (OLD) [62], Trucks (TRU) [63],

TABLE 1
(a) Dataset Characteristics (b) Default Values Used

| Dataset | length <br> $n$ | alphabet <br> size $\|\Sigma\|$ | num sens <br> patterns $\|\mathbf{S}\|$ | num sens <br> positions $\|\mathcal{P}\|$ | pattern <br> length $k$ | threshold <br> $\tau$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OLD | 85,563 | 100 | $[60,480]$ | $[606,6663]$ | $[3,7]$ | $[3,15]$ |
| TRU | 5,763 | 100 | $[40,160]$ | $[920,4137]$ | $[2,5]$ | $[5,30]$ |
| MSN | $4,698,764$ | 17 | $[100,600]$ | $[30036,180118]$ | $[4,10]$ | $[50,300]$ |
| DNA | $4,641,652$ | 4 | $[30,60]$ | $[321,1608]$ | $[9,15]$ | $[5,30]$ |
| SYN1 | $20,000,000$ | 10 | $[10,1000]$ | $[1994,2000537]$ | $[3,6]$ | $[5,20]$ |
| SYN2 | $5,000,000$ | 10 | $[10,1000]$ | $[79,3500168]$ | $[3,6]$ | $[5,15]$ |

(a)

| Dataset | num sens patterns <br> $\|\mathbf{S}\|$ | pattern length <br> $k$ | threshold <br> $\tau$ |
| :---: | :---: | :---: | :---: |
| OLD | 240 | 6 | 5 |
| TRU | 120 | 3 | 5 |
| MSN | 300 | 8 | 200 |
| DNA | 50 | 11 | 20 |
| SYN1 | 100 | 5 | 10 |
| SYN2 | 700 | 6 | 7 |

(b)

MSNBC (MSN) [64], and the complete genome of Escherichia coli (DNA) [65]. OLD contains movement data, TRU contains transportation data, MSN contains clickstream data, and DNA contains genomic data. We also used uniformly random string datasets, referred to as SYN1 and SYN2. See Table 1 a for the characteristics of these datasets. In this table, an interval for a parameter contains the values we used for that parameter. Let us remark that $|\mathbf{S}|$ denotes the number of sensitive patterns whereas $|P|$ denotes the total number of positions where a sensitive pattern occurs in the input string.

The configuration of parameters was performed as in [8] (see Table 1 b for default values). That is, the sensitive patterns were selected randomly among the frequent length- $k$ substrings of minimum support $\tau$, following [8], [16]. This is because there are no patterns that are known to be sensitive in these datasets. We averaged the results over 10 runs, following [6]. The weight, costs, and $\theta$ parameters in TPM were configured as in [8]. Our code was written in $\mathrm{C}++$ and is available at https://github.com/fnareoh/hide_and_mine. The code of TPM was also written in C++ and is available at [66]. We used the Gurobi solver v. 9.0.1 (single-thread configuration) to solve ILP instances. All experiments ran on an Intel Core i710810U CPU @ 1.10 GHz with 32 GB RAM, which indicates the low computational requirements of the methods.

Data Utility. We show that our methods: (I) allow for frequent length- $k$ pattern mining with no or negligible utility loss (i.e., they create zero or few $\tau$-ghosts), unlike TPM, and (II) incur substantially lower distortion than TPM.

Number of $\tau$-Ghosts. We examined the impact of $\tau, k$, and $|\mathbf{S}|$ on $\tau$-ghosts, in Figs. 1, 2, and 3, respectively. As can be seen, ILP and HEU created a significantly smaller number of $\tau$-ghosts than TPM in all cases. This is because ILP finds the best possible solution by design, while HEU specifically tries to avoid the creation of $\tau$-ghosts by limiting the frequency of critical patterns. TPM did not perform well because it does not explicitly consider the number of $\tau$-ghosts; it only tries to minimize the total cost of $\tau$-ghost occurrences, as discussed in Section 2. Note that DNA was challenging to sanitize with few $\tau$-ghosts, because its small alphabet size makes it difficult to find letters that replace \#'s without creating $\tau$-ghosts. Again, on DNA, ILP and HEU outperformed TPM by $1548 \%$ and $795 \%$ on average, while HEU was worse than ILP by $137 \%$ on average, which is expected as ILP guarantees minimizing $\tau$-ghosts. Our


Fig. 1. Number of $\tau$-ghosts for each dataset and varying $\tau$ (on the top of each bar, we show the number of $\tau$-ghosts). The values of $|P|$ are averaged over 10 runs.


Fig. 2. Number of $\tau$-ghosts for each dataset and varying pattern length $k$ (on the top of each bar, we show the number of $\tau$-ghosts). The values of $|P|$ are averaged over 10 runs.


Fig. 3. Number of $\tau$-ghosts for each dataset and varying number of sensitive patterns $|\mathbf{S}|$ (on the top of each bar, we show the number of $\tau$-ghosts). The values of $|P|$ are averaged over 10 runs.
results show that both our methods allow for substantially more accurate frequent pattern mining than TPM and indicate that the heuristic which replaces \#'s in TPM is ineffective to minimize the number of $\tau$-ghosts.

Distortion. We examined the impact of $\tau, k$ and $|\mathbf{S}|$ on Distortion, in Fig. 4. Our methods outperformed TPM because its objective function favors the replacements of \#'s with letters that increase the frequency of already frequent patterns. Increasing the frequency of such patterns does not incur $\tau$-ghosts, but significantly increases Distortion (see the Distortion computation formula). HEU outperformed ILP, incurring $37 \%$ lower Distortion on average on the OLD dataset for the reason mentioned in Section 7. Further discussion of this reason and additional results are in Supplemental Material, available online.

Runtime. We examined the impact of input string length $n, k, \tau$, and $|\mathbf{S}|$ on runtime. We considered two different settings using SYN1 and SYN2, respectively.

Setting I. As can be seen in Fig. 5a, our methods required less than one second to process the 20-million letter string. They also remained efficient when sanitizing patterns of different length (Fig. 5b), as well as when sanitizing a large
number of sensitive patterns (Fig. 5c). An interesting observation from Fig. 5c is that ILP scaled much better than TPM and HEU with respect to $|\mathbf{S}|$. This is because it groups \#'s by context when formulating the last two constraints in Eq. (2) in terms of $\gamma$ (i.e., in terms of the number of distinct contexts). Thus, its runtime may improve when a larger number of \#'s have the same context due to the grouping. This is different from TPM and HEU which replace \#'s one by one and thus spend time for computing the alternative


Fig. 4. Distortion for varying: (a) $\tau$, (b) $k$, and (c) number of sensitive patterns $|\mathbf{S}|$. The values of $|P|$ are averaged over 10 runs.


Fig. 5. Runtime for varying: (a) $n$, (b) $k$, and (c) $|\mathbf{S}|$ on SYN1. Runtime for varying: (d) $k$, (e) $|\mathbf{S}|$, and (f) $\tau$ on SYN2. The values of $|P|$ are averaged over 10 runs. An $\boldsymbol{x}$ with ratio $x / 10$ corresponds to an instance in which ILP was stopped after 1 hour to produce a feasible solution in $x$ out of 10 runs.
ways in which each \# can be substituted. For example, the time spent by HEU for this process is $\mathcal{O}\left(|\Sigma| k^{2}\right)$ per \#, as can be seen from Lines 7 to 21 . Overall, ILP was the fastest and HEU was substantially faster than TPM. We omit the runtime experiments for varying $\tau$ because they were quantitatively similar to those reported here.

Setting II. As can be seen in Figs. 5d, 5e, and 5f, HEU again outperformed TPM substantially in all cases. However, ILP was not consistently faster than HEU and TPM as in Setting I. In some cases, it took less than 1 second to produce an optimal solution, while in others it did not produce an optimal solution within 1 hour. In the latter cases, we stopped the solver after 1 hour to obtain a feasible (suboptimal ) solution. As expected, these cases correspond to instances in which a very large number of $\tau$-ghosts could be incurred. This can be seen in Supplementary Material, available online, along with experiments for varying $n$. Overall, the experiments in this setting establish the main benefit of HEU over ILP: predictable running time due to its guaranteed polynomial-time complexity.

Similar observations can be made in the case of real datasets. For example, ILP was faster than HEU in the case of DNA, whereas HEU was faster in the case of OLD (e.g., HEU was 2.5 times faster, taking 0.4 seconds on average over the results of Fig. 1a). Furthermore, there were cases when ILP took too much time. For example, in the experiment of Fig. 3c, ILP took 36 minutes to run on MSN when the number of sensitive patterns was 600, while HEU took only seconds. Also, in the experiment of Fig. 1b, ILP took 20 seconds to run on TRU when $\tau$ was 3, while HEU took less than 0.12 seconds.

## 9 The Generalized Hide \& Mine Problem

The Generalized Hide \& Mine (GHM) problem is the generalized version of HM , in which we drop the condition
specifying that occurrences of \# must not be close to each other. In particular, any two occurrences of \# are not necessarily at least $k$ positions apart. Since HM is NP-hard and hard to approximate, it follows that the more general GHM is also NP-hard and hard to approximate. However, GHM cannot be addressed by our exact algorithm for HM. This is because it does not consider how combinations of \#'s can give rise to sensitive and non-sensitive pattern occurrences. To address this issue, we proceed as follows.

We consider all occurrences of \#'s in $X$ : for each such occurrence $s \in[\delta]$, we consider all occurrences $t \in[\delta]$ within $k$ positions to the right of occurrence $s$. Let $\mathcal{P}$ be the set of all such pairs $(s, t)$ for all $s$. For each pair $(s, t) \in \mathcal{P}$ and each array over $\Sigma$ of possible replacements $J=\left(J_{s}, \ldots, J_{t}\right)$, we check which patterns are created by the substitution of the $i$ th occurrence of $\#$ by $J_{i}$, for all $i \in[s, t]$ (note, we omit patterns which are created by substituting a proper prefix or suffix of these \#'s). If this substitution creates a sensitive pattern occurrence, we set $(s, t, J) \in \mathcal{F}$. Otherwise let $\alpha_{\ell, J}^{s, t}$ be the number of occurrences of $N_{\ell}$ it creates (recall from Section 6 that $N_{\ell}$ is a critical string). Moreover, let $y_{(s, t), J} \in$ $\{0,1\}$ be such that (I) if each occurrence of $\#$ from $s$ to $t$ is replaced by its corresponding letter from $J$, then $y_{(s, t), J}=1$, and (II) if replacing each occurrence of \# from $s$ to $t$ introduces some sensitive pattern, then $y_{(s, t), J}=0$. In any other case $y_{(s, t), J}$ can have either value. Variable $x_{i, j} \in\{0,1\}$ simply indicates whether the $i$ th occurrence of $\#$ is replaced by letter $j \in \Sigma$, in contrast with Section 6 , where $x_{i, j} \in \mathbb{Z}^{\geq 0}$ accounted for the number of times an occurrence of $\#$ with context $i$ was replaced by $j \in \Sigma$.

The other variables are defined as in Section 6. The ILP formulation for GHM is to find $x \in\{0,1\}^{\delta \times|\Sigma|}$ and $y_{(s, t), J} \in$ $\{0,1\}$ for all $\left\{(s, t, J) \mid(s, t) \in \mathcal{P}, J \in \Sigma^{t-s+1}\right\}$ so as to minimize $\sum_{\ell=1}^{\lambda} z_{\ell}$ subject to

$$
\left\{\begin{array}{lc}
0 \leq x_{i, j} \leq 1 & \forall(i, j) \in[\delta] \times \Sigma  \tag{4}\\
0 \leq y_{(s, t), J} \leq 1 & \forall(s, t) \in \mathcal{P}, J \in \Sigma^{t-s+1} \\
y_{(s, t), J}=0 & \forall(s, t, J) \in \mathcal{F} \\
z_{\ell} \geq 0 & \forall \ell \in[\lambda] \\
t-s+y_{(s, t), J} \geq \sum_{i \in[s, t]} x_{i, J_{i}} & \forall(s, t) \in \mathcal{P}, J \in \Sigma^{t-s+1} \\
\sum_{j \in \Sigma} x_{i, j}=1 & \forall i \in[\delta] \\
\sum_{(s, t) \in \mathcal{P}, J \in \Sigma^{t-s+1}} & \alpha_{\ell, J}^{s, t} y_{(s, t), J}-k \delta z_{\ell} \leq e_{\ell}
\end{array} \quad \forall \ell \in[\lambda]\right] .
$$

Constraints 1 to 4,6 and 7 of Eq. (4) are analogous to constraints 1 to 5 in Eq. (2) of Section 6. Constraint 5 of Eq. (4) states that an array of \#'s is replaced by an array of letters, if each of those \#'s is replaced by the corresponding letter.

Note that, since for any $t-s+1$ \#'s occurring within $k$ positions we have variables for all $J \in \Sigma^{t-s+1}$, the size of this ILP grows exponentially in the number of \#'s that can be in a pattern. Even if we remove variables $y_{(s, t), J}$ and the corresponding constraints 2 and 5 for all substitutions $J$ that do not create any critical or sensitive patterns, the number of constraints and variables of the ILP can grow exponentially, as there can be exponentially many critical patterns (and thus variables $\alpha_{\ell, J}^{s, t}$ ). This ILP can therefore be of exponential size even when the set of sensitive patterns is empty. To construct a feasible solution in polynomial time, we can slightly modify the heuristic in Section 7: looking at Algorithm 1, the only required modification is in Line 8, where $V$ is now assigned the substring $X[i+1 \ldots i+\ell]$ for


Fig. 6. Number of $\tau$-ghosts for varying: (a) $\tau$, (b) input string length $n$, and (c) $k$. The symbol in (a) corresponds to an instance in which G-ILP was stopped after 1 hour to produce a feasible solution. ( $\delta$ is the total number of \#'s.)
the largest $\ell<k$ such that $X[i+1 \ldots i+\ell]$ does not contain any \#'s; $V$ can be empty as any two \#'s can be consecutive.

We demonstrate the impact of GHM in the context of missing value replacement. A missing value corresponds to a \#, and the set of sensitive patterns to patterns that are much less likely than expected to occur, based on deviation, a well-established statistical significance measure for strings [30], [31] (see Supplemental Material), available online. These patterns would be an artefact of missing value replacement, and thus we do not allow them to occur in the output string. We evaluate the ILP formulation in Eq. (4) and our modified heuristic, denoted by G-ILP and G-HEU, respectively, against two alternative strategies: (I) FIXED and (II) RANDOM. FIXED replaces every occurrence of \# with the same letter, which is selected from $\{A, C, T, G\}$. RANDOM replaces every occurrence of $\#$ with a letter selected uniformly at random from $\{A, C, T, G\}$. These strategies are employed by state-of-the-art DNA data processing tools (e.g., [28], [29]).

We applied G-HEU to READS, a real dataset comprised of 75,446 mouse reads each of length 35 and containing at least one missing value (unknown DNA base represented by \#) [67]. The dataset has total length $n=2,640,610$, it contains 77,107 \#'s, and the alphabet size is $|\Sigma|=4$, with $\# \notin \Sigma$. The default values were $k=9$ and $\tau=20$; as sensitive patterns we used the 100 patterns that were the least likely than expected to occur, according to deviation. All experiments ran on the PC mentioned in Section 8.

We measured the number of $\tau$-ghosts incurred by all methods in Fig. 6. Specifically, Figs. 6a, 6b, and $6 c$ show the impact of $\tau, n$, and $k$ on the number of $\tau$-ghosts, respectively. Our methods outperformed FIXED and RANDOM, which shows their effectiveness at minimizing $\tau$-ghosts. As can be seen in Fig. 6a, a larger $\tau$ leads all methods to create fewer $\tau$-ghosts because there are fewer frequent patterns and thus fewer of them may become $\tau$-ghosts. As in Section 8 , G-ILP did not produce an optimal solution within 1 hour when there was a large number of $\tau$-ghosts that could be incurred (see also Supplemental Material), available online, while the other methods finished within seconds. In this case, we stopped G-ILP after 1 hour to obtain a feasible (suboptimal) solution. As can be seen in Fig. 6b, a larger $n$ leads all methods to create more $\tau$-ghosts, because there are more \#'s to replace. Also, observe in Fig. 6c that the number of $\tau$-ghosts for all methods increases from $k=8$ to $k=9$ and then decreases as $k$ gets larger. The increase for $k=8$ and $k=9$ is because there are more frequent patterns compared to when $k$ is larger and hence more patterns may become
$\tau$-ghosts. The decrease for $k=10$ and $k=11$ is because there are more total possible length- $k$ patterns (their number grows exponentially in $k$ ), so it is easier to create distinct length- $k$ patterns and avoid $\tau$-ghosts. Overall, ILP performed much better than HEU, but in difficult instances it did not finish within 1 hour, while both ILP and HEU vastly outperformed FIXED and RANDOM .

## 10 Outlook

In addition to strings, frequent pattern mining is also applied on other data types, such as graphs, trees, itemsets etc. [12]. Given the fact that string is one of the most basic data types, our hardness results support the intuition that replacing missing values with no utility loss for frequent pattern mining in these more complex data types may not be possible in polynomial time; based on our results, we further anticipate that it might even be hard to approximate such solutions in polynomial time. Given the successful deployment of ILP in the string representations presented in this paper, ILP might be a promising strategy to be applied for replacing missing values in other data representations and settings. Also, it is interesting to design ILP formulations that consider additional utility requirements, such as preserving the segmental structure of the input string [68] or the frequency of certain substrings.
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