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ABSTRACT
In the last few years, several new tools addressing maturity level
management have been proposed, e.g. diagnostic assessment ques-
tionnaires (DAQ). In practice, the usage of questionnaires presents
some drawbacks related to subjectivity, time cost, and applicant
bias. Moreover, the questionnaires may present a large number of
questions, as well as part of them redundant. Another important
fact of real-life application of DAQs concerns the usage of multiple
questionnaires, increasing the shortcoming impacts. To pave the
way to a more convenient tool to support and facilitate the achieve-
ment of organizational strategies and objectives, we proposed an
intelligent reduction of DAQs by the use of single-label and multi-
label feature selection. In this paper, we reduced four DAQs (Risk
Management, Infrastructure, Governance and Service Catalogs)
with our proposal in comparison to different feature selection al-
gorithms ( χ2, Information Gain, Random Forest Importance and
ReliefF). The reduction was driven by a machine learning predic-
tion model towards ensuring the new subset of question grounded
in the same obtained score result. Results showed that removing
irrelevant and/or redundant question it was possible to increase
the model fitting even reducing about one-third of the questions
with the same predictive capacity.
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1 INTRODUCTION
Information and communication technology (ICT) has been earn-
ing every day a strategic role within the corporate environment.
ITC Management is the control and processing system required to
achieve the strategic objectives settled by the organization’s gov-
erning body, consisting of the appropriate use of resources (such
as hardware, software, people, processes, practices) [11].

The Governance provides the direction for ICT. While the ICT
plans, executes and controls operational tasks, the Governance
controls the management. ICT governance creates controls in order
to ICT cooperates transparently with stakeholders by aligning ICT
with business processes. ICT Governance focuses on establishing
processes to ensure the organization and control of compliance
with strategic objectives [32].

In ICT Governance, the use of best practices guarantees the
organization’s infrastructure support and facilitate the achievement
of organizational strategies and objectives [32]. To ensure better
efficiency, two very important ideas - whose metrics help define
maturity levels, certification, and international recognition - are on
the agenda of managers’ day. This is because the market demands
high efficiency, operations quality and active vision throughout the
ICT lifecycle.

The concepts that help in this walk are the Information Tech-
nology Infrastructure Library (ITIL) and the Control Objectives for
Information and related Technology (COBIT). ITIL and COBIT are
quite different from each other. COBIT has more affinity with pro-
cess and control auditing, and ITIL is closer to managing IT services.
While COBIT is primarily concerned in guiding organizations in the
implementation, operation, and improvement of governance and
IT management processes, ITIL provides good practice guidelines
for managing and executing IT services from the perspective of
business value creation. To assess the maturity of the organization,
known methods such as ITIL and COBIT follow a similar and struc-
tured approach. They emphasize the need for developing processes

1

https://doi.org/10.1145/3330204.3330216
https://doi.org/10.1145/3330204.3330216


to improve product development and customer satisfaction and
support the coordination of interdisciplinary activities related to
the project [12][13].

The purpose of maturity assessment models is to identify and
establish the capability and evolution of organizational processes.
It is structured as a series of capability levels. Its maturity levels
demonstrate stages of improvement in the implementation of orga-
nizational processes. The maturity levels indicate the achievement
profile of the organization and orientate the organization to im-
prove your processes to achieve the target profile [23].

Considering the Brazilian national scenario, in the last few years,
some studies have proposed new diagnostic evaluation tools - di-
agnostic assessment questionnaires (DAQ) - for maturity models
through the use of questionnaires, which suit the reality of software
development in some regions of Brazil [4][7][10][28]. However,
DAQ are composed of a large number of questions, many of them
homologous and redundant inter and intra questionnaires. This
makes it difficult and increases the costs of the processes of ob-
taining information from organizations and the evaluation of this
information.

Through computational intelligence and based on the hypothesis
that there are redundant questions in different DAQ from different
areas of an organization, we propose to analyze four questionnaires
(Risk Management [7], Infrastructure [10], Governance [4] and
Service Catalog [28]) and to evaluate the most relevant questions
to reduce the number from them guided by results obtained from
the whole questions. It is important to highlight the fact of we
are facing all of four DAQ at once, a challenge posed by a real-life
scenario.

We proposed to tackle the question selection as a multi-label fea-
ture selection since four different questionnaires took place, at once.
Different from traditional binary or single-label pattern recognition
problem, the multi-label modeling is grounded in more than one
expected target [36]. More precisely, each DAQ was dealt a given
target and its value as an output. Our proposal, using multi-label
feature selection [29], was compared to traditional feature selection
techniques: Chi-Squared (χ2) [34], RF Importance [8], Information
Gain (IG) [18] and ReliefF [21]. All these techniques were com-
pared over questionnaires collected from 20 organizations focusing
on getting some information about processes of risk management,
service catalog, infrastructure, and governance.

This work is organized as follows: Section 2 presents thematurity
modeling questionnaire. Section 3 presents the multi-label learning,
feature selection approaches, and evaluation metrics applied in
the learning models. The materials and methods used in this work
are presented in Section 4. Section 5 presents the results of the
experiments and Section 6 concludes and presents the future works.

2 MATURITY MODELING QUESTIONNAIRE
The role of DAQs is to identify, through the responses provided
by the applicant (interviewee), the maturity level with which an
organization’s Software Development Process (SDP) addresses the
organizational processes of Risk Management, Service Catalog,
Infrastructure, and Governance.

The structured questionnaire consists of an ordered set of closed-
ended questions. The close-ended question limits the interviewee

to a set of alternatives, which objectively translate the situations
occurring into the organization daily to simplify the filling of the
questionnaire by the interviewee. A coefficient (α ) is assigned to
each alternative that quantify their impact in relation to a given
question. The coefficient (α ) can take a range of values from -3 to
+3. A value of 0 indicates that there is no influence, a value of 1
indicates low influence, a value of 2 indicates average influence and
a value of 3 indicates high influence. While the signals “+” or “-”
determine a positive or negative influence, as exemplified in Table
1. These factors are used to calculate the attendance rate (%) [4].

Table 1: Question example

Does the organization have well-defined criteria and
parameters to identify the risks present in their projects?
Alternative α

(A) Yes, the organization has well-defined criteria
and parameters, which are known by everybody. 3

(B) Yes, the organization has well-defined criteria
and parameters, however they are not disclosed. 2

(C) I don’t know this information. 0

(D) The organization has some criteria and parameters,
which are not known by everybody. -2

(E) No, the organization does not have criteria and
parameters to manage the risks. -3

Besides the relationship between the questions and the alterna-
tives, which are the coefficients (α ), exemplified in Table 1, another
important component of DAQs is the relationship between the
questions and the services of the organizational processes, which is
given by weights. Therefore, the same question can influence one
or more services at the same time. Table 2 presents the relationship
matrix between a question and the weights it exerts on each service
[7].

Based on the information collected through the questionnaire
following the question model exposed in the Tables 1 and 2, the
result of the SDP assessment is obtained, which is services oriented.
It is necessary to calculate the product between the weight of the
question in the service and the coefficient (α ) related to the selected
alternative. The final score is obtained by the addition of these
products for each service [7].

To calculate the attendance rate (%) on each service, this final
score must be adjusted based on the extreme values of the ques-
tionnaire, which determine an interval between its highest and
lowest possible value. The final score is positioned in the interval
described, determining the percentage of attendance of each service.
Therefore, the maturity level of the organization is defined based on
the service with the lowest attendance rate and classified according
to Table 3 for the approach of this paper [7].

3 MULTI-LABEL LEARNING
Supervised Machine Learning is based on assumption that given a
set of instances and a finite set of labels, the learning algorithm’s
goal is to associate each instance with a unique label (single-label).
However, in many problems, each instance can be associated with
multiple labels (multi-label). For example, in text-categorization [1],
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Table 2: Weighting example of the questions and services

Does the organization have well-defined criteria and
parameters to identify the risks present in their projects?
Service Justification Weight

Establish
context

The parameters are present in all
phases of the risk management
process.

4

Identify
risks

Parameters determine the scope
of the risk management process. 3

Analyzing
risks

The parameters define the
methodologies that will be used
to analyze the risks.

1

Assessing
risks

The parameters define metrics
to classify the risks. 2

Treating
risks

The parameters establish how
to proceed in the treatment. 1

Monitoring
and control

The parameters indicate how to
evaluate efficacy. 2

Communication
and consultation

The parameters determine
what must be reported. 1

Table 3: Conversion of attendance rate at maturity level

Attendance Rate (%) Level
≤ 50 Immature
>50 Mature

each document may contain multiple subjects, image content may
have multiple objects [24].

Considering X a dataset with N instances, and a set of labels
Y = {y1,y2,y3, ...,yq } containing q possible labels. The algorithm’s
goal is to learn a function F : X → 2y from dataset X . Thus, for
each new instance x ∈ X , predicts a set of labels y ⊑ Y which
describes x.

Multi-label leraning methods can be organized into two cate-
gories: problem transformation and algorithm transformation. In
the first category, the multi-label problem is transformed into a
single-label problem. Thus, is not required adaptations on the learn-
ing algorithm which enables the application of traditional learning
algorithms such as Support Vector Machine (SVM) [6] and Random
Forest (RF) [3]. Examples of problem transformation methods are
Binary Relevance (BR) [2] and Label Powerset (LP) [31], both ap-
plied in this work and described in the following paragraphs. The
second category consists of extended machine learning algorithms
tailored to handle multi-label problems, for example, the kNN-based
algorithm BRkNN [26] and multi-label naïve Bayes (MLBN) [35].

Binary Relevance [2] is a problem transformation approach that
creates q binary problems, each for one different label in label space
Y . Afterward, each training sample is used as a basis of induc-
tion of q binary learners, labeling as positive the relevant labels
and negative for irrelevant. Thus, for new instance prediction, Bi-
nary Relevance execute the union of positive labels predicted by
q independent models [36]. Although deals in a simple way with

multi-label problems, the main drawback of BR is not to consider
the potential correlation among the labels.

Label Powerset [31] considers that each distinct label set combi-
nations in a multi-label problem as one label in a new single-label
problem, then a single-label learning model can be inducted. For
each unseen instance, LP outputs the set of labels liked with the
class predicted with basis on single-label model prediction. Unlike
BR, LP considers the correlation among the labels, but the numer-
ous labels generated by problem transformation may be linked
with a few training examples, and this would create an imbalanced
single-label problem.

Problem transformation approaches makes possible to use tradi-
tional base learners in a multi-label problem. In this work the Ran-
dom Forest and Support Vector Machines are used as base learners.
Support Vector Machines is a machine learning algorithm proposed
by [6], was developed according to statistical learning theory and
structural risk minimization, to reduce the misclassification risk
and improve the generalization potential by maximization margin
criterion.

Random Forest algorithm builds an ensemble of learning models
using the bootstrap aggregating (bagging) strategy, creating n new
training sets by the random choice of training examples, where n is
the number of examples in training dataset. This strategy improves
the prediction accuracy by small changes in training samples. The
label with the majority votes is the predicted result [3].

3.1 Feature Selection
Considering a search space X = {x1,x2,x3,x4,xn ...}, feature se-
lection is intended to find a subset X ′ ⊆ X with similar ability to
describes the problem as the original dataset. Feature selection is
an essential task in machine learning process improving the prob-
lems interpretability and the prediction accuracy, besides reducing
storage requirements and training time [9].

Feature selection methods are classified such as filters, wrap-
pers, and embedded approaches. Filter approach is independent
of the learning algorithm and selects the most relevant features
by ranking the information scores calculated for each feature, dis-
carding the features with insufficient scores. Information Gain [18],
Chi-squared [34] and ReliefF [21] are examples of filter approach.
The first two are univariate and the last one multivariate method.
Univariate methods measure the feature importance calculating the
correlation between each feature and the labels based on entropy
theory, therefore, correlations among the features are not consid-
ered. On the other hand, multivariate methods measure the features
dependencies, which may result in a better selection, although, their
scalability is lost [5].

Wrapper methods require specifics learning algorithms to evalu-
ate and select the best features. Despite generally find better features
for the specific learning algorithm, the approach is computationally
expensive because of the learning algorithm is called for each set
of attributes being evaluated. Genetic Algorithm it is an example
of wrapper. Embedded methods are intended to reduce the compu-
tational complexity of the wrapper approach introducing feature
selection task as part of the training process [5].

3



Chi-squared (χ2) is a common statistical test that measures the
independence degree between the features and categories by distri-
bution expected. Given a feature t and the class c , where A is the
number of times that t and c occur simultaneously. B is the number
of times where the feature t occur without c , that is, t occur with
another class. C is the number of class c occurrences with other
features different from t .D is the number of examples in the dataset
where neither t nor c occurs and, N is the total number of examples
in the dataset [34].

χ2(t , c) =
N × (AD −CB)2

(A +C) × (B + D) × (A + B) × (C + D)
(1)

In this work, the RF algorithm is used both to build the predictive
model and to feature selection, known as RF Importance. In the
feature selection task, features are ranked based on the mean of
their Gini Index measured in all random trees generated during
algorithm induction [27].

Information Gain (IG) is a filter approach that measures the de-
pendencies between each feature and a single class label by entropy.
The measure consists of evaluating the difference in entropy sum of
all training examples in the dataset D with the entropy sum of each
subset Dv , where these subsets are partitioned according to the
feature value [25]. The higher the IG, the higher is the dependency
between the feature X j and the class label. This method has been
used in both single-label and multi-label feature selection tasks.

IG(D,X j ) = entropy(D) −
∑
v

|Dv |entropy(Dv )

|D |
(2)

ReliefF [16] is a multi-label method, able to deal with noisy
and missing data, extension of a multivariate filter single-label
algorithmRelief [15]. The algorithm’s goal is ranking the features by
estimating their qualities according to the identification of similar
features values between a randomly selected example with their
nearest different class examples, and different features values for
the nearest different classes example [22].

The domain usage of feature selection approaches used in this
works is shown in Table 4. Information Gain and ReliefF can be ap-
plied both in single-label problems and in multi-label by combining
them with problem transformation methods. In this work, Informa-
tion Gain and ReliefF are applied individually in single-labels and
combined with problems transformation methods for multi-label.

Table 4: Feature selection methods and domain usages
(single-label and multi-label)

Feature Selection χ2 RF Imp IG ReliefF
Single-label ✓ ✓ ✓ ✓
Multi-label ✓ ✓

3.2 Performance Evaluation
DAQ reduction proposed is grounded in supervised machine learn-
ing algorithms. In this way, it is required to states a model towards
driving the feature selection algorithms and further comparisons
with evaluation metrics.

Evaluation metrics employed in single-label problems such as
accuracy, recall, precision, and F-measure cannot be employed in

multi-label problems, because of each multi-label instance can be
associated with more than one label [14]. In this work, multi-label
models are evaluated using Hamming Loss and single-label models
using traditional accuracy measure, both explained in the following
paragraphs.

A misclassified label results from the association of a wrong
label with an example (prediction error) or label absence (missing
error). Hamming Loss measures the percentage of misclassified
labels, where ∆ is the difference between two sets [36].

hloss(h) =
1
p

p∑
i=1

|h(xi )∆Yi | (3)

Accuracy can be described primarily as the percentage of pre-
dicted labels correctly divided by the total number of predictions.
Assuming that there are positive and negative class. Where true
positives (TP) is the number of positive examples labeled correctly.
True negatives (TN) is the number of negative examples labeled
correctly. False positives (FP) is the number of negative examples
labeled as positive. False negatives (FN), is the number of positive
examples labeled as negative [17].

Accuracy =
TP +TN

TP +TN + FP + FN
(4)

Hamming Loss is the fraction of misclassified labels by the total
number of labels and accuracy being the fraction of correct pre-
dictions by the total number of predictions [29]. Dealing with a
binary problem, the accuracy in multi-label can be calculated by
1 − hloss(h).

4 MATERIALS AND METHODS
4.1 Questionnaires’ Datasets
The information in the four DAQs was collected from organizations
located in the northern region of the state of Paraná, Brazil, and the
information began to be collected in 2012 [4]. All information is pri-
vate and was provided by organizations members. The number of
organizations providing information on each questionnaire is vari-
ant, thus, was selected 20 organizations that provided information
in all four axes.

DAQs are composed of a different number of questions (features)
and each example has a numeric result in a range of 0 to 100 cal-
culated by a human evaluator. To make possible the single-label
and multi-label models inductions and predictions, the result value
was discretized in binary labels, 0 for a result <= 50 and 1 for a
result > 50.

With result discretization in binary labels, single-label induction
is possible to be performed. Then, for multi-label induction, the
single-label problem was transformed into a binary multi-label
problem with two labels.

For multi-label features selection purposes, the four original
questionnaires ([7],[10],[4],[28]) were merged and the selectors
were applied to it. Table 5 shows the number of questions (#Q) per
questionnaire and its authors. We dealt with a total of 172 questions.

4.2 Algorithms Implementation
Experiments of multi-label feature selections and problem transfor-
mation were carried using the algorithms implemented in MULAN
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Table 5: Questions index of each questionnaire in the
merged dataset.

Questionnaire # Q Authors
Risk 48 Gaffo, F.H. and Barros, R.M. [7]
Infrastructure 25 Isique et al. [10]
Governance 51 Briganó, G.U. and Barros, R.M. [4]
Service Catalog 48 Taconi et al.[28]

[30] version 1.5 and the base learners implemented in MEKA [20],
version 1.9. Single-label experiments were carried with WEKA [33]
version 3.9. All bases learners were trained using 10-fold cross-
validation with default hyperparameters. The comparison graph of
the selected questions by each approach was generated using the R
framework [19].

Based on assumptions that there may be redundant questions
in different DAQ and the merging of these questionnaires lead
to increase the complexity for obtaining the desired information,
we employ the feature selection algorithm in two experimentation
(Evaluation I and Evaluation II), as Figure 1 shows. First, twomodels
were induced for each complete questionnaire, that is, all features in
all questionnaires were taken into account. So, single-label feature
selection approaches (χ2, RF Importance, IG, ReliefF) and multi-
label feature selection approaches (IG+BR, IG+BR, ReliefF+BR and,
ReliefF+LP) were applied in each questionnaire.

Second, concerning the assumption that DAQ merging con-
tributes to increasing the trade-off between questions correlated,
questions redundant and answering drawbacks. The selected ques-
tions from each DAQ by each single-label features selector were
merged. The first containing all selected questions by GA, the sec-
ond selected by χ2 and, the third selected by RF Importance from
all questionnaires.

Both cases requested a problem conversion to adjust the dataset
allowing the usage of feature selection algorithm of a different
domain. Adjusts were made converting the problem cardinally by
increasing (Evaluation I) or reducing (Evaluation II) the number of
labels.

5 RESULT AND DISCUSSIONS
Result presentation, as stated in 4, was organized as Evaluation I
and Evaluation II. In the first, each DAQ was reduced individually
by all algorithms. Table 6 shows the number of selected questions
(#Q) from each questionnaire (columns) according to each feature
selection method (rows). Single-label feature selection algorithms
obtained similar question reduction in comparison to multi-label.
More precisely, χ2 and IG (including coupled with multi-label meth-
ods) were able to reduce by approximately 1.5 times the original
number, retaining only 28 of 48 from Risk, 20 of 51 from Gover-
nance, 18 of 48 from Service Catalog and 7 from 25 of Infrastructure
DAQs. As can be observed, with ReliefF and IG when performed
as single-label or coupled multi-label methods, were able to filter a
similar number of questions even with different problem transfor-
mations methods (BR and LP). RF importance onbtained a regular
performance.

The base learners, RF and SVM, were used to induce models
to support the evaluation and implementation of feature selection

Risk 
Questionnaire

Infra 
Questionnaire

Gov 
Questionnaire

Serv 
Questionnaire

RF
imp IG Releaf 

IG RelF IG RelF 

Evaluation I

BR 
(multi-label)

LP 
(multi-label)

single-label

IG RelF IG RelF 

Evaluation II

BR 
(multi-label)

LP 
(multi-label)

single-label

Risk + Infra + Gov + Serv 
Questionnaire

Problem Conversion

Problem Conversion

χ
2

RF
imp IG Releaf χ

2

Figure 1: Experimentation overview: Evaluation I and Eval-
uation II

algorithms. Comparing their accuracy in problem modeling, RF
presented a slight advantage over SVM. It is important to observe
that from 64 evaluations, being 4 questionnaires, 2 learning models
and 8 feature selection approaches, 34.37% of evaluations showed
accuracy decrease, 26.56% accuracy stability and 39.06% accuracy
improvement. In other words, when reducing some questions, the
modeling performance increase, reducing the bias between the
interviewee answers. In Table 6 colorless cells show accuracy de-
crease or stability. The grey cells show evaluations where there was
an accuracy improvement compared with the predictions using all
questions.

A good ICT governance is directly linked to the Infrastructure
and Service Catalog theme, as well as the Risk. The decision-making
to a new ICT services implantation should be carefully analyzed by
the Infrastructure and the current services, taking into account the
risks involved, seeking to mitigate them and to develop products or
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Table 6: Result for each questionnaire individually (Evaluation I) with original set of features over all algorithms

Risk Governance Service Catalog InfrastructureAlgorithm #Q RF SVM #Q RF SVM #Q RF SVM #Q RF SVM
None (Original) 48 80% 75% 51 80% 75% 48 70% 60% 25 94% 94%

χ2 28 85% 75% 20 80% 80% 18 70% 45% 7 100% 84%
RF Importance 31 80% 75% 34 75% 60% 30 65% 45% 15 84% 78%

IG 28 85% 75% 20 80% 80% 18 70% 45% 7 100% 84%
ReliefF 46 80% 75% 38 70% 55% 44 80% 65% 24 94% 89%
IG+BR 28 77% ∗ 75% ∗ 20 85% ∗ 80% ∗ 24 85% ∗ 62% ∗ 8 90% ∗ 72% ∗

IG+LP 28 77% ∗ 75% ∗ 20 85% ∗ 80% ∗ 21 72% ∗ 62% ∗ 8 92% ∗ 67% ∗

ReliefF+BR 46 80% ∗ 75% ∗ 38 75% ∗ 80% ∗ 42 77% ∗ 72% ∗ 24 85% ∗ 77% ∗

ReliefF+LP ∗ 46 80% ∗ 75% ∗ 38 75% ∗ 80% ∗ 45 80% ∗ 70% ∗ 24 85% ∗ 75% ∗

∗ Multi-label accurary = 1 − hloss(h)

services that help achieve the strategic objectives of the organiza-
tion. In this sense, the maturity about risks and the growth of this
maturity must be realized taking into account more specific aspects,
such as the identification, answers, and strategies to manage the
risks. This concern can be seen in the Risk DAQ, where was possible
to reduce in 69.27% using single-label algorithms and 69.79% with
multi-label algorithms. The low variance between single and multi-
label shown greater expressiveness of relevant questions in Riks
DAQ, making it possible for both approaches to select with more
certainty the most relevant and to discard the irrelevant questions.

For Governance DAQ using single-label algorithms, it was possi-
ble to reduce the number of questions in 54.41%, but using multi-
label approaches the reduction was 59%. The reduction for Service
Catalog DAQ was 57.29% and 68.75, using respectively single-label
and multi-label. And for Infrastructure DAQ the reduction using
single-label was 53% and 71% with multi-label.

Merging the questionnaires (Evaluation 2) owing to investigate
the correlated, redundant or noisy questions with all questionnaires
at once, it was possible to achieve accuracy improvement or the
maintenance from the original model. As Table 7 shows, from 16
evaluations, 50% presented accuracy improvement, 18.75% accuracy
stability and 31.25% accuracy decrease.

Table 7: Result of the merged questionnaires (Evaluation II)
with original set of features over all methods.

AccuracyAlgorithm #Questions SVM RF
None (Original) 172 73% 73%
ReliefF+LP 171 71% 73%
ReliefF 152 71% 73%

ReliefF+BR 139 70% 75%
RF Importance 110 64% 67%

IG+BR 105 73% 82%
IG 73 76% 77%
χ2 73 76% 77%

IG+LP 44 78% 79%

The combination of IG+BR for reduction achieved an improve-
ment of RF modeling, reducing considerably 38.95% of the total
number of questions with 9% accuracy increasing. If taking into

account the accuracy average from SVM and RF predictions, the
IG+LP has the best performance. Although it did not reach the best
prediction result individually, IG+LP has the best accuracy with
SVM and de second best accuracy with RF. Also, it did select the
second least number of questions, only 44. This good performance
could result from correlated questions evaluation of Label Powerset
transformation. IG+LP obtained the best reduction, but in terms of
modeling, the improvement was inferior to IG+BR coupled with
RF.

ReliefF+LP and ReliefF have not achieved improvements, the
two feature selection approaches have reduced a small number of
questions, maintaining accuracy stability when coupled with RF
and accuracy decrease when coupled with SVM. Reducing about
18% more questions than ReliefF+LP, ReliefF+BR achieved accuracy
improvements with RF but has performance loss when coupled
with SVM.

Like in Evaluation I, despite a considerable questions reduction
RF importance onbtained a regular performance in SVM and RF
predictions.

IG and χ2 maintained similarities as in Evaluation I, selecting the
same questions and thus obtained the same prediction performance.
As shown in Table 7, the reduction of 57.55% in the number of
questions provided performance improvements in the two learning
models, but the improvement was inferior to IG+BR coupled with
RF.

The Figure 2 shows the selected and the irrelevant questions
following each feature selection algorithm, evidencing the gaps of
removed questions shared by approaches such as IG+BR, χ2 and
IG+LP.

ReliefF+LP and IG+LP are extremities, selecting respectively the
largest and the least number of questions, as Table 7 shows.

Among the sets of most selected (8 and 7 selections) and most
irrelevant questions (1 and 2 selections) in Evaluation II, it is impor-
tant to note questions of Governance DAQ. 23.65% of most selected
questions and 85.71% of the irrelevant set belonging to Governance.
It is shown that the questionnaire has a set of very significant ques-
tions and a set with very irrelevant questions, probably impairing
maturity evaluation of this axis. This also can be observed in Table
6 with the significant number of increased accuracy in Governance
DAQ with the reduction.
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Figure 2: Selected features distribution by each feature selection approach.

Questions of Risk DAQ represents 46.80% of most selected ques-
tions and 14.28% of most irrelevant questions in the merged ques-
tionnaire. As opposed to results of governance performance, that
show greater variability in Table 6 (Evaluation I), 75% of Risk DAQ
evaluations had performance stability and demonstrating once
again the greater expressiveness of relevant questions this DAQ.

Service Catalog DAQ is present in 21.27% of most selected ques-
tions and Infrastructure with only 4.26% and all Service Catalog and
Infrastructure questions had at least 3 selections and are not present
in the most irrelevant questions group. This shows a disagreement
between the feature selection approaches mainly concerning the
Infrastructure DAQ, where there is no question in which at least 7
selectors agreed on their irrelevance.

In this work, the goal was an intelligent question reduction on
DAQs, as well as ensure a higher prediction performance from the
induced models. The considerable reduction of 38.95% in questions
generated by IG+BR with RF provides a significant improvement
in obtaining data of companies on maturity evaluation process.

6 CONCLUSIONS
Currently, organizations have been engaged in maturity level man-
agement evaluation toward evolving. The diagnostic assessment
questionnaires are important tools in this scenario. However, these
questionnaires, evenmore, when applied at once could be optimized.
This work addressed the problem of the amount of data (questions)
required, reducing considerably the questions by merging ques-
tionnaires of four areas and applying feature selections algorithms.
The induction of machine learning algorithms addresses the ex-
pensive evaluation process problem by the generation of models
able to classify the companies maturity level in four axes. It was
obtained promising results using IG+BR feature selection approach
and RF as the learning model, making it possible to achieve 82%
of prediction accuracy and reducing the number of questions in
38.95%. This performance was 9% better than the model inducted
by the original problem, evidencing the feature selection benefits

over DAQs and the usage of inducted models. As future work, we
intend to explore additional DAQs in comparison to other feature
selection, e.g. Genetic Algorithms.
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