
a

b

s
m
L
M
t
a
p
c
E

A computationally efficient implementation of a battery pack
electrochemical model using waveform relaxation
Giacomo Saccani a,∗, Gabriele Ciaramella b, Davide M. Raimondo a

Department of Electrical, Computer and Biomedical Engineering, University of Pavia, 27100 Pavia, Italy
MOX-Laboratory, Politecnico di Milano, 20133 Milano, Italy

A R T I C L E I N F O

Keywords:
Lithium-ion batteries
Waveform relaxation
SPMeT with aging
Fast simulation

A B S T R A C T

Electrochemical models (EMs) can be used to accurately describe the phenomena occurring inside the cells
composing a battery pack. However, the computational cost required for their numerical simulation grows
exponentially with system size. The aim of this work is to propose a method based on the waveform relaxation
framework able to provide a significant speed up in the simulation of large battery packs. The iterative
approach we propose is based on the decomposition of the model in smaller submodels that are solved in
parallel. The methodology is general and can be used in principle with any EM. A battery pack composed of
parallel connected cells, modeled with a Single Particle Model with Electrolyte, Thermal and aging dynamics
(SPMeT with aging), is used in this work as a proof of concept. Results show that using appropriate conditions,
it is possible to obtain a significantly faster convergence than centralized methods to the solution of the original
problem for realistic battery packs (e.g. Tesla Model S battery level — 74 cells in parallel) with a high level
of precision.
1. Introduction

Lithium-ion (Li-ion) batteries are nowadays used in a variety of
applications, both industrial and domestic, as portable energy sources.
Amongst the most notable ones, we find electric and hybrid vehi-
cles, power storage for grid applications and consumer electronics.
Nowadays, battery cells are manufactured using different technologies
(Nickel-Cadmium, Nickel-Metal hydride, Lead acid....), but the most
used one is Li-ion because of its good safety level, reduced cost and
performance characteristics [1].

In order to reach the desired levels of voltage and capacity for the
different applications, single cells are connected together to form bat-
tery packs [2]. For example, a Tesla Model S battery pack is composed
of 6 modules. The single module is formed by 6 levels connected in
eries, each containing 74 cells connected in parallel [3]. In literature,
any dynamical models are available to describe the behavior of the

i-ion cell: Equivalent Circuit Models (ECMs) [4] and Electrochemical
odels (EMs) [5,6] are among the most used. The first ones are

ypically simpler and more intuitive, containing only few states, and
re well suited for real-time applications. On the other hand, EM can
rovide a very precise representation of the phenomena inside the
ell at the price of a higher computational cost. Among the several
Ms developed in the literature (see e.g. [6–8]), the most used ones
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are the Pseudo-Two-Dimensional (P2D) model, also known as Doyle–
Fuller–Newman [9], and the Single Particle Model (SPM) [10], which
is a simplification of the P2D model. Also notable are multi-scale
models [11–13], that accurately take into account both microscopic
and macroscopic dynamics, from atomic interactions to the whole
electrodes dynamics. The use of accurate models that well describe the
dynamic behavior is crucial both in the design and control aspects of a
battery pack. This can be useful during the design of new types of cells,
or in the design and test of Battery Management Systems (BMSs) [14].
During the design phase, having a good model allows one to reduce the
experiment time and cost, while in the management phase it allows to
test the effectiveness of a BMS in terms of safety [15,16], fast charging
and battery life [17]. Note that safety is of particular importance,
because certain faults could result in fire and explosions, compromising
the functioning of the battery, but also posing a risk to the users and
the environment.

The computational complexity of simulating EMs for single cells
increases with their accuracy [18]. The problem is even more evident
when simulating a battery pack composed of hundreds of cells. In
this case, differently from the single cell, we have to deal also with
Kirchhoff’s laws for currents and voltages, that make the system a Dif-
ferential Algebraic Equation (DAE) problem. In the literature, several
works tackle the problem of reducing the complexity of EMs [19–22],
1
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try to balance the trade-off between complexity and accuracy [7,23]
or consider numerical methods for the efficient simulation of single
cells [24–27]. The use of computational reduction is extremely im-
portant for battery simulation purposes, parameter identification, state
estimation and management. In the parameter identification of a P2D
battery model, for example, several approaches have been developed
in order to reduce the complexity of the identification procedure, see
e.g. Chun et al. [28] and Kim et al. [29], that respectively use a long
short-term neural network and a Bayesian neural network. Regarding
state estimation several schemes have been proposed, such as the use
of Kalman filtering [30,31], particle filter [32] or a multiple parameter
optimization [33].

This work is focused on the numerical solution of the electro-
chemical model of a battery pack in a fast and efficient way, that
significantly improves the simulation scalability for large systems. In
order to speed up the simulation, the method we propose is to divide
the system of equations in smaller subproblems using the Waveform
Relaxation (WR) method. Decomposing the system has the effect of
reducing the overall complexity, because solving small subsystems, that
contain fewer equations than the original problem, is more efficient
than solving a large one [34]. These have to be solved iteratively in
order to reach convergence to the result of the original problem [35].
WR methods are used to efficiently simulate large systems of equations.
They were introduced to analyze complex integrated circuits in the
time domain, hence the term waveform, referring to the signals [36].
As modern applications required more complex and larger integrated
circuits, there was the need for a simulation technique that would be
more efficient than classical and sequential integration methods. First
introduced for Ordinary Differential Equation (ODE) problems [37],
WR methods were extended to DAE systems, as explained and proven
by Crow et al. in [38]. This methodology has been applied to many
different areas such as power converters [39], reaction–diffusion sys-
tems [40], electromagnetic systems [41] and others [42–44]. To the
extent of our knowledge, WR methods have never been applied to
battery pack simulations. Moreover, note that WR is not a simple par-
allelization technique. Indeed, due to the algebraic constraints between
parallel cells, an iterative scheme is required in order to guarantee the
convergence to the solution of the original problem.

Starting from a standard WR approach, we will extensively explain
the modifications needed to obtain a convergent iterative method for
the simulation of accurate EMs: first of all we will describe the need
of having overlapping subsystems. Then the idea of a correction step
is introduced. Finally we will analyze numerical techniques to speed
up the convergence of our WR method. In particular we will focus on
a technique called Anderson Acceleration [45], that is built on top of
the modified WR method and uses the results provided from previous
iterations to obtain a faster convergence.

Note that the methodology we propose is general and can be used
in principle to simulate any EM, providing a higher efficiency when
the model complexity increases. Besides, this could be useful as an
add-on to existent simulators, such as LIONSIMBA [46], BEST [47,48],
MULTIBAT [49], PyBaMM [50], DandeLiion [51] and TOOFAB [7], to
extend their single cell capabilities. As a proof of concept, the approach
we propose has been tested on a SPMeT with aging dynamics (thermal
dynamics are considered only between the cells and the coolant). In
particular, a detailed analysis has been conducted on battery packs with
an increasing number of parallel cells. The results show that the method
we developed is very effective in simulating large systems. When the
system reaches a certain number of cells, we gain a considerable
advantage in computation times; for example in the case of a Tesla
Model S battery level, composed of 74 cells in parallel, we obtained
a reduction of computation times to a third using a 6 core processor.
In addition, note that the precision of the obtained result is not affected
while reducing computation times.

The paper is organized as follows: the model for the single cell and

the battery pack used on which our simulator is based are presented c
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in Section 2, the WR method and algorithm are presented in Section 3,
together with the Anderson Acceleration method. Finally, in Section 4
the simulation results are presented and discussed. Section 5 contains
conclusions and future developments.

2. Battery pack model

In this section, a brief overview of the model adopted for the
simulations is given. The SPMeT with aging dynamics [52] consists of
a simplification of the P2D model [9], where each electrode is modeled
as a single porous spherical particle whose ion concentration along
the radial axis, in order to reduce Fick’s law into ODEs [53], is ap-
proximated with a polynomial. Moreover, Partial Differential Equations
(PDEs) describing the dynamics of the electrolyte have been discretized
using Finite Volumes (FV) [46]. Thermal dynamics are added, with
the exchange of heat between each cell and a liquid coolant kept at
constant temperature [54]. Aging dynamics are included to take into
account the capacity decay over time and the growth of an internal
electric resistance.

2.1. Single cell model

Consider a cell composed of its three sections, cathode, separator
and anode that will be identified by the index 𝑖 ∈ {𝑝, 𝑠, 𝑛}, while in
equations referring only to the electrodes, the index ℎ ∈ {𝑝, 𝑛} will
be used instead. The current flowing through the cell is denoted with
𝐼𝑐𝑒𝑙𝑙(𝑡), negative during a charge cycle, positive during discharge.

The dynamics of the average stoichiometry for the cathode 𝜃𝑝(𝑡) can
e defined as
𝑑𝜃𝑝(𝑡)
𝑑𝑡

= −
𝛥𝜃𝑝
𝐶0

𝐼𝑐𝑒𝑙𝑙(𝑡), (1)

with 𝛥𝜃ℎ = 𝜃100%ℎ − 𝜃0%ℎ (respectively fully charged and discharged
lectrodes stoichiometry) and 𝐶0 being the full capacity of the cell.
hen, 𝜃𝑛(𝑡) can be defined similarly
𝑑𝜃𝑛(𝑡)
𝑑𝑡

=
𝛥𝜃𝑛
𝐶(𝑡)

𝐼𝑐𝑒𝑙𝑙(𝑡), (2)

ith 𝐶(𝑡) being the capacity of the cell. Note that, according to the
odel used, see [52], the cathode average stoichiometry depends only

n the full capacity of the cell, while the anode depends on the actual
apacity of the cell; this is due to the fact that only the anode is affected
y aging dynamics. The volume-averaged concentration fluxes are then
efined

𝑑𝑞ℎ(𝑡)
𝑑𝑡

= −30
𝐷𝑠,ℎ(𝑇 (𝑡))

𝑅2
ℎ

𝑞ℎ(𝑡) −
45𝛥𝜃𝑗𝑐𝑚𝑎𝑥𝑠,ℎ

6𝑅ℎ𝐶(𝑡)
𝐼𝑐𝑒𝑙𝑙(𝑡), (3)

where 𝑇 (𝑡) is the temperature of the cell and 𝐷𝑠,ℎ(𝑇 (𝑡)) is the solid
diffusion coefficient of each electrode, 𝑅ℎ is the radius of the fictitious
solid particle and 𝑐𝑚𝑎𝑥𝑠,ℎ the maximum electrode solid concentration.
𝐷𝑠,ℎ(𝑇 (𝑡)) is a nonlinear exponential function of the temperature, in
accordance with Arrhenius law

𝜓(𝑇 (𝑡)) = 𝜓0𝑒
−𝐸𝑎,𝜓
𝑅𝑇 (𝑡) , (4)

here 𝐸𝑎,𝜓 is the activation energy associated with the generic param-
ter 𝜓(𝑇 (𝑡)), 𝑅 is the universal gas constant and 𝜓0 is the value of
he parameter at a reference temperature. All the temperature depen-
ent coefficients will be computed according to Eq. (4). The electrode
urface stoichiometry 𝜃∗ℎ(𝑡) is a function of 𝜃ℎ(𝑡) and 𝑞ℎ(𝑡)

∗
ℎ(𝑡) = 𝜃ℎ(𝑡) +

8𝑅ℎ𝑞ℎ(𝑡)
35𝑐𝑚𝑎𝑥𝑠,ℎ

−
𝑅2
ℎ𝛥𝜃ℎ𝐼𝑐𝑒𝑙𝑙(𝑡)

105𝐷𝑠,ℎ(𝑇 (𝑡))𝐶(𝑡)
. (5)

oving over to electrolyte dynamics, a set of PDEs describes the
oncentration of the electrolyte 𝑐 (𝑥, 𝑡) in the three sections of the
𝑒,𝑖
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cell [52], where 𝑥 is the longitudinal variable (0 ≤ 𝑥 ≤ 𝐿𝑖), 𝐿𝑖 being
the length of each section

𝜖𝑖
𝜕𝑐𝑒,𝑖(𝑥, 𝑡)

𝜕𝑡
= 𝜕
𝜕𝑥

[

𝐷𝑒𝑓𝑓
𝑒,𝑖 (𝑇 (𝑡))

𝜕𝑐𝑒,𝑖(𝑥, 𝑡)
𝜕𝑥

]

+ 𝜆𝑖
1 − 𝑡+
𝐹𝐴𝐿𝑖

𝐼𝑐𝑒𝑙𝑙(𝑡), (6)

with 𝜆𝑝 = −1, 𝜆𝑠 = 0 and 𝜆𝑛 = 1 and 𝐷𝑒𝑓𝑓
𝑒,𝑖 (𝑇 (𝑡)) = 𝐷𝑒(𝑇 (𝑡))𝜖

𝑝𝑖
𝑖 , calculated

according to Eq. (4), 𝜖𝑖 is the porosity and 𝑝𝑖 Bruggeman’s coefficient.
he area of the cell is denoted with 𝐴, F is Faraday’s constant and 𝑡+ the
ransference number. Each section gets divided into 𝑃 non-overlapping
olumes in the spatial domain along the 𝑥-axis and the system of PDEs
s discretized using a FV method, where the 𝑝-th volume (𝑝 = 1,… , 𝑃 ) of
he 𝑖th section has bounds [𝑥[𝑝]𝑖 , 𝑥

[𝑝]
𝑖 ]; the set of equations then becomes

𝑖
𝑑𝑐[𝑝]𝑒,𝑖 (𝑡)

𝑑𝑡
=

[

𝐷̃𝑒(𝑥, 𝑇 (𝑡))
𝛥𝑥𝑖

𝜕𝑐𝑒,𝑖(𝑥, 𝑡)
𝜕𝑥

]

|

|

|

|

|

𝑥[𝑝]𝑖

𝑥
[𝑝]
𝑖

+ 𝜆
1 − 𝑡+
𝐹𝐴𝐿𝑖

𝐼𝑐𝑒𝑙𝑙(𝑡), (7)

where 𝑐[𝑝]𝑒,𝑖 (𝑡) is the average electrolyte concentration in the 𝑝-th volume
and 𝛥𝑥𝑖 = 𝐿𝑖∕𝑃 . The electrolyte diffusion coefficients have to be
djusted in order to take into account the fact that on the border
etween the sections there are different materials. The harmonic mean
s therefore used to calculate 𝐷̃𝑒(𝑥, 𝑇 (𝑡)), see [46] for more details.

The terminal voltage of the cell, 𝑉𝑐𝑒𝑙𝑙(𝑡), can be defined

𝑉𝑐𝑒𝑙𝑙(𝑡) = 𝑈𝑝(𝑡) − 𝑈𝑛(𝑡) + 𝜂𝑝(𝑡) − 𝜂𝑛(𝑡) + 𝛥𝜙𝑒(𝑡) − 𝐼𝑐𝑒𝑙𝑙(𝑡)𝑅𝑆𝐸𝐼 (𝑡), (8)

with 𝑈ℎ(𝑡) defined as the open circuit potential of the electrodes,
calculated as a polynomial function of 𝜃∗ℎ(𝑡). The electrode overpotential
is 𝜂ℎ(𝑡) and 𝛥𝜙𝑒(𝑡) the electrolyte voltage drop, both of which are
onlinear functions of the states. A full formulation for these can be
ound in [55].

Aging and thermal dynamics are adapted from the models in [56]
nd describe the degradation of capacity 𝐶(𝑡) and the growth of
𝑆𝐸𝐼 (𝑡), the Solid Electrolyte Interface resistance

𝑑𝐶(𝑡)
𝑑𝑡

=
3𝐶(𝑡)

𝑅𝑝,𝑛𝐴𝛥𝜃𝑛𝑐𝑚𝑎𝑥𝑠,𝑛
𝐽 𝑠𝑖𝑑𝑒(𝑡), (9)

𝑑𝑅𝑆𝐸𝐼 (𝑡)
𝑑𝑡

=
𝑀𝜔
𝜌𝑛𝜈

𝐽 𝑠𝑖𝑑𝑒(𝑡), (10)

with 𝐽 𝑠𝑖𝑑𝑒(𝑡) being the average side reaction flux, an exponential func-
ion of 𝑇 (𝑡) and 𝐼𝑐𝑒𝑙𝑙(𝑡) (see [54] for more details). Moreover, 𝑀𝜔 is the
olar weight, 𝜌𝑛 the material density and 𝜈 the admittance. Finally,

hermal dynamics can be included

𝑑𝑇 (𝑡)
𝑑𝑡

= 1
𝐶𝑡ℎ

(

𝑄(𝑡) −
𝑇 (𝑡) − 𝑇𝑐𝑜𝑜𝑙
𝑅𝑐𝑜𝑜𝑙

)

, (11)

where 𝐶𝑡ℎ is the thermal capacity of the cell, 𝑇𝑐𝑜𝑜𝑙 the temperature of
the coolant and 𝑅𝑐𝑜𝑜𝑙 its thermal resistance. The cell heat generation
𝑄(𝑡) is

𝑄(𝑡) = |𝐼𝑐𝑒𝑙𝑙(𝑡)||𝑉𝑐𝑒𝑙𝑙(𝑡) − (𝑈𝑝(𝑡) − 𝑈𝑛(𝑡))|. (12)

he set of differential equations representing a single cell will be
eferred to as

̇ 𝑐𝑒𝑙𝑙(𝑡) = 𝑓𝑐𝑒𝑙𝑙
(

𝐱𝑐𝑒𝑙𝑙(𝑡), 𝐼𝑐𝑒𝑙𝑙(𝑡)
)

, (13)

ith 𝐱𝑐𝑒𝑙𝑙(𝑡) ∈ R7+3𝑃 , 𝐼𝑐𝑒𝑙𝑙(𝑡) ∈ R and 𝑓 ∶ R7+3𝑃 ×R → R7+3𝑃 . The vector
𝑐𝑒𝑙𝑙(𝑡) is

𝑐𝑒𝑙𝑙(𝑡) =
[

𝜃𝑝(𝑡) 𝜃𝑛(𝑡) 𝑞𝑝(𝑡) 𝑞𝑛(𝑡) 𝐜𝑒,𝑝(𝑡) 𝐜𝑒,𝑠(𝑡) 𝐜𝑒,𝑛(𝑡) 𝐶(𝑡) 𝑅𝑆𝐸𝐼 (𝑡) 𝑇 (𝑡)
]⊤ ,

(14)

aving defined 𝐜 (𝑡) =
[

𝑐[1](𝑡),… , 𝑐[𝑃 ](𝑡)
]

.
𝑒,𝑖 𝑒,𝑖 𝑒,𝑖
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Fig. 1. Parallel connected battery pack.

2.2. Battery pack model

Cells can be connected together in order to increase the total output
voltage, if a series connection is considered, or have a higher capacity,
in a parallel case. In most applications, a combination of these con-
figurations is used, to boost voltage and capacity to the desired level.
In this work we consider only a parallel connection between single
cells that exchange heat only with the coolant. This assumption was
made according to other works (see i.e. [57–59]), where it is shown
that temperature difference between different cells is in the order of
0.5𝐾, meaning that the thermal exchange can be neglected. The contact
surface between each cell and the coolant is assumed to be the same, as
well as the heat exchange coefficient. Note that, under the hypotheses
made for the thermal dynamics, if we were to consider also single
cells connected in series, there would not be any difference from a
methodology point of view, since these would be independent from
each other. The WR approach we are presenting is a proof of concept for
the speed up of computations. Future works will include the extension
to a full battery pack with the inclusion of thermal dynamics.

For cells connected in parallel we have that the voltage across every
cell has to be equal and the total current flowing in the battery pack
is divided among all the cells, according to Kirchhoff’s law. Indicating
with 𝐼𝑡𝑜𝑡(𝑡) the total current we have
{

∑𝑁
ℎ=1 𝐼ℎ(𝑡) − 𝐼𝑡𝑜𝑡(𝑡) = 0 ∀𝑡 ≥ 0,

𝑉ℎ(𝑡) − 𝑉ℎ−1(𝑡) = 0 ∀𝑡 ≥ 0,∀ ℎ ∈ {2,… , 𝑁},
(15)

with 𝑁 being the number of parallel connected cells. The voltage 𝑉ℎ(𝑡)
is computed according to Eq. (8) and is a function of the states 𝐱ℎ(𝑡)
and of the current 𝐼ℎ(𝑡) of the single cell. Note that 𝐼𝑡𝑜𝑡(𝑡) is considered
to be the known input of the system, assumed negative if the battery is
charging.

Combining the state Eq. (13) for each cell, with the algebraic
onstraints in Eq. (15), a DAE system is obtained. In Fig. 1 a scheme of
he considered battery pack is presented.

.3. Cell and battery pack parameters

All the parameters used in the previous sections refer to a Kokam
LPB 75106100 cell and are in accordance with Ecker et al. [60,61].
hey are reported in Table 1. These parameters were found exper-

mentally by taking measures of a real cell. From a manufacturing
tandpoint, it is impossible to create cells that are exactly equal one
nother, so to simulate this fact, a variance was introduced on some of
he parameters. The value for this variance was taken from the litera-
ure (see [62,63]) and the quantities to which is applied are indicated
ith an asterisk in Table 1. Note that not all the parameters have a
ariance applied to them, while in practice also these parameters may
xhibit differences. This was done, once again, according to [60,61].
n addition, the focus of this work is to prove the effectiveness of the



Table 1
Cell parameters.

Parameter Value Unit Parameter Value Unit

𝜃100%𝑝 0.26 – 𝜃0%𝑝 0.86 –

𝜃100%𝑛 0.75 – 𝜃0%𝑛 0.04 –

𝑐𝑚𝑎𝑥𝑠,𝑝 48 580 mol
m3 𝑐𝑚𝑎𝑥𝑠,𝑛 31920 mol

m3

𝑅(∗)
𝑝 6.49 × 10−6 m 𝑅(∗)

𝑛 8.7 × 10−6 m

𝐴 0.4121 m2 𝐿(∗)
𝑝 54.5 × 10−6 m

𝐿(∗)
𝑠 19 × 10−6 m 𝐿(∗)

𝑛 73.7 × 10−6 m

𝑡+ 0.26 – 𝜖(∗)𝑝 0.296 –

𝜖(∗)𝑠 0.508 – 𝜖(∗)𝑛 0.329 –

𝑀𝜔 73 × 10−3 kg
mol

𝜌𝑛 2500 kg
m3

𝜈 3.79 × 10−7 𝑆
𝑚

𝐶𝑡ℎ 88.26 J
K

𝑇𝑐𝑜𝑜𝑙 310 K 𝑅𝑐𝑜𝑜𝑙 41.86 J
K

methodology simulating cells that are different from each other; the
fact that some parameters are constant does not affect the properties of
the proposed scheme.

For what concerns the effects the variance has on the model, we
have to recall once again Kirchhoff’s law: in a parallel connection, if the
cells are identical and assuming initial conditions equal for all of them,
we would have that the current splits evenly among them, making the
DAE problem trivial. Otherwise, the current would divide itself in the
𝑁 branches based on the value of the cells’ parameters.

2.4. DAE system

Expliciting the formulation of the system, we have that a battery
pack like the one in Fig. 1 composed of 𝑁 cells connected in parallel,
is represented by the following set of equations

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝐱̇1(𝑡) = 𝑓1
(

𝐱1(𝑡), 𝐼1(𝑡)
)

,
⋮

𝐱̇𝑁 (𝑡) = 𝑓𝑁
(

𝐱𝑁 (𝑡), 𝐼𝑁 (𝑡)
)

,
𝐱1(0) = 𝐱̂1,

⋮

𝐱𝑁 (0) = 𝐱̂𝑁 ,
∑𝑁
ℎ=1 𝐼ℎ(𝑡) − 𝐼𝑡𝑜𝑡(𝑡) = 0,

𝑉1(𝑡) − 𝑉2(𝑡) = 0,
⋮

𝑉𝑁−1(𝑡) − 𝑉𝑁 (𝑡) = 0,

(16)

where the voltage 𝑉ℎ(𝑡) of each cell is computed according to Eq. (8).
The initial conditions 𝐱̂ℎ, for ℎ = 1,… , 𝑁 , are needed to make the
problem solvable. We can aggregate the variables into vectors

𝐗(𝑡) =
[

𝐱1(𝑡), 𝐱2(𝑡),… , 𝐱𝑁 (𝑡)
]⊤ , (17a)

𝐈(𝑡) =
[

𝐼1(𝑡), 𝐼2(𝑡),… , 𝐼𝑁 (𝑡)
]⊤ , (17b)

with 𝐗(𝑡) ∈ R𝑛, having defined the number of states 𝑛 = 𝑁(7 + 3𝑃 )
and 𝐈(𝑡) ∈ R𝑁 . The vector 𝐗(𝑡) collects the states of every cell contained
in the system, according to Eq. (14), while 𝐈(𝑡) includes the algebraic
variables, in our case the currents.

System (16) can be expressed using a condensed form

⎧

⎪

⎨

⎪

⎩

𝐗̇(𝑡) = 𝐹 (𝐗(𝑡), 𝐈(𝑡)) ,
0 = 𝐺

(

𝐗(𝑡), 𝐈(𝑡), 𝐼𝑡𝑜𝑡(𝑡)
)

,
𝐗(0) = 𝐗̂,

(18)

with 𝐹 ∶ R𝑛 × R𝑁 → R𝑛, 𝐺 ∶ R𝑛 × R𝑁 × R → R𝑁 . The function
𝐹 (𝐗(𝑡), 𝐈(𝑡)) comprises all the equations describing the model presented

( )
in Section 2.1 for each cell, while 𝐺 𝐗(𝑡), 𝐈(𝑡), 𝐼𝑡𝑜𝑡(𝑡) contains the

4

algebraic constraints previously obtained in Eq. (15), with 𝐼𝑡𝑜𝑡(𝑡) as the
input current for the entire battery pack.

2.5. Simulation

Given a finite horizon [0, 𝑇 ], system (18) can be solved using, for
example, the built-in Matlab® function ode15s, which is suitable to
solve stiff ODE and DAE problems using implicit integration. In the
following we rely on ode15s, but any other integrator can be used.

Initial conditions need to be provided in order for the problem to
be solvable and they are assumed to be equal for all the cells, 𝐱̂1 = 𝐱̂2 =
⋯ = 𝐱̂𝑁 . Without loss of generality, their values are defined at 𝑡 = 0 as
follows

𝐱̂ℎ = [0.83 0.1 0 0 2000,… , 2000 27000 0.01 310]⊤ . (19)

Simulating the problem corresponding to Eq. (18) as a whole, will be
referred to as ‘‘centralized" method, opposed to the method we are
proposing of dividing the system into smaller subproblems, to reduce
their complexity. In the next Section, the Waveform Relaxation (WR)
approach is presented and detailed.

3. Waveform relaxation

First, the WR approach is described in detail with all the steps
needed to obtain a method for the simulation of an EM-based battery
pack that is faster than the centralized one. After, we will present some
examples of its efficiency and precision. In fact, the purpose of this work
is to obtain a method that has the same solution of the centralized one,
while having a faster simulation time. The convergence of WR methods
has been extensively proven in the literature (see e.g. [64]) and will be
also proven in this specific case.

3.1. Waveform relaxation algorithm

Given a battery pack composed of 𝑁 cells, let us consider the set of
indices  ∶= {1,… , 𝑁} ⊂ N, where each index corresponds to a cell.
We decompose  in 𝑟 ∈ N subsets (or subdomains) denoted by ⟨𝑗⟩ ⊂ ,
𝑗 = 1,… , 𝑟, such that ∪𝑟𝑗=1⟨𝑗⟩ = . We assume that each subdomain
contains ordered and successive indices and has cardinality 𝑠, that is
card ⟨𝑗⟩ = 𝑠 for 𝑗 = 1,… , 𝑟. The cardinality 𝑠 is called length of the
subdomains. Moreover, we assume that

card (⟨𝑗⟩ ∩ ⟨𝑗 + 1⟩) = 𝑞 for 𝑗 = 1,… , 𝑁 − 1,

card (⟨𝑗⟩ ∩ ⟨𝑘⟩) = 0 for 𝑘 < 𝑗 − 1, 𝑘 > 𝑗 + 1,
(20)

where the positive integer 𝑞 is called overlap. Hence, for 𝑞 > 0, the
decomposition  = ∪𝑟𝑗=1⟨𝑗⟩ is said to be an overlapping decomposition
and we clearly have that each subdomain ⟨𝑗⟩ overlaps with only the
two neighboring subdomains ⟨𝑗 − 1⟩ and ⟨𝑗 + 1⟩. As an example, let us
consider a battery pack of 7 cells as the one depicted in Fig. 2. This
pack corresponds to the index set  = {1,… , 7}. A possible overlapping
decomposition of  is the one shown in red in Fig. 2, where we have
the subdomains

⟨1⟩ = {1, 2, 3}, ⟨2⟩ = {3, 4, 5}, ⟨3⟩ = {5, 6, 7}, (21)

with an overlap 𝑞 = 1 and a length 𝑠 = 3. The relation between 𝑟, 𝑠, 𝑞
and 𝑁 is given by

𝑁 = 𝑟 (𝑠 − 𝑞) + 𝑞. (22)

Note that, in general, the only given value is 𝑁 , while the other
quantities are free parameters of choice. Now, let us denote by ⟨𝑗⟩,𝓁 the
𝓁-th index (or cell) of the 𝑗th subdomain. We can rewrite the current
equilibrium ∑𝑁

ℎ=1 𝐼ℎ(𝑡) − 𝐼𝑡𝑜𝑡(𝑡) = 0 as
𝑠
∑

𝐼
⟨𝑗⟩,𝓁(𝑡) + 𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡) − 𝐼𝑡𝑜𝑡(𝑡) = 0, (23)
𝓁=1
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Fig. 2. Example of overlapping subsystems in a case with 𝑁 = 7, 𝑠 = 3 and 𝑞 = 1.

for 𝑗 = 1,… , 𝑟, where

𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡) =
∑

ℎ∈⧵⟨𝑗⟩
𝐼ℎ(𝑡). (24)

The term 𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡) represents the sum of the currents in all cells of the
whole battery pack excluding the ones corresponding to the subdomain
⟨𝑗⟩. At this point, an important remark is needed: the definition of
𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡) allows one to avoid accounting for the same currents multiple
times. In other words, we want to take and sum every current only
once, even if the subsystems are overlapping. Even though this is for-
mally equivalent to the constraint on the sum of the currents in system
(16), this formulation allows us to make the subsystems independent
from each other, with the only condition of having 𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡) known.
We will see that the WR method is iterative, and this value will be
taken from the results of previous iterations.

Using the notation just presented, we can reformulate the DAE
system (16) in an equivalent domain decomposition form:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝐱̇
⟨𝑗⟩,1(𝑡) = 𝑓

⟨𝑗⟩,1
(

𝐱
⟨𝑗⟩,1(𝑡), 𝐼⟨𝑗⟩,1(𝑡)

)

,
⋮

𝐱̇
⟨𝑗⟩,𝑠(𝑡) = 𝑓

⟨𝑗⟩,𝑠
(

𝐱
⟨𝑗⟩,𝑠(𝑡), 𝐼⟨𝑗⟩,𝑠(𝑡)

)

,
𝐱
⟨𝑗⟩,1(0) = 𝐱̂

⟨𝑗⟩,1,
⋮

𝐱
⟨𝑗⟩,𝑠(0) = 𝐱̂

⟨𝑗⟩,𝑠,
∑𝑠

𝓁=1 𝐼⟨𝑗⟩,𝓁(𝑡) + 𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡) − 𝐼𝑡𝑜𝑡(𝑡) = 0,
𝑉
⟨𝑗⟩,1(𝑡) − 𝑉⟨𝑗⟩,2(𝑡) = 0,
⋮

𝑉
⟨𝑗⟩,𝑠−1(𝑡) − 𝑉⟨𝑗⟩,𝑠(𝑡) = 0,

(25)

for 𝑗 = 1,… , 𝑟. A compact formulation can be provided for this system:

⎧

⎪

⎨

⎪

⎩

𝐗̇
⟨𝑗⟩(𝑡) = 𝐹

⟨𝑗⟩
(

𝐗
⟨𝑗⟩(𝑡), 𝐈⟨𝑗⟩(𝑡)

)

,
0 = 𝐺

⟨𝑗⟩
(

𝐗
⟨𝑗⟩(𝑡), 𝐈⟨𝑗⟩(𝑡), 𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡), 𝐼𝑡𝑜𝑡(𝑡)

)

,
𝐗
⟨𝑗⟩(0) = 𝐗̂

⟨𝑗⟩,

(26)

or 𝑗 = 1,… , 𝑟, where the vectors 𝐗
⟨𝑗⟩(𝑡) and 𝐈

⟨𝑗⟩(𝑡) are defined as

⟨𝑗⟩(𝑡) =
[

𝐱
⟨𝑗⟩,1(𝑡),… , 𝐱

⟨𝑗⟩,𝑠(𝑡)
]⊤ , (27a)

𝐈
⟨𝑗⟩(𝑡) =

[

𝐼
⟨𝑗⟩,1(𝑡),… , 𝐼

⟨𝑗⟩,𝑠(𝑡)
]⊤ . (27b)

Note that the function 𝐹
⟨𝑗⟩ ∶ R𝑠(7+3𝑃 ) × R𝑠 → R𝑠(7+3𝑃 ) has as

rguments only the states and the currents of subsystem 𝑗, while 𝐺
⟨𝑗⟩ ∶

𝑠(7+3𝑃 ) × R𝑠 × R × R → R𝑠 has as arguments the states and the
urrents of the 𝑗th subsystem, the current 𝐼𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡) and the total input
urrent 𝐼𝑡𝑜𝑡(𝑡). Notice also that 𝐺

⟨𝑗⟩ is different from the function 𝐺
efined in Eq. (18): in Eq. (25) the current constraint has been rewritten
o distinguish the currents belonging to the subsystem from all the

ther ones. The objective of this subdivision is to create independent t
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ubsystems that can be solved in parallel and, if their resolution is
terated, to obtain a result that will converge to the solution of the
riginal problem (16). Moreover, because these subsystems are smaller
nd therefore in principle faster to solve than (16), we will see that
his type of resolution can be more time efficient than the centralized
ethod.

At this point, it is crucial to discuss the importance of having an
verlapping decomposition. Clearly, the first intuitive approach would
e to consider no overlap (𝑞 = 0), to reduce the number of cells in each
ubdomain that are present multiple times in different subsystems, thus
educing complexity. This is however not possible because it would
esult in a domain decomposition system not equivalent to the main
roblem (16). Let us explain this issue with a simple example. Consider
he system of 7 cells of Fig. 2. The corresponding set  = {1,… , 7}
s decomposed in the two non-overlapping1 subdomains ⟨1⟩ = {1, 2, 3}
nd ⟨2⟩ = {4, 5, 6, 7}, with 𝑞 = card ⟨1⟩ ∩ ⟨2⟩ = 0. The first subproblem
orresponding to ⟨1⟩ is characterized by the algebraic constraints for
he equilibrium of the voltages
{

𝑉1(𝑡) − 𝑉2(𝑡) = 0,
𝑉2(𝑡) − 𝑉3(𝑡) = 0,

(28)

hile the second subproblem corresponding to ⟨2⟩ has the voltage
onstraints
⎧

⎪

⎨

⎪

⎩

𝑉4(𝑡) − 𝑉5(𝑡) = 0,
𝑉5(𝑡) − 𝑉6(𝑡) = 0,
𝑉6(𝑡) − 𝑉7(𝑡) = 0.

(29)

t is then clear that the constraint

3(𝑡) − 𝑉4(𝑡) = 0 (30)

s missing in both sets (28) and (29). Therefore, by solving the two
ubsystems corresponding to ⟨1⟩ and ⟨2⟩, it is not guaranteed that
he constraint (30) is satisfied (even though the subsystems ⟨1⟩ and
2⟩ are coupled in terms of the sum of the currents, i.e. Eq. (23)).
epending on the different properties of the single cells, it can happen

hat the obtained current distribution leads to voltages 𝑉3(𝑡) and 𝑉4(𝑡)
hat violate (30). On the other hand, if one enlarges by one cell the
irst subdomain and considers an overlapping decomposition ⟨1⟩ =
1, 2, 3, 4} and ⟨2⟩ = {4, 5, 6, 7}, then the voltage of a cell appears in
oth subsystems. In the considered example we will have that 𝑉4(𝑡)
ppears as 𝑉3(𝑡)−𝑉4(𝑡) in ⟨1⟩ and 𝑉4(𝑡)−𝑉5(𝑡) in ⟨2⟩. Doing so we ensure
hat all the algebraic constraints are enforced in all the subsystems.
owever note that this is not sufficient in order to guarantee that the

olution of a domain decomposition based method coincides with the
olution of the original problem (16) (i.e. obtain convergence). For
urther discussions regarding the choice of the overlap in the field of
omain decomposition methods, we refer to, e.g., [40,41,65,66] and
eferences therein.

We mentioned previously that the resolution of subsystems needs
o be iterated. Before introducing the iterative algorithm, we need to
iscuss convergence conditions. From the domain decomposition systems
26) it is possible to derive a Jacobi-type WR iteration. Considering an
teration 𝑘, for a given 𝐈𝑘−1

⟨𝑗⟩ (𝑡), 𝑗 = 1,… , 𝑟 computed in the previous
terations (or an initial guess, for the first one), the WR iteration is
omputed by solving (in parallel) for 𝐗𝑘

⟨𝑗⟩(𝑡) and 𝐈𝑘
⟨𝑗⟩(𝑡), the subproblems

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝐗̇𝑘
⟨𝑗⟩(𝑡) = 𝐹

⟨𝑗⟩

(

𝐗𝑘
⟨𝑗⟩(𝑡), 𝐈̃

𝑘
⟨𝑗⟩(𝑡)

)

,

0 = 𝐺
⟨𝑗⟩

(

𝐗𝑘
⟨𝑗⟩(𝑡), 𝐈̃

𝑘
⟨𝑗⟩(𝑡), 𝐼

𝑘−1
𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡), 𝐼𝑡𝑜𝑡(𝑡)

)

,

𝐗𝑘
⟨𝑗⟩(0) = 𝐗̂

⟨𝑗⟩,

𝐈̃𝑘
⟨𝑗⟩(𝑡) = 𝐷

⟨𝑗⟩𝐈𝑘
⟨𝑗⟩(𝑡) + (I −𝐷

⟨𝑗⟩)𝐈𝑘−1
⟨𝑗⟩ (𝑡),

(31)

1 Without loss of generality and in order to re-use the example of Fig. 2,
he assumption of having card ⟨𝑗⟩ = 𝑠 for 𝑗 = 1,… , 𝑟 was neglected.
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for 𝑘 = 1, 2,… , where I is the 𝑠 × 𝑠 identity matrix and 𝐷 ∈ R𝑠×𝑠 is a
iagonal matrix having diagonal entries equal to

⟨𝑗⟩(𝓁,𝓁) ∶=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜔 if 𝓁 ∈ {1,… , 𝑞} ∪ {𝑠 − 𝑞 + 1,… , 𝑠} and 𝑗 = 2… , 𝑟 − 1,
𝜔 if 𝓁 ∈ {𝑠 − 𝑞 + 1,… , 𝑠} and 𝑗 = 1,
𝜔 if 𝓁 ∈ {1,… , 𝑞} and 𝑗 = 𝑟,
1 otherwise.

(32)

Here, 𝜔 ∈ [0, 1] is a relaxation parameter that can affect the convergence
speed of the WR method. Notice that 𝜔 is applied only to the currents
of the overlap and the definition of 𝐷

⟨𝑗⟩ takes into account that the
first and last subsystem do not overlap. The systems defined in (31)
are DAE problems of the same form of the full DAE system (18), but
they have much smaller dimension since they are defined on 𝑠 ≪ 𝑁
ells. Notice how the coupling among the subsystems is obtained via
he currents 𝐼𝑘−1𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡), which are computed using 𝐼𝑘−1

⟨𝑗⟩,𝓁(𝑡), at the (𝑘−1)-
th iteration according to Eq. (24). Moreover, since the subsystems (31)
ave the same form of (18), one can use exactly the same numerical
olver (e.g., the built-in Matlab® function ode15s).

Let us now briefly discuss about the choice of the relaxation param-
ter 𝜔 in Eqs. (31), (32). If 𝜔 = 0 is chosen, then the currents in the
verlap do not account for values coming from the previous iterations
nd the method defined by Eq. (31) cannot converge to a correct

solution. This happens because the values of 𝐼𝑘
⟨𝑗⟩,𝓁(𝑡) never get updated,

he values 𝐼𝑘−1
⟨𝑗⟩,𝓁(𝑡) are used, and therefore the currents are always equal

o the initial conditions. The opposite, and intuitive, choice would be to
ssign 𝜔 = 1, which leads to a full update of the currents in the overlap.
his typical choice, which corresponds to a standard WR method, does
ot necessarily lead to a convergent method. For similar discussions in
he context of domain decomposition methods for stationary equation
e refer to [67]. If the standard WR relaxation iteration (with 𝜔 = 1) is
ot convergent, one can try to reduce the value of 𝜔 to relax (or damp)
he iterations and obtain convergence. However, even if convergence is
btained by a small 𝜔, the iteration converges generally quite slowly.
nly after introducing an appropriate correction step, the positive effect
f 𝜔 on the convergence of our WR method becomes significant.

Obtaining convergence is a crucial step of our method: during the
irst tests of the WR method we observed a divergent behavior. Let us
iscuss the issue that we encountered when using the WR iteration (31).
he algebraic constraint on the current needs to be corrected along the

terations. Since the goal is to guarantee that the current constraint (15)
s satisfied, the sum

𝑘
𝑠𝑢𝑚(𝑡) =

𝑟
∑

𝑗=1

𝑠
∑

𝓁=1
𝐷

⟨𝑗⟩(𝓁,𝓁)𝐼𝑘
⟨𝑗⟩,𝓁(𝑡) ∀𝑡 ∈ [0, 𝑇 ] , (33)

ith 𝐷
⟨𝑗⟩(𝓁,𝓁) defined in (32), should become closer to the value of

𝑡𝑜𝑡(𝑡), i.e. the given input, as iterations go on. Notice that the value of
𝑘
𝑠𝑢𝑚(𝑡) is computed in such a way that the currents belonging to the cells
f the overlap are not accounted twice. Instead we weight them and
ake half coming from a subsystem and half from the other.2 However,
n the performed tests, we computed 𝐼𝑘𝑠𝑢𝑚(𝑡) at the end of each iteration
nd we observed a lack of convergence: the sum of the currents 𝐼𝑘𝑠𝑢𝑚(𝑡)
scillates heavily around the correct value 𝐼𝑡𝑜𝑡(𝑡) and the oscillations
ecome larger and larger along the iterations, as shown in Fig. 3(a). In
his figure, the system and the subdivision are the same of Fig. 2, where
he input was set to a constant value 𝐼𝑡𝑜𝑡(𝑡) = −7.5𝐴 ∀𝑡 ∈ [0, 100]. What
e observe is an over-compensation: at each iteration every subsystem

ries to ‘‘correct" the small error in the value of 𝐼𝑘𝑠𝑢𝑚(𝑡), generated in
he previous iteration and contained in the term 𝐼𝑘−1𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡). However
ecause the subsystems are all solved at the same time, every one of

2 This is done by choosing 𝜔 = 0.5. Any other value for 𝜔 can be chosen,
owever Eq. (33) would have to be adjusted accordingly.
6

them adds its own correction to compensate for the over or under
estimation of 𝐼𝑘−1𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡). When one looks at the updated value of 𝐼𝑘𝑠𝑢𝑚(𝑡),
all these corrections sum up, creating an even bigger error. Hence, the
iterations diverge and the WR method fails.

The problem essentially lies in the lack of communication among
the subsystems: each subsystem can exchange only current information
with its two neighbors. To solve this problem one could introduce a
so-called second-level (or coarse) correction that generally consists in
a modification of the result of the WR iterate; see, e.g., [67–69] and
references therein. However, the definition of an appropriate correction
step is a complicated and delicate task, which depends heavily on the
class of problems under consideration. For the battery pack problem
considered in this paper, we designed a correction step by reinforcing
the algebraic current constraint at the end of each iteration. This allows
to always start the successive iteration with a feasible current distribu-
tion. At iteration 𝑘, we compute the sum 𝐼𝑘𝑠𝑢𝑚(𝑡) and we calculate how
far 𝐼𝑘𝑠𝑢𝑚(𝑡) is from 𝐼𝑡𝑜𝑡(𝑡), that is

𝐼𝑘𝑑𝑖𝑓𝑓 (𝑡) = 𝐼𝑡𝑜𝑡(𝑡) − 𝐼𝑘𝑠𝑢𝑚(𝑡) ∀𝑡 ∈ [0, 𝑇 ] , (34)

and we divide this quantity by the number of cells 𝑁

𝛿𝑘(𝑡) =
𝐼𝑘𝑑𝑖𝑓𝑓 (𝑡)

𝑁
∀𝑡 ∈ [0, 𝑇 ] . (35)

The functions 𝛿𝑘(𝑡) are used to complete the correction step

𝐼∗,𝑘
⟨𝑗⟩,𝓁(𝑡) = 𝐼𝑘

⟨𝑗⟩,𝓁(𝑡) + 𝛿
𝑘(𝑡) for 𝑗 = 1,… , 𝑟

for 𝓁 = 1,… , 𝑠

∀𝑡 ∈ [0, 𝑇 ] ,

(36)

where the currents 𝐼∗,𝑘
⟨𝑗⟩,𝓁(𝑡), 𝑗 = 1,… , 𝑟 and 𝓁 = 1,… , 𝑠, satisfy the

current constraint defined in (33)
𝑟
∑

𝑗=1

𝑠
∑

𝓁=1
𝐷

⟨𝑗⟩(𝓁,𝓁)𝐼
∗,𝑘
⟨𝑗⟩,𝓁(𝑡) = 𝐼𝑡𝑜𝑡(𝑡) (37)

for all 𝑡 ∈ [0, 𝑇 ]. Hence, these currents represent a feasible distribution
and we can use them in place of 𝐼𝑘

⟨𝑗⟩,𝓁(𝑡), to perform the next (𝑘 + 1)-
th iteration. In this way, we obtained that the values returned from
the 𝑘th iteration, used as input of iteration 𝑘 + 1, respect the algebraic
constraints. With this adjustment, we obtained the convergence of the
method, as shown in Fig. 3(b), for the same conditions of Fig. 3(a).

We can now also test the method for different values of 𝜔, compris-
ng the correction step. The considered example is the same of Fig. 3(b),
ith 𝑁 = 7, 𝑠 = 3 and 𝑞 = 1. The blue line of Fig. 4 corresponds

to 𝜔 = 1, i.e. the case where the overlap currents are fully updated,
and the red line corresponds to 𝜔 = 0.5. The use of the parameter 𝜔
(0 < 𝜔 ≤ 1) has the effect of retaining more information throughout
iterations, making them more efficient. The improvement is not radical,
however it is interesting to see that without changing the structure of
the problem and its computational complexity, we can obtain a faster
convergence.
Algorithm 1 (WR Jacobi-type algorithm)

Require: 𝐼𝑡𝑜𝑡(𝑡), 𝐈0(𝑡) ∀ 𝑡 ∈ [0, 𝑇 ], 𝐗(0), a parameter 𝜔 ∈ (0, 1], a
tolerance 𝜖 and 𝑘𝑚𝑎𝑥.

1: Set 𝑘 ← 1 and 𝐈1 ← inf .
2: while ||𝐈𝑘 − 𝐈𝑘−1|| > 𝜖 and 𝑘 < 𝑘𝑚𝑎𝑥 do
3: for all 𝑗 ∈ {1,… , 𝑟} do
4: Compute 𝐼𝑘−1𝑟𝑒𝑠𝑡,⟨𝑗⟩ using Eq. (24).
5: Solve Eq. (31) on [0, 𝑇 ] to get 𝐗𝑘

⟨𝑗⟩ and 𝐈𝑘
⟨𝑗⟩.

6: end for
7: Compute 𝐼∗,𝑘

⟨𝑗⟩,𝓁 for 𝑗 = 1,… , 𝑟 and 𝓁 = 1,… , 𝑠 using Eq. (35) and
Eq. (36).

8: Set 𝐼𝑘
⟨𝑗⟩,𝓁 ← 𝐼∗,𝑘

⟨𝑗⟩,𝓁 for 𝑗 = 1,… , 𝑟 and 𝓁 = 1,… , 𝑠.
9: Set 𝑘 ← 𝑘 + 1.

10: end while
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Fig. 3. Comparison between 𝐼𝑡𝑜𝑡(𝑇 ) and 𝐼𝑠𝑢𝑚(𝑇 ) throughout iterations. In this example we set 𝐼𝑡𝑜𝑡(𝑡) = −7.5𝐴 ∀𝑡 ∈ [0, 100]. For this graph, the final time instant of the interval was
onsidered, however notice that this behavior is similar for every time instant.
We can present our WR strategy for the simulation of a battery
ack in Algorithm 1. The inputs needed for this algorithm are the
otal current 𝐼𝑡𝑜𝑡(𝑡) for the considered interval, an initial guess for
he currents 𝐈0(𝑡) over the considered horizon and the states 𝐗(0)
t the initial time instant. Moreover we also need the parameter 𝜔
reviously described, a tolerance 𝜖 (an arbitrarily small value), used
s a criteria to stop the iterations, and a maximum value of iterations
𝑚𝑎𝑥, to avoid infinite loops. The parameters of the cells have also to be
rovided. Having no information on the distribution of the currents in
he parallel branches of the battery pack, the initial guess is obtained
y dividing 𝐼𝑡𝑜𝑡(𝑡) by 𝑁 , assuming that the input current divides itself
qually among the parallels. The algorithm then starts an iterating
ycle, in which every subsystem gets solved for its variables on a given
ime interval, while all the quantities not included in the subsystem
i.e. 𝐼𝑘−1𝑟𝑒𝑠𝑡,⟨𝑗⟩) are taken from the previous iteration. The cycle returns the
alues of 𝐈𝑘

⟨𝑗⟩(𝑡) at every time instant for every subsystem, that will be
sed in the successive iterates to calculate 𝐼𝑘−1𝑟𝑒𝑠𝑡,⟨𝑗⟩(𝑡). This gets repeated
ntil the current modulus of the difference between successive iterates
ets smaller than a certain threshold 𝜖, or the number of iterations 𝑘
xceeds the maximum allowed.

For what concerns the precision of the proposed method, it has been
ested by comparing the current distribution (i.e. the current flowing
n each of the parallel branches) obtained by the centralized method,
enoted with 𝐼𝑐𝑒𝑛𝑡𝑟, with the one obtained by the WR approach, denoted
ith 𝐼𝑊𝑅. In order to know how precise 𝐼𝑊𝑅 is with respect to 𝐼𝑐𝑒𝑛𝑡𝑟

that will be taken as the reference solution), we compute the absolute
rror as

𝑎𝑏𝑠 = ‖𝐼𝑐𝑒𝑛𝑡𝑟 − 𝐼𝑊𝑅‖

nd the relative error as

𝑟𝑒𝑙 =
‖𝐼𝑐𝑒𝑛𝑡𝑟 − 𝐼𝑊𝑅‖

‖𝐼𝑐𝑒𝑛𝑡𝑟‖
.

For the example presented above, with 𝑁 = 7, 𝑠 = 3, 𝑞 = 1, a
time horizon of [0, 100] and 𝐼𝑡𝑜𝑡 = −7.5𝐴, the absolute error is 𝐸𝑎𝑏𝑠 =
8.98 × 10−5 and the relative error is 𝐸𝑟𝑒𝑙 = 1.023 × 10−5. We have to
keep in mind that the solution provided by the WR method depends on
the threshold set for stopping the iterations (indicated in the algorithm
with 𝜀 and here set to 𝜀 = 10−6). Therefore, even if in some cases
the accuracy of the solution appears to be low, one could lower the
threshold, reducing the absolute and relative errors.

Remark 1. Convergence of the problem to the true global solution is
guaranteed if the problem is well posed (i.e. has a unique solution) and
the method converges. In our particular case, the succession generated
by the method converges (for continuity of the considered functions),
therefore it converges also to the true global solution of the problem.
7

In order to further improve convergence speed of the methodology
presented, in the following we suggest the use of an acceleration
scheme, built on top of the WR iteration.

3.2. Anderson Acceleration

The WR method presented in the previous section can be further im-
proved by a numerical strategy called Anderson Acceleration (AA) [45],
which is used to accelerate fixed-point iterations. The WR method is
exactly a fixed-point iteration. Given a current distribution 𝐈𝑘−1, the
new value 𝐈𝑘 is computed by one cycle of the while loop in Algorithm 1.
In a compact notation, this single iteration can be written as

𝐈𝑘 = 𝑆(𝐈𝑘−1),

where the function 𝑆 is known implicitly if Algorithm 1 is available in
the form of a routine.

Denote by 𝐈𝑗 ∈ R𝑁 the approximations to a solution 𝐈 (i.e. the
correct current distribution) obtained at iterations 𝑗 = 1,… , 𝑘, and by
𝜸𝑗 ∶= 𝑆(𝐈𝑗 ) − 𝐈𝑗 the corresponding residuals. Let 𝑚 ∈ N+ and define
𝑚𝑘 = min(𝑚, 𝑘). According to the AA strategy, the new approximation
𝐈𝑘+1 is computed as

𝐈𝑘+1 =
𝑚𝑘
∑

𝑗=0
𝛼𝑘𝑗 𝑆(𝐈

𝑘−𝑚𝑘+𝑗 ), (38)

where the coefficients 𝛼𝑘𝑗 for 𝑗 = 0,… , 𝑚𝑘 are obtained as the solution
to the following minimization problem

min
𝛼𝑘0 ,…,𝛼𝑘𝑚𝑘

‖

‖

‖

𝑚𝑘
∑

𝑗=0
𝛼𝑘𝑗 𝜸

𝑘−𝑚𝑘+𝑗‖
‖

‖

s.t.
𝑚𝑘
∑

𝑗=0
𝛼𝑘𝑗 = 1. (39)

In other words, what we are doing is extending the previously ex-
plained concept of using 𝜔 to weight the results coming from previous
iterations, to take account also for all the previously obtained current
distributions. Many algorithms and different implementations of the
Anderson Acceleration method are available in the literature and they
are fully described in [70], depending on the norm used in Eq. (39).

Algorithm 2 shows a possible implementation of the Anderson
Acceleration.

Notice that iterations require the storage of the history of residuals
of depth at most 𝑚 + 1. This fact is crucial when the dimension 𝑁 is
large. In this case one has to consider small values of 𝑚 to reduce the
amount of information stored during the iterations.

A crucial step in the Anderson strategy is the solution of the min-
imization problem (39), where any norm could be used. We decided
to use the Euclidean norm, so the first-order sufficient optimality con-
dition for the minimization problem is a linear system [71]. Different
approaches are considered to solve (39); see, e.g., [72]. An efficient

implementation of Anderson algorithm is proposed in [70], where (39)
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Algorithm 2 Anderson Acceleration.

Require: Fixed-point operator 𝑆, initial guess 𝐈0, 𝑚, 𝑘max, 𝜖.
1: Set 𝑘 ← 1, 𝐈1 = 𝑆(𝐈0).
2: while 𝑘 < 𝑘max and ||𝐈𝑘 − 𝐈𝑘−1|| > 𝜖 do
3: Set 𝑚𝑘 ← min(𝑚, 𝑘).
4: Compute 𝑠𝑘 = 𝑆(𝐈𝑘).
5: Set 𝛾𝑘 ← 𝑠𝑘 − 𝐈𝑘.
6: Solve the minimization problem ||

∑𝑚𝑘
𝑗=0 𝛼

𝑘
𝑗 𝛾

𝑘−𝑚𝑘+𝑗
|| s.t. ∑𝑚𝑘

𝑗=0 𝛼
𝑘
𝑗 =

1.
7: Set 𝐈𝑘+1 ← ∑𝑚𝑘

𝑗=0 𝛼
𝑘
𝑗 𝑠𝑘−𝑚𝑘+𝑗 .

8: Set 𝑘 ← 𝑘 + 1.
9: end while

is transformed into an unconstrained problem. To do so, one defines
𝛥𝜸𝑖 = 𝜸𝑖+1 − 𝜸𝑖 for each 𝑖 and set 𝛤𝑘 = [𝛥𝜸𝑘−𝑚𝑘 ,… , 𝛥𝜸𝑘−1]. Then the
east squares problem (39) is equivalent to

min
𝜂=[𝜂0 ,…,𝜂𝑚𝑘−1]

⊤
‖𝜸𝑘 − 𝛤𝑘𝜂‖2. (40)

otice that the coefficients 𝛼𝑗 in (39) and 𝜂𝑗 are related by 𝛼0 = 𝜂0, 𝛼𝑖 =
𝑖 − 𝜂𝑖−1 for 1 ≤ 𝑖 ≤ 𝑚𝑘 −1 and 𝛼𝑚𝑘 = 1− 𝜂𝑚𝑘−1. The unconstrained least-
quares problem (40) leads to a modified form of Anderson acceleration
iven in Algorithm 3, where the least-squares solution is denoted by
𝑘 =

[

𝜂𝑘0 ,… , 𝜂𝑘𝑚𝑘−1
]⊤ ∈ R𝑚𝑘 , and we have

𝑘+1 = 𝑆(𝐈𝑘) −
𝑚𝑘−1
∑

𝑖=0
𝜂𝑘𝑖 [𝑆(𝐈

𝑘−𝑚𝑘+𝑖−1) − 𝑆(𝐈𝑘−𝑚𝑘+𝑖)]

= 𝑆(𝐈𝑘) − 𝑘𝜂𝑘,

(41)

here 𝑘 = [𝛥𝑆𝑘−𝑚𝑘 ,… , 𝛥𝑆𝑘−1] ∈ R𝑚𝑘×𝑚𝑘 with 𝛥𝑆𝑖 = 𝑆(𝐈𝑖+1) − 𝑆(𝐈𝑖) for
ach 𝑖. As the algorithm proceeds, the successive least-squares problems
n step 7 are solved by a QR-factorization. The details can be found
n [70,73].
Algorithm 3 Modified Anderson Acceleration.

Require: Fixed-point operator 𝑆, initial guess 𝐈0, 𝑚, 𝑘max, 𝜖.
1: Set 𝑘 ← 1, 𝐈1 = 𝑆(𝐈0), 𝛾0 = 𝐈1 − 𝐈0 and 𝑠0 ← 𝐈1.
2: while 𝑘 < 𝑘max and ||𝛾𝑘|| > 𝜖 do
3: Set 𝑚𝑘 ← min(𝑚, 𝑘).
4: Compute 𝑠𝑘 = 𝑆(𝐈𝑘).
5: Set 𝛾𝑘 ← 𝑠𝑘 − 𝐈𝑘.
6: Set 𝛥𝛾𝑘−1 ← 𝛾𝑘 − 𝛾𝑘−1 and 𝛤𝑘 ← [𝛥𝛾𝑘−𝑚𝑘 ,… , 𝛥𝛾𝑘−1].
7: Solve the LS problem 𝜂𝑘 = [𝜂𝑘0 ,… , 𝜂𝑘𝑚𝑘−1]

⊤ = argmin𝜂 ||𝛾𝑘−𝛤𝑘𝜂||2.

8: Set 𝛥𝑆𝑘−1 ← 𝑠𝑘 − 𝑠𝑘−1 and 𝑘 ← [𝛥𝑆𝑘−𝑚𝑘 ,… , 𝛥𝑆𝑘−1].
9: Set 𝐈𝑘+1 ← 𝑠𝑘 − 𝑘𝜂𝑘.

10: Set 𝑘 ← 𝑘 + 1.
11: end while

It is important to notice that the Anderson Acceleration strategy uses
he WR Algorithm 1 as a black-box. Therefore, each time the fixed-point
unction 𝑆 is applied to a current distribution, this corresponds to one
teration of the WR Algorithm 1. This means that, if the index 𝑚𝑘 does
ot get too large (as observed for the class of problems considered in
his work), the effort required by one iteration of the Anderson strategy
s essentially equal to the one corresponding to one iteration of the WR
lgorithm 1. More details on these algorithms and their convergence
roofs can be found in [70,73,74]. The improvement brought by the
nderson acceleration method is tremendous and can be appreciated

n Fig. 4, where it is compared with the previously described methods.
e can see that for the first iterations it has a similar behavior, but

hen the gradient of descent becomes much steeper. The stagnation we
ee at the end is due to the tolerance used by the numerical integrator.
t was noted that reducing the tolerance, the value at which stagnation
s reached becomes lower.
 s
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Fig. 4. Comparison of the convergence for all the presented methods.

4. Simulation results and discussion

In this section we will show that the WR method improved with
the AA can be useful to speed up the simulation of a battery pack with
respect to a centralized method.3 In all the following examples, without
loss of generality, the time horizon is set to [0, 100]. The value of the
total current 𝐼𝑡𝑜𝑡(𝑡) was chosen proportional to the number of cells in the
ystem and constant ∀𝑡 in the considered time interval. The threshold

for stopping iterations is set to 𝜖 = 10−6.
The first simulations that are presented in Fig. 5, refer to the

centralized approach and show the scaling of computation times with
an increasing number of parallel connected cells. It is possible to note
that the scaling is exponential, with a steeper growth for the cases
with higher values of 𝑃 (i.e. the number of finite volumes used for
the discretization of the electrolyte dynamics equation). The number
of discretization volumes 𝑃 was chosen in such a way that further
increasing its value would not result in any sensible difference in the
behavior of the other states and of the output voltage.4 Note that the
centralized method uses an algorithm (ode15) that is serial and does not
benefit of the parallel capabilities of the processor. This was verified
by forcing the centralized method to run on a single processor and
comparing it with the computation times of simulations where it was
allowed to freely allocate resources. No difference was noted. This has
been further verified in Fig. 6, where it is possible to note that for
the single subsystem, the computation time is exactly equal for all the
curves (i.e. simulating the same system using a different number of
processors).

The algorithm we propose has the advantage, with respect to the
centralized approach, of solving smaller subproblems in parallel, as we
have 𝑠 ≪ 𝑁 . However, in order for the WR method to be effective,
we have to take into account the drawback of having to iterate the
resolution of the subproblems to obtain the same current distribution
of the original problem. As explained previously, the algorithm relies
on the parallel capabilities of the processor: having up to 6 cores
available means that up to 6 subsystems can be solved simultaneously.5
The advantage of having a parallel algorithm can be appreciated in
Fig. 6, where a single iteration of the WR method is simulated using

3 All the simulations presented were carried out on a Windows 10 machine
ith 8 Gbytes of RAM and an Intel® Core™ i7-9750H 2.60 GHz 6-core
rocessor.

4 Proven experimentally by simulating the same system with different
alues of 𝑃 .

5 If the number of subsystems is greater than the number of cores, they are

olved in groups in a sequential way.
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Fig. 5. Time scaling for a centralized simulation with different values of 𝑃 with an
increasing number of parallel cells.

Fig. 6. Scaling of simulation time for the resolution of a single iteration with increasing
number of available cores in the processor. The size of the subsystems is fixed to 𝑠 = 5.

a different number of processors, having fixed the subsystem size and
the overlap (𝑠 = 5, 𝑞 = 1). Note that on the 𝑥-axis there are the number
f cells 𝑁 and the number of subsystems 𝑟. The blue line represents
he single core performance and we can see that it is significantly
igher than the others. The other lines show a step behavior, where
here are almost horizontal traits interspersed with steeper increases
n computation times. These latter are present when the number of
ubsystems 𝑟 becomes equal to a multiple of the number of available
ores. As example take the red line, corresponding to a simulation
erformed with two cores. Every addition of two subsystems there is
step up in the computation time. The same holds for the other lines.
ote that the ideal behavior would exhibit a constant simulation time
ntil the number of subsystems is equal to the number of processors.
his does not happen because of parallelization overhead.

Fig. 6 demonstrates the advantage of using a parallel algorithm,
s computation times are largely reduced. In this example, a single
teration of the method was simulated gradually increasing the number
f subsystems present, while their size was set to 𝑠 = 5. Potentially, by
ncreasing the number of cores, one would be able to extend the length
f the almost horizontal traits, further reducing the computation times
or large systems. Note that the choice of 𝑃 here is not important: in-
reasing or decreasing it would not affect the relative position between
he lines.

It is therefore clear that the most benefits are obtained when the
umber of subsystems is equal to the number of cores. Fixing then 𝑟 = 6
9

and assuming 𝑁 as known, we can then calculate the subsystem size 𝑠:

𝑠 =
𝑁 − 𝑞
𝑟

+ 𝑞, (42)

with 𝑞 chosen in such a way that 𝑠 ∈ N. With these assumptions,
Fig. 7(a) shows the scaling of the single WR iteration computation time
for different values of 𝑃 . Note that in this figure, the 𝑥-axis still has the
number of cells 𝑁 , but differently from the previous one, it has the
subsystem size 𝑠. Comparing Fig. 7(a) with Fig. 6, it is possible to note
hat scaling has become almost linear. To conclude and summarize, the
ptimal subsystem size 𝑠 can be chosen in such a way that the number
f subsystems 𝑟 is equal to the number of available processors. For what
oncerns the choice of the overlap 𝑞, its optimal value is always 1, as it
annot be reduced to 0, otherwise we would lose convergence; on the
ther hand, increasing its value would not provide any benefit to the
onvergence speed, only increasing the computational burden.

emark 2. Memory usage can be a concern in some situations, as
e have to ensure that it is not greedy with respect to a centralized
ethod. In our case, it depends exclusively from the value of the

verlap 𝑞. In fact, the difference between our method and a centralized
ne in terms of memory usage is only in the number of cells that get
olved multiple times in the overlap. Previously we discussed the choice
f 𝑞 in terms of convergence and noted that the optimal choice was
aving 𝑞 = 1 and could not be reduced further. This choice is optimal
lso in terms of memory size, as it reduces the memory needed to the
ssential minimum.

Now that we have a reference value for the time cost of each
teration, we move to the analysis of the simulation results for the WR
ethod. In particular we are interested in the number of iterations

f the AA algorithm needed to reach convergence with the desired
olerance. The first observation we can make looking at Fig. 7(b) is
hat the number of iterations does not grow with system size, instead
t stabilizes around 6–7 iterations. The second one is that the number
f iterations does not depend on the complexity of the system; this
s a very important point, because even though the cost of iterations
ncreases with system size, their number does not seem to be affected.
his implies that the method is more efficient as the complexity of
he system grows. Finally, in Fig. 8 a direct comparison between the

centralized resolution and the WR method improved with the AA is
presented, for different values of 𝑃 . What we can see here is that
for small systems, the centralized approach works better in terms of
computation times. This is due to the need of iterating the resolution:
if the system is small enough there is no advantage in making it smaller.
However when the number of cells increases, the proposed method
behaves better, leading to reduced computation times. Moreover, it
is possible to note that the crossover point, where the WR method
becomes better than the centralized approach, shifts to the left when
the complexity of the system increases. This proves the effectiveness
of the proposed method. Considering the practical example presented
before of a Tesla Model S level with 74 cells connected in parallel [75],
we have that with the proposed method, simulation times would be
almost a third of a centralized method in the case with 𝑃 = 11.
Instead, having 𝑃 = 3 allows us to halve the simulation time. This was
done using 6 cores. Note that there is still room for improvement: if
more cores are used for the simulation, this would allow to further
reduce the total time. Moreover, we can see that as the model gets
more complicated (in our case we used 𝑃 to increase the number of
equations in the system as a proof of concept), our method becomes
more efficient. This means that using more complex models (such as
P2D, for example), or adding more dynamics, such as temperature, the

advantage would be more evident.
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Fig. 7. Time scaling and number of iterations having fixed the subsystem number 𝑟.
Fig. 8. Comparison between the centralized method computation times (continuous
ines) and the AA method computation times (dotted lines).

. Conclusions

In this work we considered the use of the Waveform Relaxation
ethod to speed up the simulation of the battery pack. Convergence

ould not be obtained by applying a standard Waveform Relaxation,
o we designed an appropriate correction step. In order to further
ecrease the simulation time, the Anderson Acceleration strategy was
lso applied. The results we found demonstrate the effectiveness of
he proposed method, the precision in obtaining the same result of
he centralized approach and the convergence to the true global so-
ution. In addition, they can also serve as a proof of concept for
ther observations: if the simulations are carried out on a system with
ore processor cores, the time scaling would be even better, as we
ould be able to solve more subsystems at the same time. As an
xample, we were able to simulate a Tesla Model S battery level in
third of the time with respect to a centralized method. Moreover

t was shown that this method performs better as the computational
omplexity grows (in our case we increased it using 𝑃 ), so we expect

to obtain a better performance using a more complex model, e.g. the
one proposed in [76]. Future developments might also include thermal
coupling between cells.
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