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Supporting Information Text11

I. Temporal evolution of density and polarization in MD simulations in the (p, T ) plane. In Figs. S1-S3 it is depicted the temporal12

evolution of P , Pi, and ρ obtained from extensive MD simulations of TIP4P/Ice water lasting up to 40 µs of Ref. (1) in several13

points of the (p, T ) plane: along the line p = 1000 bar and p = 0 bar for different T’s, crossing the Widom line (WL), and14

along the line p = 2500 bar for different T’s, crossing the first-order liquid-liquid phase transition (LLPT) line.15

II. Spatial distribution of dipoles in LDL and HDL configurations.. Although the results presented in this study are based on the16

establishment of a non-zero total spontaneous polarization in LDL, independently of the specific underlying local dipole order,17

it is still valuable to scrutinize the dipole configuration in LDL, particularly in comparison to HDL. The spatial distribution18

of single-molecule dipoles, di, in instantaneous MD simulation configurations of LDL and HDL is shown in Figs. S4 and19

S5, respectively. The instantaneous polarization magnitude, P (t), can be non-zero in HDL as well, due to large polarization20

fluctuations. We deliberately select an HDL configuration with a non-zero value of P (t) to examine whether the instantaneous21

local distribution of dipoles generating a non-zero P (t) in HDL differs from that in LDL. Although at first glance, Panel22

a of Figs. S4 and S5 suggests a higher degree of disorder in the spatial distribution of dipoles in LDL compared to HDL,23

distinguishing between a disordered state and one with a more complex underlying order remains challenging. Better insight24

can be gained by examining Panel c of Figs. S4 and S5, where it is shown the spatial distribution of dipoles Di =
∑

j∈L3
i

dj ,25

where the simulation box is evenly divided into cells of size Li = L/3, with L being the simulation box size. In particular,26

Panel c-III and c-IV, which display the projection of Di onto a plane orthogonal to P(t), reveal distinct spatial distributions27

of dipoles in HDL and LDL. In HDL, despite the appearance of a preferential orientation of dipoles, their direction appears28

disordered. Conversely, in LDL, there seems to be a directional order reminiscent of a chiral distribution. Although these29

observations are not conclusive and a detailed analysis is beyond the scope of this manuscript, it would be interesting to explore30

the presence of local dipolar chiral order in LDL, consistent with the observation of local molecular chiral order reported in Ref.31

(2). Suitable order parameters and supervised machine learning methods could be exploited.32

III. Non-local static correlation functions in supercooled water. Fig. S6 shows the k-dependent transverse and longitudinal (to33

k) static dielectric functions, respectively εT k̂(k) and εLk̂(k) and the static structure factor S(k) in the HDL, LDL and close to34

CP . Since S(k → 0) = ρKBTKT , at CP, S(k → 0) should diverge. In Fig. S6 it is observed a gradual rise in S(k) for small35

k’s at the thermodynamic point close to CP. A more pronounced increase, indicative of a divergence as k → 0, is observed36

at a k-scale smaller than what is attainable in the current MD simulations with N = 1000 (1). For k 6= 0, εT (k) holds only37

the physical meaning of a static correlation function, preserving εT (k)− 1 the quality of a response function only in the limit38

k → 0, while χL(k) = 1/(1− εL(k)) is a static response function (3). This implies that for a thermodynamically stable system,39

εL(k) ≥ 1 or εL(k) < 0 (3, 4). Additionally, a divergence occurs when εL = 1, as observed in Fig. S6. Another divergence has40

been detected at higher k values under ambient conditions (4), ensuring that the correct physical limit, limk→∞ εL(k) = 1, is41

reached (4).42

IV. Mean field DFT for polar liquids with polarizable molecules. The following note is not intended to provide an exhaustive43

treatment of the generalization of DFT from non-polarizable, as presented in the main text, to polarizable molecules. Instead,44

it aims to demonstrate that introducing molecular polarizability in the polar liquid does not qualitatively change the results45

obtained for non-polarizable molecules.46

Suppose that the single molecules in the liquid exhibit a mean electric dipole moment in response to a local field, which, in47

the absence of an external electric field, is proportional to δ. The single-molecule dipole thus becomes48

d(δ) = d+ αδ, [1]49

where d is the dipole molecule when δ = 0 and α is a positive coefficient proportional to the molecular polarizability. The50

change in the molecular dipole, as given in Eq. 1, corresponds to substituting the ansatz for ζ(Ω) in Eq. 2 of the main text51

with the following expression52

ζ(Ω) = 1 + δ(1 + αδ/d)d̂
4π . [2]53

A full treatment would proceed self-consistently, where the increased total polarization of the liquid, generated by the larger54

molecular dipole in Eq. 1, would in turn generate a larger induced molecular dipole, and so forth. This iterative process would55

introduce higher-order terms in δ powers into the free energy expression. However, since our focus is on the lower-order terms56

in the free energy, we limit our analysis to the first step of the self-consistent procedure, which is equivalent to using the ansatz57

in Eq. 2. By applying the ansatz in Eq. 2 to the expressions of F0 and F in Eqs. 24-26 of the main text, and performing a58

δ-series expansion of F0 along with a ρ-Taylor expansion of both F0 and F , in place of Eqs. 29 and 30 in the main text, we59

obtain60

F0 = Nφ0(ρ̄) +MN∆ρ2 + TN [Aδ2 + 2Aα
d
δ3 + (B +A

α2

d2 )δ4 + 4Bα
d
δ5 + (B′ + 6Bα

2

d2 )δ6 + o(δ6)] [3]61

F = −Nβ0(ρ̄)ρ̄δ2 +Nβ1(ρ̄)ρ̄δ2∆ρ− 2Nβ0(ρ̄)ρ̄α
d
δ3 + 2Nβ1(ρ̄)ρ̄α

d
δ3∆ρ−Nβ0(ρ̄)ρ̄α

2

d2 δ
4 +Nβ1(ρ̄)ρ̄α

2

d2 δ
4∆ρ. [4]62
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Consequently Eq. 24 in the main text is substituted by

F = φ0(ρ̄)+M∆ρ2 +[TA−β0(ρ̄)ρ̄]P 2 +2α
d

[TA−β0(ρ̄)ρ̄]P 3 +[TB+ α2

d2 (TA−β0(ρ̄)ρ̄)]P 4 +4TBα
d
P 5 +[T (B′+6Bα

2

d2 )]P 6+

β1(ρ̄)ρ̄P 2∆ρ+ 2β1(ρ̄)ρ̄α
d
P 3∆ρ+ β1(ρ̄)ρ̄α

2

d2 P
4∆ρ+ o(P 6). [5]

Analyzing Eq. 5, we infer that introducing molecular polarizability changes quantitatively the coefficients of the DFT-derived63

free energy but does not qualitatively affect its overall form. Specifically, when the coefficient of the P 2 term becomes zero,64

the same occurs for the coefficient of the P 3 term, indicating that molecular polarizability does not affect the emergence of65

ferroelectricity. The emergence of a tricritical point is determined by the simultaneous cancellation of the coefficients of the 2nd66

and 4th powers of P . Although introducing molecular polarizability adds a term proportional to P 3 and a negative contribution67

to the coefficient of the P 4 term, when the coefficient of the P 2 term, [TA− β0(ρ̄)ρ̄], becomes zero, the coefficient of the P 3
68

term also vanishes, while the P 4 term remains TB > 0. This indicates that molecular polarizability alone cannot produce a69

tricritical phase diagram; the presence of the ρ− P coupling term is essential.70

V. Algebraic steps to obtain Peq in mean-field DFT. In the following, the algebraic steps to obtain the Peq values reported in71

Tabs. 1 and 2 of the main text are illustrated. Substituting ∆Veq in Eq. 6 of the main text into Eq. 4 yields72

a(T − T ∗c (p))Peq +B∗P3
eq +B′P5

eq −E = 0, [6]73

with74

T ∗c (p) = Tc − 2 β

aM
p2; [7]75

B∗ = B − 2β2

M
p2; [8]76

and77

p̄c : B∗(p̄c) = 0; [9]78

T̄c = T ∗c (p̄c). [10]79

Furthermore, after setting E = 0, χ and KT are found to be, see Eqs. 38-39 in the main text,80

χ = 1
a(T − T ∗c ) + 3B∗P2

eq + 5B′P4
eq

; [11]81

KT = K̄T + ∆KT = − 1
V

∂V̄

∂p
+ 1
VM

a(T − T ∗c ) + 3B∗P2
eq + 5B′P4

eq + 4 (βp)2

M
P2
eq

a(T − T ∗c ) + 3B∗P2
eq + 5B′P4

eq

.82

[12]83

It is K̄T > 0. In an equilibrium stable state χ > 0, KT > 0.84

We analyze first the case p < p̄c, corresponding to B∗ > 0. The algebraic solutions of Eq. 6 with E = 0 are85

P 2
eq = 0; [13]86

P 2
eq = − 1

2B′B
∗ ± 1

2B′
√
B∗2 − 4a(T − T ∗c )B′ [14]87

If B∗ > 0, the solution with the negative sign in Eq. 14 is discarded because P 2
eq ≥ 0. Simple algebraic passages furthermore88

show that, if T > T ∗c , χ > 0 and KT > 0 only for P 2
eq = 0. If T < T ∗c , χ > 0 and KT > 0 only for Eq. 14 with positive sign,89

where P 2
eq 6= 0. To obtain this result, it is noteworthy that the denominator of Eqs. 11 and 12, when P 2

eq is given in Eq. 14 with90

a positive sign, is given by: B∗2

B′ [1− 4a(T−T∗c )B′

B∗2 ]− B∗2

B′

√
1− 4a(T−T∗c )B′

B∗2 . The equilibrium values of P for p < p̄c so obtained91

are listed in Tab. 2 of the main text.92

If p > p̄c (B∗ < 0), for T < T ∗c in Eq. 14, we can discard the solution with the negative sign since P 2
eq ≥ 0. Simple algebraic93

passages show that for B∗ < 0 the denominator of Eqs. 11 and 12 is B∗2

B′ [1− 4a(T−T∗c )B′

B∗2 ]± B∗2

B′

√
1− 4a(T−T∗c )B′

B∗2 . The minus94

sign corresponds to the minus sign in Eq. 14. For T < T ∗c , the solution with the positive sign in Eq. 14 leads to χ > 0 and95

KT > 0, making it stable. A more refined analysis is, however, required for T > T ∗c . Since P 2
eq must be real, the solution in Eq.96

14 can be retained only for97

T < T̄ = 1
4
B∗2

aB′
+ T ∗c . [15]98

We notice that T̄ > T ∗c . For T > T̄ only the solution P 2
eq = 0 is permitted. It is, furthermore, stable because T̄ > T ∗c . The99

solution P 2
eq = 0 is stable also in the temperature range T ∗c < T < T̄ . For T ∗c < T < T̄ , both solutions with positive and100

negative signs in Eq. 14 yield real positive values of P 2
eq. Considering the expression of the denominator of Eqs. 11 and 12101
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reported above, only the solution with the positive sign is, however, stable. In the temperature range T ∗c < T < T̄ , there are102

thus two stable solutions: P 2
eq = 0 and P 2

eq = − 1
2B′B

∗ + 1
2B′
√
B∗2 − 4a(T − T ∗c )B′. For T :103

T ∗c < T < T̂c = 3
16
B∗2

aB′
+ T ∗c < T̄ . [16]104

the solution P 2
eq = 0 is metastable. Vice versa for105

T̂c < T < T̄ [17]106

the solution P 2
eq 6= 0 is metastable. This result is proven by the fact that the difference between the value of G in Eq. 3 of the107

main text for P 2
eq = − 1

2B′B
∗ + 1

2B′
√
B∗2 − 4a(T − T ∗c )B′ 6= 0 and P 2

eq = 0 is108

∆G = G(P 2
eq 6= 0)−G(P 2

eq = 0) ∝ 1
3a(T − T ∗c )− 1

12
B∗2

B′

√
1− 4a

B∗2 (T − T ∗c )B′.109

If T − T ∗c > 3
16
B∗2

aB′ , then ∆G > 0, indicating that the solution with P 2
eq 6= 0 is metastable. Conversely, if T − T ∗c < 3

16
B∗2

aB′ ,110

then ∆G < 0, implying that the solution P 2
eq = 0 is metastable. The values of P 2

eq for p > p̄c thus obtained are listed in Tab. 1111

of the main text.112

VI. Characterization of polarization collective modes in the ferroelectric phase. Hereafter, we examine the collective modes113

arising from the spontaneous breaking of O(3) continuous symmetry, which is generated by the appearance of a non-zero P in114

the ferroelectric phase. This discussion provides a physical background for the results presented in Results, Sec. C of the main115

text. In the initial stage, we will focus on the emergence of Goldstone modes in the space-time correlation function of the116

fluctuations of the symmetry-restoring variable, namely the p̂-transverse polarization fluctuations, δPT p̂. p̂ is parallel to Peq.117

The memory function formalism will be employed, drawing parallels with the approach used in Ref. (5) for describing Goldstone118

modes in ferromagnets. However, a classical treatment will be used here. In the further stage, we characterize Goldstone modes119

when a coupling exists between p̂-transverse and longitudinal fluctuations, stemming from the constant-modulus principle120

(6). In the final stage, we will examine fluctuations in the longitudinal polarization component, which arise from magnitude121

polarization fluctuations described by the empirical Landau-Khalatnikov-Tani equation (7, 8). Differently from ferromagnets,122

in ferroelectrics magnitude fluctuations of the order parameter can give rise to a collective mode exhibiting a propagating123

nature at moderately small wavevectors. The use of the constant-modulus principle, finally, enables us to establish how the124

magnitude polarization fluctuations impact the correlation function of p̂-transverse polarization.125

Let a reference system be defined by the unit vectors p̂, t̂, and ŝ. The directions t̂ and ŝ are thus p̂-transverse. The invariance126

of the system’s Hamiltonian H under the ŝ-component of the Hermitian angular momentum operator Lŝ implies127

{H,Lŝ} = 0, [18]128

where {} stands for Poisson bracket. As a general expression, it is129

< {Lŝ, Pt̂(r)} >= −
∫
dpdq Pt̂(q,p){Lŝ, ρ(q,p)} = εŝt̂p̂ < Pp̂(r) >, [19]130

where ρ(q,p) is the probability density, (q,p) are the canonical variables, εŝt̂p̂ is the Levi-Civita symbol, r is the space variable,131

and < > states for ensemble average. If < Pp̂(r) >6= 0, as in the ferroelectric phase where < Pp̂(r) >= Peq 6= 0, Eq. 19132

implies that the thermodynamic state described by ρ(q,p) breaks the continuous rotational symmetry O(3) associated with Lŝ.133

Because < Pt̂ >= 0, δPt̂ = Pt̂. Following a general statement, the response function, χ′′Lŝ,Pt̂(r, t), is given by134

χ′′Lŝ,Pt̂(r, t) = i

2 < {lŝ(r, t), Pt̂(0, 0)} >, [20]135

where t is the time variable. lŝ(r, t) is the local and time-dependent angular momentum operator. It is Lŝ(t) =
∫
dr lŝ(r, t). In136

the space- and time-Fourier conjugate variables, the wavevector k and frequency ω respectively, the response function is137

χ′′Lŝ,Pt̂(k, ω) =
∫ ∞
−∞

dt

∫ ∞
−∞

dr eiωt−ik·rχ′′Lŝ,Pt̂(r, t), [21]138

Form Eq. 19, considering that < Pp̂(r) >= Peq, it is found139

χ′′L̂ŝ,Pt̂
(k = 0, ω) = i

2 Peq δ(ω). [22]140

If the function χ′′
L̂ŝ,Pt̂

(k, ω) is well-behaved in the small-k region, which is ensured by the fast decay of the response function in141

r (5), then one can extend the applicability of Eq. 22 to the limit k → 0. This establishes142

lim
k→0

χ′′L̂ŝ,Pt̂
(k, ω) = i

2 Peq δ(ω). [23]143
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By leveraging the Bogoliubov inequality (5), and employing Eq. 19 under the condition of continuous symmetry breaking144

< Pp̂(r) >= Peq 6= 0, it is possible to demonstrate the divergence of the static susceptibility of Pt̂, χPt̂Pt̂ , in the macroscopic145

limit k → 0 using the same methodology outlined in Ref. (5) for ferromagnets. Specifically, it is146

lim
k→0

χPt̂Pt̂(k) =
P 2
eq

cP k2 , [24]147

where cP = limk→0
∫
dω
πω
χ′′JLŝJLŝ

(k, ω). JLŝ is the current density of Lŝ. The divergence of the transverse to p̂ static148

susceptibility as k → 0 in the ferroelectric phase, scaling as k−2, is thus a direct consequence of the breaking of the continuous149

O(3) symmetry due to the emergence of spontaneous polarization. In the following, by exploiting the memory function150

formalism, we will show how the emergence of so-called Goldstone modes is linked to Eq. 24, thus resulting ultimately related151

to the breaking of the continuous O(3) symmetry, in accordance with the Goldstone theorem.152

For the sake of clarity, we introduce below the quantities involved in the memory function formalism and summarize its153

principal findings (5, 9, 10). We assume the Boltzmann constant KB = 1. Under time and space translational invariance the154

space-time correlation function between variables Ai and Aj , with < Ai >=< Aj >= 0 is155

Cij(r, t) =< Ai(r, t)Aj(0, 0) > . [25]156

The space- and time-Fourier transform of Eq. 25 is157

Cij(k, ω) =
∫ ∞
−∞

dt

∫ ∞
−∞

dr eiωt−ik·rCij(r, t). [26]158

Its time-Laplace transform and space-Fourier transform is159

C̃ij(k, z) =
∫ ∞

0
dt eiztCij(k, t); z ∈ C+. [27]160

z is the Laplace-conjugate variable of t. The following relationships can be proved (5):161

C̃ij(k, z) =
∫ ∞
−∞

dω

2πi
Cij(k, ω)
ω − z ; [28]162

Cij(k, ω) = lim
ε→0

2Re(C̃ij(k, ω + iε)), [29]163

where Re(x) is the real part of the complex number x. The fluctuation-dissipation theorem establishes that164

Cij(k, ω) = T
2χ′′ij(k, ω)

ω
. [30]165

The correlation function can be written as166

Cij(k, t) =< Ai(k, 0)e−iLtAj(k, 0) >, [31]167

and in the Laplace-space168

C̃ij(k, z) =< Ai(0, 0) i

z − LAj(0, 0) >, [32]169

where L is the Liouville operator. The core of the memory function formalism (5, 9, 10) is the introduction of a Hilbert space170

of observables |Ai > where the scalar product between the two elements |Ai > and |Aj > is defined as171

< Ai|Aj >=< AiAj > . [33]172

The projection operator, P and its complement Q are defined by173

P =
∑
ij

|Ai(0) >< Ai(0)|Aj(0) >< Aj(0)| = I −Q, [34]174

where I is the identity operator. The correlation function C̃ij(k, z) is then given as175

C̃ij(k, z) = T
iχij(k)

zδij − Ωij(k)− iΣij(k, z)
. [35]176

It is177

χij(k) = T−1 < Ai(k, 0)|Aj(k, 0) >=
∫ ∞
−∞

dω

π

χ′′ij(k, ω)
ω

; [36]178

Ωij(k) = ωikχ
−1
kj ,179

ωij = T−1i < Ȧi(k, 0)|Aj(k, 0) >=
∫ ∞
−∞

dω

π
χ′′ij(k, ω), [37]180
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where Ȧi(t) = d
dt
Ai(t) is the time derivative of Ai(t). The memory matrix Σij(k, z) is181

Σij(k, z) = σik(k, z)χ−1
kj , [38]182

σij(k, z) = T−1 < Ȧi(k, 0)|Q i

z −QLQQ|Ȧj(k, 0) > . [39]183

If Ωij 6= 0, Cij is characterized by a propagating mode. χij(k) is the static susceptibility.184

The correlation function CPt̂Pt̂ in the ferroelectric phase is derived in the following by exploiting the memory function185

formalism. Because of Eq. 19 the variables Lŝ and Pt̂ are correlated. Consequently, we will consider the set of variables186

|Lŝ >, |Pt̂ >. It’s beneficial to note that L = (Lp̂, Lt̂, Lŝ) is odd under parity and odd under time reversal, whereas187

P = (Pp̂, Pt̂, Pŝ) is odd under parity and even under time reversal. Moreover, according to Eq. 19, χ′′LŝPt̂ = −χ′′Lt̂Pŝ . To the188

lowest order in k we find189

χLŝPt̂(k) =

(
P2
eq

cLk
2 0

0 P2
eq

cP k
2

)
, [40]190

where cL = limk→0
1
k2

∫
dω
πω
χ′′JP

t̂
JP
t̂
(k, ω). JPt̂ is the current density of Pt̂. The off-diagonal elements are equal to zero due191

to time reversal symmetry. The diagonal element χPt̂Pt̂ is obtained from Eq. 24. Similarly, the diagonal element χLŝLŝ is192

obtained from the Bogoliubov inequality and considering that Pt̂ is conserved. If this were not the case, the diagonal element193

in the first row of the susceptibility matrix, Eq. 40, would be constant in k. The ωij matrix is194

ωLŝPt̂(k) =
(

0 i Peq
−i Peq 0

)
. [41]195

The diagonal elements are equal to zero due to time reversal invariance, whereas the off-diagonal elements can be easily196

computed from Eq. 37 and Eqs. 19-20. From Eq. 39 and the continuity equation holding for conserved variables, to leading197

order in k (5) it is found198

σLŝPt̂(k) =
(
γLLk

2 γLP k
2

−γLP k2 γPP k
2

)
. [42]199

All the elements of the memory matrix should be real, but only the diagonal elements are constrained to be positive since200

they are identified with dissipative terms. In writing Eq. 42 it is implicitly assumed that i) ∃ limz→0 σij(k, z) < ∞; ii)201

∃ limk→0 σij(k, 0) <∞, where in this case i, j = Lŝ, Pt̂. A heuristic proof of these claims for generic i, j is given in Ref. (5).202

We then exploit Eq. 35 and, to the leading order in k, we obtain for the limit k → 0,203

C̃Pt̂,Pt̂(k, z) = T
iP 2
eq

cP k2

z + iγPP
cP
P2
eq
k4

z2 − cP cL
P2
eq
k4 + 2izγPP cP

P2
eq
k4 ; [43]204

By making use of Eq. 29, it is then easily derived CPt̂,Pt̂(k, ω). It is characterized by a propagating mode with associated205

dispersion equation206

ω(k) =
√
cP cL

Peq
k2. [44]207

The phase velocity of the propagating mode decreases by decreasing the wavevector. This behavior arises from the conservation208

of the symmetry-restoring variable. Without it, Eq. 40 would feature only one diagonal element proportional to k−2, changing209

the dispersion of Goldstone modes in Eq. 44 into ω(k) ∝ k as in usual sound waves. The damping Γ(k) of the propagating210

mode is obtained from Eq. 43, Γ(k) = 2γPP cP
P2 k

4. In the hydrodynamic limit k → 0 the Goldstone mode will thus be not211

overdamped because the condition Γ2(k) < ω(k)2 will be met. However, at moderately small values of k, the mode may become212

overdamped depending on the specific values of the parameters in Eq. 44.213

The constant modulus principle (6) establish that214

δPp̂ = −
δP 2

t̂

Peq
. [45]215

A correlation is thus introduced between p̂-transverse and longitudinal polarization fluctuations. As a consequence (6), a216

divergence in the macroscopic limit exists also in the p̂-longitudinal polarization static susceptibility,217

χPp̂Pp̂(k) =
P 2
eq

cP k
. [46]218

In the upcoming analysis, our aim is to investigate the impact of the constant modulus principle on the dynamics of both219

transverse and longitudinal polarization fluctuations. To achieve this, the set of dynamical variables subject to the memory220

function formalism needs to be expanded to |Ls >, |Pt̂ >, |δPp̂ >, given the existing correlation between p̂-transverse and221
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longitudinal polarization fluctuations established by Eq. 45. The static susceptibility matrix to lowest order in k is obtained222

from Eq. 40 and Eq. 46,223

χLŝPt̂Pp̂(k) =


P2
eq

cLk
2 0 0

0 P2
eq

cP k
2 0

0 0 P2
eq

cpk

 . [47]224

The response function χ′′Lŝ,Pp̂ to the lowest order in k is equal to zero. It is indeed225

χ′′Lŝ,Pp̂ =< {Lŝ, δPp̂(r)} >=< Pt̂(r) >= 0. [48]226

Moreover, χ′′Pt̂,Pp̂ = 0 because227

χ′′Pt̂,Pp̂ =< {Lŝ × δPp̂(r), δPp̂(r)} >= < {Lŝ, δPp̂(r)} × δPp̂(r) >=< Pŝ(r) >= 0. [49]228

Finally, it is229

χ′′Lŝ,Pt̂ =< {Lŝ, Pt̂(r)} >=< Pp̂(r) >= Peq. [50]230

The frequency matrix is thus231

ωLŝPt̂Pp̂(k) =

( 0 iPeq 0
−iPeq 0 0

0 0 0

)
. [51]232

The diagonal elements are equal to zero because of time-reversal invariance. The memory matrix is233

σL̂ŝPt̂
(k) =

(
γLLk

2 γLPtk
2 γLPpk

2

−γLPtk2 γPtPtk
2 γPtPpk

2

−γLPpk2 −γPtPpk2 γPpPpk
2

)
. [52]234

After algebraic passages and taking into account only the leading terms in k it is obtained,235

C̃Pt̂Pt̂(k, z) = iT
P 2
eq

cP k2

z + 2iγPt̂Pt̂cP k
4

z2 − cP cLk
4

P2 + izγPt̂Pt̂cP k
4

+O(k3); [53]236

237

C̃Pp̂Pp̂(k, z) = iT
P 2
eq

cP k

1
z + iγPp̂Pp̂cP k

3 +O(k2). [54]238

Eqs. 53 and 54 show that under the validity of Eq. 45, the correlation function of transverse fluctuations in the small k’s limit239

is yet characterized by a propagating mode, whereas the longitudinal correlation function exhibits a diffusive mode with the240

unusual k-dependent diffusion coefficient, D2
t̂
(k) = γPp̂Pp̂RP k

3.241

The results obtained so far are derived under the hypothesis that fluctuations of the Gibbs free energy are driven by242

p̂-transverse polarization fluctuations. Fluctuations in the polarization magnitude, which cause p̂-longitudinal polarization243

fluctuations, have been considered negligible. As specified in the main text, their dynamics is empirically described by the244

Landau-Khalatnikov-Tani equation (7, 8). This leads to a collective mode in the space-time correlation function of δPp̂,245

exhibiting propagating behavior with a linear dispersion relation at moderately small k values (7), and converging to a constant246

as k → 0. Under the assumption that the constant modulus principle holds — i.e., the lowest-order fluctuations tend to247

preserve the polarization magnitude — spontaneous fluctuations in polarization magnitude, initially resulting in p̂-longitudinal248

polarization fluctuations, will also be reflected as p̂-transverse polarization fluctuations, as described by Eq. 45. Making the249

simplifying assumption that δPp̂ behaves as a Gaussian random field, and dismissing the damping term, it is250

C̃Pp̂Pp̂(k, z) ∝ z

z2 − Ω2
o − gk2 . [55]251

Exploiting Eq. 45 and yet under the assumption of Gaussian field for C̃Pp̂Pp̂(k, z), we derive C̃Pt̂Pt̂(k, z) ∝ C̃2
Pp̂Pp̂

(k, z). Using252

Eq. 29 and the generalization of the Sokhotski-Plemelj theorem due to Fox (11) it is possible to show (12) that CPt̂Pt̂(k, ω), as253

well as CPp̂Pp̂(k, ω), exhibit a pole at ω2 = Ω2
0 + gk2. In other words, both correlation functions have a collective mode with254

the same dispersion relation.255

VII. Polarization and density space-time correlation functions in the (p, T ) plane from MD simulations. Figs. S7-S8 show, at256

different k values, CT p̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), Cρρ(k, t) along the line p = 1000 bar for different T ’s crossing the WL.257

The oscillatory behavior, associated with propagating collective modes caused by the spontaneous symmetric breaking of the258

ferroelectric LDL, gradually disappears upon crossing the WL. In the paraelectric HDL, these modes are completely absent,259

and the correlation function relaxes to zero on a timescale much shorter than µs. Figs. S9-S10 show the same quantities along260

the line p = 0 bar for different T ’s crossing the WL. Fig. S11 depicts CT p̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), and Cρρ(k, t) along261

the line p = 2500 bar just above and below the first-order LLPT line, where the characteristics of spontaneous symmetry262

breaking manifest. Fig. S12 shows these same quantities close to CP, where phase coexistence is observed. Notice that the263

correlation functions in Figs. S7-S12 have different time-length. Fig. S13 show χT p̂(Lp̂)(k) in LDL at different points of the264

thermodynamic plane (p, T ).265
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Fig. S1. Temporal evolution of ρ (top), P (middle), and Pi (bottom) at different points in the (p, T ) plane along the p = 1000 bar line crossing the WL. It is P̄ = Nd.
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Fig. S2. Temporal evolution of ρ (top), P (middle) and Pi (bottom) in different points of the (p, T ) plane along the p = 0 bar line crossing the WL. It is P̄ = Nd.
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Fig. S3. Temporal evolution of ρ (top), P (middle) and Pi (bottom) in different points of the (p, T ) plane along the line p = 2500 bar crossing the first-order LLPT line. It is
P̄ = Nd.
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LDL (T = 190 K, p = 1000 bar)
a b

c
I.

III.

II.

IV.

Fig. S4. Panel a. Spatial distribution of di in LDL: arrows represent the dipole orientation in a single MD simulation configuration. The arrowheads are positioned at the centers
of mass of each molecule, with the arrows pointing in the direction of the molecular dipole. The magnitude of instantaneous polarization P(t) is P (t)/Ndi = 0.053. Panel b.
The bottom graph shows the spatial distribution of di

di
· p̂, where p̂ is the unit vector along P(t). The scalar product is represented by the color of the circles at the center of

mass of each molecule, as indicated by the color bar. The top graph displays the frequency distribution of di · p̂. Panel c. Graphical representation of the spatial distribution of
Di, the dipole vector of the i-th cell, where the simulation box is evenly divided into cells of size L/3, with L being the simulation box size. The red arrow indicates the direction
of P(t). The projection of Di/Di along p̂, Di‖p̂ = Di/Di · p̂ p̂, is shown by arrows in graphs I and II. In graph I, the color of the circles at the center of mass of each i-th cell
represents the scalar product Di

Di
· p̂ for better visualization. The projection of Di/Di on the plane orthogonal to p̂, Di⊥p̂ = Di/Di − Di/Di · p̂ p̂ is shown by arrows in

graphs III and IV. In graph IV, the color of the circles at the center of mass of each i-th cell represents the scalar product Di⊥p̂ · D̄⊥p̂ for better visualization, where D̄⊥p̂ is the
average of Di⊥p̂. The observation plane is orthogonal to P(t), which points out of the plane of the page.
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HDL (T = 190 K, p = 2500 bar)
a b

c
I.

III.

II.

IV.

Fig. S5. Panel a. Spatial distribution of di in HDL: arrows represent the dipole orientation in a single MD simulation configuration. The arrowheads are positioned at the centers
of mass of each molecule, with the arrows pointing in the direction of the molecular dipole. The magnitude of instantaneous polarization P(t) is P (t)/Ndi = 0.095. Panel b.
The bottom graph shows the spatial distribution of di

di
· p̂, where p̂ is the unit vector along P(t). The scalar product is represented by the color of the circles at the center of

mass of each molecule, as indicated by the color bar. The top graph displays the frequency distribution of di · p̂. Panel c. Graphical representation of the spatial distribution of
Di, the dipole vector of the i-th cell, where the simulation box is evenly divided into cells of size L/3, with L being the simulation box size. The red arrow indicates the direction
of P(t). The projection of Di/Di along p̂, Di‖p̂ = Di/Di · p̂ p̂, is shown by arrows in graphs I and II. In graph I, the color of the circles at the center of mass of each i-th cell
represents the scalar product Di

Di
· p̂ for better visualization. The projection of Di/Di on the plane orthogonal to p̂, Di⊥p̂ = Di/Di − Di/Di · p̂ p̂ is shown by arrows in

graphs III and IV. In graph IV, the color of the circles at the center of mass of each i-th cell represents the scalar product Di⊥p̂ · D̄⊥p̂ for better visualization, where D̄⊥p̂ is the
average of Di⊥p̂. The observation plane is orthogonal to P(t), which points out of the plane of the page.
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Fig. S6. Non-local transverse (longitudinal) static dielectric functions, εT (L)(k) and static structure factor S(k) in HDL, close to CP and in LDL. The black circle with the error
bar, obtained by block averaging, in the upper graphs mark the value of ε0. The first peak in S(k) corresponds to a minimum in εT (k), highlighting a possible link between the
spatial arrangement of molecules’ center of mass and dipole orientation.
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Fig. S7. Normalized CTp̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), Cρρ(k, t) at different T’s along the p = 1000 bar isobar, crossing the WL.
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Fig. S8. Normalized CTp̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), Cρρ(k, t) at different T’s along the p = 1000 bar isobar crossing the WL.
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Fig. S9. Normalized CTp̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), Cρρ(k, t) at different T’s along the p = 0 bar isobar, crossing the WL.
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Fig. S10. Normalized CTp̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), Cρρ(k, t) at different T’s along the p = 0 bar isobar, crossing the WL.
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Fig. S11. Normalized CTp̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), Cρρ(k, t) at different T’s along the p = 2500 bar isobar, crossing the first-order LLPT line.
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Fig. S12. Normalized CTp̂T p̂(k, t), CLp̂Lp̂(k, t), CPP (k, t), Cρρ(k, t) at CP.
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Fig. S13. Static susceptibilities χTp̂(Lp̂)(k), in LDL in different points of the (p, T ) plane as a function of k.
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