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We present a new technique, “tau polarimetry,” for measuring the longitudinal beam polarization
present in an eþe− collider through the analysis of eþe− → τþτ− events. By exploiting the sensitivity of τ
decay kinematics to the longitudinal polarization of the beams, we demonstrate that the longitudinal
polarization can be measured with a 3 per mil systematic uncertainty at the interaction point using a
technique that is independent of spin and beam transport modeling. Using 424.2� 1.8 fb−1 of BABAR
data at

ffiffiffi
s

p ¼ 10.58 GeV, the average longitudinal polarization of the PEP-II eþe− collider has been
measured to be hPi ¼ 0.0035� 0.0024stat � 0.0029sys. The systematic uncertainty studies are described
in detail, which can serve as a guide for future applications of tau polarimetry. A proposed e− beam
longitudinal polarization upgrade to the SuperKEKB eþe− collider would benefit from this technique.
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I. INTRODUCTION

We present in this paper a novel method for measuring
the average longitudinal beam polarization in an eþe−

collider, referred to as “tau polarimetry.” Tau polarimetry
uses eþe− → τþτ− events measured in the detector and
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determines the average longitudinal beam polarization using
the sensitivity of the τ decay kinematics to the beam
polarization. The technique is developed using data from
the BABAR experiment at the PEP-II collider which
operated with a center-of-mass energy of 10.58 GeV and
is expected to have no beam polarization. Using BABAR
data, this paper reports on the statistical sensitivity of the
technique and the determination of the dominant systematic
uncertainties in the beam polarization. The motivation for
this study is to benchmark the precision to which the beam
polarization can be measured using tau polarimetery with
Belle II at a future polarization upgrade of the SuperKEKB
collider.
Precision measurements of the weak mixing angle can be

performed with experimental determinations of the left-right
asymmetry, ALR, for each of the eþe− → ff̄ processes,
where f is a charged lepton or quark. The asymmetry is
defined as the normalized difference between the production
cross sections for a left- and right-handed process:

ALR ¼ σL − σR
σL þ σR

; ð1Þ

where the L andR subscripts refer to the chirality of the initial
state electron in the eþe− → ff̄ process. In the past, the
SLAC Large Detector (SLD) experiment, operating at the Z
Pole, used measurements of ALR to make the most precise
determination of sin2 θW [1,2]. At electron-positron colliders
operating away from the Z Pole, a nonzero value of this
asymmetry arises from γ − Z interference [3] and the mea-
sured value ofALR, for the s-channel processes, scales linearly
with the average longitudinal polarization of the beams [4,5]:

Af
LR ∝

�
sGF

α

�
geAg

f
VhPi; ð2Þ

where GF is the Fermi constant, s is the square of the
eþe− c.m. energy, α is the fine structure constant, geA is the
neutral current axial vector coupling of the electron, gfV ¼
Tf
3 − 2Qfsin2θW is the neutral current vector coupling of

fermion f, where Tf
3 is the third component of isospin,Qf is

the electric charge, and sin2 θW is theweakmixing angle. hPi
is the average longitudinal polarization of the mediator in the
eþe− collision, defined as

hPi ¼ RþL− − LþR−

RþL− þ LþR− ; ð3Þ

whereL� (R�) is the fraction of positrons (þ) or electrons (−)
in their respective beams that have left-handed (right-handed)
spin, so that (L� þ R� ≡ 1).
Tau polarimetry relies on two convenient properties. The

first is the linear relationship between the longitudinal
polarization present in the beams and the polarization of the

τ leptons produced in the eþe− → τþτ− process, where atffiffiffi
s

p ¼ 10.58 GeV [6]:

Pτ ¼ P
cos θ

1þ cos2θ
−

8GFs

4
ffiffiffi
2

p
πα

gτV

�
gτA

jp⃗j
p0

þ 2geA
cos θ

1þ cos2θ

�
:

ð4Þ

Pτ is the polarization of the τ, P is the longitudinal
polarization of the beams, θ is the angle between the
emitted τ− and the electron beam in the c.m. frame, and
p⃗ and p0 are the 3-momentum and energy of the τ,
respectively. At

ffiffiffi
s

p ¼ 10.58 GeV the size of the electro-
weak correction is small and known with a high precision
ð8GFsÞ=ð4

ffiffiffi
2

p
παÞgτV ¼ −0.0029� 0.0001. The majority

of the uncertainty in the electroweak correction arises from
the world average for gτV at mZ [7]. The electroweak
correction is accounted for in the analysis and the associated
uncertainties are negligible compared to the systematic
uncertainties in the beam polarization measurement.
The second property arises from the chirality of neu-

trinos and the correlation of the chirality and kinematic
distributions of the τ decay [4,8]. This correlation has been
exploited by the LEP experiments to extract precision
measurements of the weak mixing angle [7,9–12]. By
combining Eq. (4) with the kinematic dependence on
polarization, a precision measurement of hPi can be made.
The longitudinal beam polarization in BABAR data is

expected to be near zero due to the beam rings at PEP-II
being unsuited to the build up of polarization through the
Sokolov-Ternov effect [13,14]. Any polarization that would
build up under this effect would be transversely polarized
and only a longitudinal component would be visible to this
analysis. In addition the PEP-II design expects a depolari-
zation time of 1.5 minutes for fully transversely polarized
beams and a residual transverse polarization of less than
0.8% [14]. By measuring the near-zero average longi-
tudinal polarization in PEP-II, BABAR is able to determine
the dominant systematic uncertainties in the tau polarimetry
method.
Due to the similarities between the BABAR and Belle II

detectors, and the fact that both involve eþe− collisions atffiffiffi
s

p ¼ 10.58 GeV (Belle II at SuperKEKB and BABAR at
PEP-II), BABAR can demonstrate the feasibility of the tau
polarimetry technique, and indicate the expected level of
both statistical and systematic sensitivity that Belle II
might achieve in a polarization-upgraded SuperKEKB
collider. This polarization upgrade is being considered
for SuperKEKB in an upgrade referred to as “Chiral Belle”
[15]. This upgrade would introduce polarization to the e−

beam only, which simplifies Eq. (3) to hPi ¼ L− − R−, as
Lþ ¼ Rþ ¼ 0.5. This definition of hPi is equivalent to the
average longitudinal polarization of the e− beam.
With the addition of e− beam polarization Belle II

intends to significantly improve the precision with which
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the neutral current vector couplings, and hence sin2 θW , can
be determined separately for electrons, muons, τ, c quarks,
and b quarks; enabling not only precision measurements of
sin2 θW in a region away from the Z Pole, but also the
world’s highest precision measurements of universality.
Chiral Belle intends to also measure other fundamental
parameters, such as the anomalous magnetic moment of the
τ [8,15,16]. The largest systematic uncertainty on these
proposed measurements is expected to be the precision to
which hPi is known.
The Chiral Belle upgrade includes a Compton polarim-

eter on the electron beam to provide continuous monitoring
of the beam polarization. The Compton polarimeter must be
physically located outside of the Belle II detector and as
such is expected to have uncertainties related to the
modeling of the spin transport when extrapolating to the
polarization present at the interaction point. Tau polarimetry
provides a second, and complementary, way to determine
the average longitudinal polarization at the interaction point,
although on a much longer timescale. The primary advan-
tage of the tau polarimetry measurement is its independence
of any spin transport modeling and an increased precision
for large datasets, Oð100 fb−1Þ.

II. PEP-II AND THE BABAR DETECTOR

The BABAR detector [17,18] operated from 1999 to 2008
at the PEP-II asymmetric eþe− collider, which collided
9.0 GeV electrons with 3.1 GeV positrons.
Particles in the BABAR detector were identified by

combining information from its subdetectors. Charged-
particle momenta were determined using tracks measured
both in a five-layer silicon vertex tracker and in a 40-layer
drift chamber operated in a 1.5 T solenoidal magnetic field.
Photons and electrons had their energy and angle measured
in the electromagnetic calorimeter (EMC) consisting of 6580
CsI(Tl) crystals. Muons were identified by resistive-plate
chambers and streamer tubes in the instrumented magnetic-
flux-return iron. Charged-particle identification (PID) was
based on energy-loss measurements in the silicon vertex
tracker and the drift chamber, and on information from a
ring-imaging Cherenkov detector, the EMC, and the instru-
mented magnetic-flux-return iron. The BABAR coordinate
system features the z axis aligned with the principal axis of
the solenoid field, which was offset by 20 mrad from the
beam axis. The y axis was orientated upwards and the x axis
was directed outwards from the center of PEP-II. The studies
reported in this paper use the data collected by BABAR at a
c.m. energy of 10.58 GeV, the ϒð4SÞ resonance, with an
integrated luminosity of 424.2� 1.8 fb−1 [19].
A total of 700 million polarized τþτ− Monte Carlo (MC)

simulated events, equivalent to 643 fb−1, were produced for
both a fully left- and right-handed beam polarization with
the KK2f generator [20]. A number of MC generators were
used to produce unpolarized samples of various processes of
interest: the continuum μþμ− and τþτ− were produced with

KK2f, which invoked TAUOLA [21] to simulate the decays
of final-state τ leptons; the eþe− → eþe− Bhabha process
was simulated using the BHWIDE [22] generator; and the
EvtGen [23] generator provided the hadronic continuum MC
simulations. PHOTOS [24] was employed to calculate the
final-state radiation effects. These simulated processes then
underwent a detector response simulation implemented with
Geant4 [25,26]. Roughly twice as much μþμ− and cc̄ MC
events, and roughly four times as many uū; dd̄; ss̄; bb̄, and
τþτ− MC events were produced compared to the number
expected in 424.4 fb−1. As BABAR relies heavily on data-
driven approaches to study and control Bhabha back-
grounds, a smaller sample of Bhabha MC events was
exploited for low-statistics studies.

III. POLARIZATION SENSITIVITY

While all τ decay modes are sensitive to beam polariza-
tion, the hadronic decays are the most sensitive as there is
only one neutrino carrying away angular momentum. In the
case of the τ− → ρ−ντ → π−π0ντ decay [and charge con-
jugate (c.c.)], which has the largest τ decay branching
fraction (25.49%) [27], three angular variables (including
cos θ, with θ being the angle between the τ− momentum and
the electron beam direction in the c.m. frame) are required to
extract the beam polarization, and capture all the angular
momentum information from the spin-1 ρ decay. The other
two polarization sensitive variables are defined as [28]

cos θ⋆ ¼ 2z − 1 −m2
ρ=m2

τ

1 −m2
ρ=m2

τ
; z≡ Eρ

Ebeam
; ð5Þ

cosψ ¼ 2x − 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −m2

π=m2
ρ

q ; x≡ Eπ

Eρ
; ð6Þ

where Eπ and Eρ are, respectively, the reconstructed
energies of the charged pion and ρ in the c.m. frame,
andEbeam ≡ ffiffiffi

s
p

=2. For the mass of the charged pion and the
τ we use the world-average values [27], while for the mass
of the ρ, due to its large width, we use the event-by-event
reconstructed π�π0 mass. The observable θ⋆ is defined as
the polar angle of the ρ momentum in the τ rest frame,
where the polar axis is the boost direction of the τ in the c.m.
frame. Similarly, ψ is the polar angle of the charged pion
momentum in the ρ rest frame, where the polar axis is the
boost direction of the ρ in the c.m. frame. Both cos θ⋆ and
cosψ exhibit mirrored polarization sensitivity depending on
whether the τ− decays in the forward (cos θ > 0) or back-
ward (cos θ < 0) hemisphere. Figure 1 illustrates the angle
definitions. The distributions of these variables are depicted
in Figs. 2–4 for both the left and right chiral states of the
electron beam.
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IV. FITTING METHODOLOGY

To extract the average beam polarization we perform a
binned likelihood fit on the normalized distribution using
the Barlow and Beeston method as implemented in the
ROOT TFractionFitter function [29–31]. We fill three-
dimensional histograms of cos θ⋆, cosψ , and cos θ for each
of the data, the eþe− → τþτ− MC sample for a left

FIG. 2. Distribution of cos θ for simulated events after detector response reconstruction for (a) positively and (b) negatively charged τ
decays to ρ� → π�π0. Γ represents the total number of entries and d cos θ represents the bin width of 0.04.

FIG. 3. Distribution of cos θ� for simulated events after detector response reconstruction for τþ decays for (a) cos θ < 0 and
(b) cos θ > 0, and for τ− decays for (c) cos θ < 0 and (d) cos θ > 0. Γ represents the total number of entries and d cos θ� represents the
bin width of 0.04.

FIG. 1. Diagrams illustrating θ (left) where f represents a final-
state particle, θ⋆ (center), and ψ (right).
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polarized beam, the eþe− → τþτ− MC sample for a right
polarized beam, the eþe− → eþe− MC sample, the eþe− →
μþμ− MC sample, and the eþe− → qq̄ MC sample, where
q ¼ u, d, s, c. The bb̄ final states were found to contribute
no events to the final selection in MC studies.
A linear combination of the MC sample 3D histograms is

then fit to the data distribution:

H ¼ aLHL þ aRHR þ aeHe þ aμHμ þ audsHuds þ acHc;

ð7Þ

where Hi refers to the histograms for the MC sample i, and
ai refers to the weight of the corresponding Hi.
The weights of the non-τ backgrounds (ae; aμ; auds; ac)

are fixed in the fit based on MC efficiency studies.1 The
contributions from the τþτ− MC samples for a left and right

polarized e− beam (aL and aR) are extracted from the fit
and the average beam polarization is calculated from the
difference, hPi ¼ aL − aR.
As recommended by Ref. [32] and as is implemented in

TFractionFitter, we do not constrain the sum of the weights
to 1. In practice we found the sum to be within 10−4 of 1, a
value much smaller than the associated statistical uncer-
tainties. The statistical uncertainty in hPi is

σhPi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2L þ σ2R − 2ρLRσLσR

q
; ð8Þ

where ρLR is the correlation found from the covariance
matrix as reported by the fit, and σL;R are the individual
statistical uncertainties from the fit.

A. MC validation

In order to validate the tau polarimetry technique at
nonzero beam polarization states, the polarized τþτ− MC
samples are used to produce and measure different beam
polarization states. This was done by splitting each of the
left and right polarized τþτ− MC samples in half, one half is
used to fill the templates used to perform the polarization fit
and the other for mixing beam polarization states. Specific
beam polarization states can be created by combining left

(a) (b)

(c) (d)

FIG. 4. Distribution of cosψ for simulated events after detector response reconstruction for τþ decays for (a) cos θ < 0 and
(b) cos θ > 0, and for τ− decays for (c) cos θ < 0 and (d) cos θ > 0. Γ, which represents the total number of entries and d cosψ
represents the bin width of 0.04.

1Note that the non-τ backgrounds contribute Oð0.1%Þ of the
total number of selected events, as described in Sec. V. In
simulation studies when we allow the background weights to
float in the fit we find they can not be reliably determined, as one
might expect due to their small contributions. Further note, for the
systematic uncertainty studies, described in Sec. VII, the non-τ
MC weights that are fixed in the fit change their fixed values in
response to the systematic effect under study.
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and right beam polarization MC samples with appropriate
weights, e.g., 70% polarized is made with 85% left
polarized MC samples and 15% right polarized MC
samples. Using this technique we tested polarization states
from −1 to 1 in steps of 0.1, the results of which are
presented in Fig. 5. The results from fits to the MC samples
are in good agreement with the input MC beam polarization
states, which demonstrates the measurement technique will
yield the correct polarization for any beam polarization
within uncertainties.

V. EVENT SELECTION

In order to obtain a pure sample of τ− → ρ−ντ → π−π0ντ
events, we tag the second τ lepton in the event by a decay to
τ− → e−ν̄eντ or τ− → μ−ν̄μντ (or c.c.). Figure 6 shows the
event topology for a signal event tagged with an electron.
We select this topology by requiring the event to contain
two charged particles, one of which is identified as a lepton,
and a neutral pion.
The two charged particles are required to originate from

within 3 cm of the collision point, as measured along the
beam axis, and within 1.5 cm in the transverse plane. We
split the event into two hemispheres based on the thrust
axis [33,34] of the event, the signal side and the tag side.
The signal side is required to contain the π0, and the tag side
the lepton. The lepton is required to be consistent with either
a muon or electron via PID requirements on the track. Both
the muon and electron selectors have been trained with
machine learning techniques; a boosted decision tree for
muons, and an error correcting output code utilizing boot-
strap aggregate decision trees for the electrons [18].

Neutral particles candidates are required to have energy
depositions in the EMC exceeding 50 MeV with no
associated charged particle identified nearby. Neutral par-
ticles within 40 cm (at the EMC) of a charged particle are
combined with the charged particle to reduce sensitivity to
MC modeling of split-offs arising from hadronic inter-
actions of charged hadrons in the EMC. After this merging,
the tag side of the event is required to be free of any neutral
particles. Neutral pions are reconstructed from neutral
clusters which exceed 100 MeV of deposited energy in
one of two ways. First, BABAR is able to identify neutral
pions where both photons are detected within the same
EMC cluster (a “merged π0”) [17,18]. If no π0 is identified
this way, then a search for a suitable candidate is performed
by evaluating the invariant masses of pairs of neutral
clusters. The invariant mass of the reconstructed neutral
pion is required to be within a mass window of 115 to
155MeV for the event to be selected. If multiple candidates
exist, the one closest to the π0 mass is accepted as the
candidate.
The eþe− → lþl− (l ¼ e, μ), and two-photon

(eþe− → eþe−X) events, where X is any allowed final
state, are primarily rejected by requiring the transverse
momentum of each charged particle to exceed 350 MeV, as
well as the total event transverse moment (summed over all
charged and neutral particles) to exceed 350 MeV. The
surviving Bhabha events are reduced by approximately a
factor of 2 by requiring the EMC energy in the lab frame

FIG. 5. Fit validation MC study: beam polarization outputs of
fits as a function of input polarization, produced by mixing
polarized τþτ− MC samples as described in the text. The red
points correspond to the measurements for positively charged
signal candidates while the blue points correspond to the
negatively charged candidates. Diagonal line plotted to show
optimal correlation.

FIG. 6. Schematic of a signal type event in the c.m. frame
with a signal τ− → ρ−ντ → π−π0ντ decay tagged with
a τ− → e−ν̄eντ decay.
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not to exceed 10 GeV, at the cost of 0.028% of signal
events.
The acceptance in θ for charged particle tracks is

slightly reduced such that each track is within the
calorimeter acceptance, 0.430 < θlab < 2.350 rads. This
fiducial requirement improves PID performance and data/
MC agreement, and reduces the contamination from
Bhabha events. The Bhabha contamination is further
reduced by a factor of 3 by requiring −1 < cos θ⋆ <
0.9 and −0.9 < cosψ < 1.
The event selection is further refined by reconstructing

the ρ on the signal side, and requiring the reconstructed
mass to exceed 300 MeV. This ensures cosψ remains
physical. The reconstructed ρ is also required to exhibit an
angle between it’s decay products in the c.m. frame of
cos α < 0.9, where α is the angle between the charged and
neutral pion. This reduces sensitivity to MC modeling of
events where the hadronic shower of the charged pion can

overlap with the electromagnetic showers associated with
the π0. As the true τ direction is not reconstructed because
of the missing neutrino, the reconstructed ρ direction is
used to determine cos θ. This approach was found to supply
the least biased estimate for the true τ direction throughMC
studies.
These requirements result in a final eþe− → τþτ−

selection that is 99.9% pure and selects 1.4% of all
τþτ− events. This corresponds to a 7.8% overall efficiency
for selecting τ�τ∓ → ρ�ντ þ l∓νlντ events. The largest
non-τ background sources are Bhabha and μþμ− events,
each of which make up 0.05% of the final sample. The final
event selection breakdown as predicted by the MC simu-
lations is shown in Table I. There is a small but statistically
significant difference between the efficiency for selecting
left and right polarized events: Δε ¼ 0.011%� 0.001%.
This is small enough that it will have a negligible effect on
the extracted polarization.

VI. FIT RESULTS

As is evident in Figs. 2–4, the distributions for a left-
handed electron beam generates distributions for τ− leptons
that are the same as those for right-handed beams and τþ

leptons. Consequently, we fit the positive and negative
charged distributions separately. As the BABAR data is split
into chronological periods, runs 1 through 6, each run is
treated independently. As such we obtain six measurements
of the beam polarization and corresponding statistical and
systematic uncertainties. Table II shows the fit results for
each run and the associated statistical uncertainty only.
Taking the weighted mean of these fit results gives the
overall average beam polarization for PEP-II to be
hPi ¼ 0.0035� 0.0024stat. The two-dimensional projec-
tions of cos θ� and cosψ for positively charged events
are shown in Fig. 7 and the negatively charged events in
Fig. 8. The one-dimensional projections are included in the
Appendix as Figs. 9–14.

TABLE I. Fraction of event types expected in data in the final
event selection based on MC efficiencies. The τ pair events are
further broken down to show the decay mode composition of the
events selected on the signal side.

MC source Fraction (%)

Bhabha 0.046
μþμ− 0.046
uu, dd̄, ss̄ 0.030
cc̄ 0.006
bb̄ 0.000
τþτ− 99.871

Tau signal Fraction (%)

τ− → e−ν̄eντ 0.018
τ− → μ−ν̄μντ 0.031
τ− → π−ντ 0.035
τ− → ρ−ντ → π−π0ντ 87.858
τ− → a−1 ν̄τ → π−π0π0ν̄τ 9.785
τ− → else 2.145

TABLE II. Average beam polarization measured for each run period of the BABAR dataset. The average for each
run is obtained from the weighted mean of the positive and negative fit results. The reported uncertainties are
statistical only.

Dataset (fb−1) Positive charge Negative charge Average polarization

Run 1 (20.4) 0.0018� 0.014 −0.0047� 0.014 −0.0014� 0.010
Run 2 (61.3) 0.0075� 0.0083 0.0007� 0.0083 0.0041� 0.0059
Run 3 (32.3) 0.0151� 0.012 −0.0047� 0.012 0.0048� 0.0083
Run 4 (99.6) −0.0035� 0.0072 0.0010� 0.0067 −0.0011� 0.0049
Run 5 (132.3) −0.0028� 0.0062 0.0136� 0.0064 0.0052� 0.0045
Run 6 (78.3) 0.0036� 0.0089 0.0133� 0.0088 0.0084� 0.0062

424.18� 1.8 0.0015� 0.0034 0.0055� 0.0034 0.0035� 0.0024
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FIG. 7. Projection of the three-dimensional event distributions onto the cos θ� vs cosψ plane for positively charged signal events.
(a) Data, cos θ < 0, (b) data, cos θ > 0, (c) fit result, cos θ < 0, (d) fit result, cos θ > 0, (e) left-polarized MC sample, cos θ < 0, (f) left-
polarized MC sample, cos θ > 0, (g) right-polarized MC sample, cos θ < 0, (h) right-polarized MC sample, cos θ > 0.
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FIG. 8. Projection of the three-dimensional event distributions onto the cos θ� vs cosψ plane for negatively charged signal events.
(a) Data, cos θ < 0, (b) data, cos θ > 0, (c) fit result, cos θ < 0, (d) fit result, cos θ > 0, (e) left-polarized MC samples, cos θ < 0,
(f) left-polarized MC samples, cos θ > 0, (g) right-polarized MC samples, cos θ < 0, (h) right-polarized MC samples, cos θ > 0.
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VII. SYSTEMATIC UNCERTAINTY STUDIES

Each of the systematic uncertainties have been evaluated
with a method that best suits the particular source of
systematic uncertainty. The first method used is a controlled
variation of MC distributions in order to adjust the fit
templates and determine the effect on the beam polarization
measurements. The second method is a variation of the
selection applied to the variable. This is primarily used in
regions where the selection is designed to remove uncon-
trolled sources of backgrounds or poor MC modeling. The
final method is used to evaluate the PID requirements,
where different selectors are employed and the different
effects on the data and MC samples are used as an estimator
of the bias introduced by the selectors. This section
discusses these methods in more detail and how they apply
to each variable. For all of the approaches, the intent is to
capture an approximate 68% interval on the systematic
variations. The systematic uncertainties are combined in a
way that accounts for correlations between runs and
summed in quadrature to deliver a total uncertainty.
Table III shows a summary of all the systematic uncertain-
ties associated with the polarization measurement.

A. Controlled variation of MC templates

1. π0 efficiency correction

The π0 selection efficiency is notably different in data
and MC templates and so is corrected in the polarized τ
MC fit templates using the lab-frame momentum and lab-
frame cos θ distributions in the unpolarized τ MC samples
and data. This is done by binning the π0 lab-frame
momentum and cos θ data/unpolarized-MC ratios, for
both τ charges combined, to obtain a set of correction
factors. These corrections are then applied to the polarized
MC ratios. A systematic uncertainty is evaluated by
varying the correction factors up and down by the
statistical uncertainty in each bin. This process results
in a systematic uncertainty of σ ¼ 0.0013. By combining
both charged states in the correction procedure, the
efficiency correction is independent of polarization
effects. To verify the correction does not introduce a bias
to the polarization measurement, the procedure was
performed on a 70% polarized MC sample, which dem-
onstrated a negligible effect on the polarization
measurement.

TABLE III. Summary of systematic uncertainties associated with the tau polarimetry polarization measurement. The systematic
uncertainties are combined across runs, accounting for correlations, to give the ‘Combined’ column and summed in quadrature to arrive
at the totals.

Source Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Combined

π0 efficiency (VII A 1) 0.0025 0.0016 0.0013 0.0018 0.0006 0.0017 0.0013
Muon PID (VII C) 0.0018 0.0018 0.0029 0.0011 0.0006 0.0016 0.0012
Split-off modeling (VII B 1) 0.0015 0.0017 0.0016 0.0006 0.0016 0.0020 0.0011
Neutral energy calibration (VII A 2) 0.0027 0.0012 0.0023 0.0009 0.0014 0.0008 0.0010
π0 mass (VII B 2) 0.0018 0.0028 0.0010 0.0005 0.0004 0.0004 0.0008
cos α (VII B 3) 0.0015 0.0009 0.0016 0.0007 0.0005 0.0005 0.0007
π0 likelihood (VII B 4) 0.0015 0.0009 0.0015 0.0006 0.0003 0.0010 0.0006
Electron PID (VII C) 0.0011 0.0020 0.0008 0.0006 0.0005 0.0001 0.0005
Particle transverse momentum (VII B 5) 0.0012 0.0007 0.0009 0.0002 0.0003 0.0006 0.0004
Boost modeling (VII A 3) 0.0004 0.0019 0.0003 0.0004 0.0004 0.0004 0.0004
Momentum calibration (VII A 4) 0.0001 0.0014 0.0005 0.0002 0.0001 0.0003 0.0004
Max EMC acceptance (VII B 7) 0.0001 0.0011 0.0008 0.0001 0.0002 0.0005 0.0003
τ direction definition (VII A 5) 0.0003 0.0007 0.0008 0.0003 0.0001 0.0004 0.0003
Angular resolution (VII A 6) 0.0003 0.0008 0.0003 0.0003 0.0002 0.0003 0.0003
Background modeling (VII A 7) 0.0005 0.0006 0.0010 0.0002 0.0003 0.0003 0.0003
Event transverse momentum (VII B 6) 0.0001 0.0013 0.0005 0.0002 0.0002 0.0004 0.0003
Momentum resolution (VII A 4) 0.0001 0.0012 0.0004 0.0002 0.0001 0.0005 0.0003
ρ mass acceptance (VII B 8) 0.0000 0.0011 0.0003 0.0001 0.0002 0.0005 0.0003
τ branching fraction (VII A 8) 0.0001 0.0007 0.0004 0.0002 0.0002 0.0002 0.0002
cos θ⋆ acceptance (VII B 9) 0.0002 0.0006 0.0004 0.0001 0.0001 0.0004 0.0002
cosψ acceptance (VII B 9) 0.0002 0.0003 0.0002 0.0002 0.0002 0.0003 0.0002

Total 0.0058 0.0062 0.0054 0.0030 0.0026 0.0038 0.0029
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2. Neutral particle energy calibration

The energy calibration of photons in the BABAR detector
is known to within 0.3% [18]. Increasing and decreasing
the energy calibration of all photons in the MC results in a
systematic uncertainty of σ ¼ 0.0010.

3. Boost correction

As the beam energies in PEP-II are asymmetric a boost is
required to move between the lab and c.m. frames. As a
mismodeling of the boost vector can affect the polarization
measurement, a sample of eþe− → μþμ− events were
studied to quantify the effect. A small offset in the
acollinearity of the muon pairs between the data and
MC samples indicated a 4 MeV discrepancy in the z
component of the boost vector. Correcting this offset in the
MC templates shifts the data polarization fit by the assessed
systematic uncertainty of σ ¼ 0.0004.

4. Momentum calibration and resolution

The same selection of eþe− → μþμ− events is used to
correct and quantify the momentum calibration and
momentum resolution of the charged particles. This is
done by first fitting the pCM=pMax

CM distribution with a
Crystal Ball function [35], where pMax

CM is the beam con-
strained maximum muon momentum (

ffiffiffi
s

p
=2 − 2mμ). The

fit is performed on both data and MC sample for each run
and a scaling factor, Sp, and resolution factor, Rp, are
extracted. Sp is the ratio of the mean values of the Gaussian
components of the fits (Sp ≡ μ̄data=μ̄MC), and Rp is sim-
ilarly the ratio of the widths (Rp ≡ σdata=σMC). From these
two factors, the momentum is corrected as

pcorr
recon ¼ ðptruth − Rpðptruth − preconÞÞSp; ð9Þ

where recon and truth refer, respectively, to a MC sample
that has undergone a detector response simulation or not.
Typical values of Sp differ from 1 by �0.1% and the
statistical uncertainties are ∼0.01%. The resolution factor is
more significant, Rp ∼ 0.92, and has a statistical uncer-
tainty of 0.1%. In order to evaluate a systematic uncertainty
associated with the correction, the two factors are varied by
the respective uncertainties found in the Crystal Ball fit.
The shifts in the corrected momentum due to these
variations result in a systematic uncertainty of σ ¼
0.0004 for the momentum calibration, and σ ¼ 0.0003
for the momentum resolution.

5. τ direction definition

In order to evaluate the level of bias in cos θ due to the
choice of the ρ direction as the estimator, we evaluate the
acollinearity between the ρ and tagging lepton direction in

data and MC. Adjusting the ρ direction in each event by
Δ cos θ ¼ �0.001, as indicated by the study, results in a
systematic uncertainty of σ ¼ 0.0003.

6. Angular resolution

The angular resolution in θ is 0.897 mrad [36]. Varying
the angles by this factor and evaluating the effect on the
polarization measurement results in a systematic uncer-
tainty of σ ¼ 0.0003.

7. Background contributions

The effects of the background contributions,
primarily Bhabha and eþe− → μþμ− events, are evaluated
conservatively by varying the weights of their respective
templates in the polarization fit by a factor of 2. This
method results in a systematic uncertainty of σ ¼ 0.0003.

8. τ branching fraction

The τ branching fraction uncertainties are evaluated
by varying the weights of the τ decay templates in the
fit. The uncertainties in the world-average branching
fractions [27] are used, obtaining a systematic uncertainty
of σ ¼ 0.0002.

B. Variation of selection value

1. Split-off modeling

In order to reduce sensitivity to the modeling of low
energy neutrals emitted by charged particles interacting
hadronically in the EMC, all energy depositions in the
EMC within 40 cm of the charged particle at the EMC
surface are recombined with the charged energy deposition.
The distance in MC modeling agrees with the data
distribution to within 0.72 cm, so a �1 cm variation is
conservatively used for the systematic study. This results in
a systematic uncertainty of σ ¼ 0.0011.

2. π0 mass acceptance window

The systematic uncertainty associated with the
115–155 MeV window for the reconstructed π0 mass is
expected to be partially related to the overall photon
energy calibration. However, the presence of two photons
in the reconstruction also brings in correlations and
angular dependencies. At the risk of partially double-
counting systematic uncertainties, a separate systematic
uncertainty is conservatively assigned to the acceptance
window as well. This is done by varying the acceptance
window by �1 MeV, based on the agreement between the
average data and MC reconstructed mass. This variation is
performed on each side of the acceptance, which results in
a systematic uncertainty of σ ¼ 0.0008.
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3. ρ decay product collinearity

The opening angle between the charged and neutral pion
in the ρ decay in the c.m. frame is a particularly sensitive
variable in this analysis. Removing events with approx-
imately collinear charged pions and π0s by requiring
cos α > 0.9, improved the data/MC agreement and reduced
the fit discrepancies between the separate charged fits. A
study of the modeling and the selection threshold was
carried out and the systematic uncertainty of σ ¼ 0.0007
was determined by varying the cosα > 0.9 requirement by
�0.001. This uncertainty in cos α was established by
studying the difference between the mean of the recon-
structed ρ mass in data and MC, which is related to the
uncertainty in cos α. This uncertainty in cos α was further
validated by comparing the shifts in data and MC means in
the cos α distribution after the cut was applied.

4. Merged π0 likelihood

The merged π0 candidates are associated with a like-
lihood score. At low likelihood values, a significant amount
of μþμ− and Bhabha events can mimic the presence of a π0

in the final state. An acceptance value for the likelihood
was established at the point where nearly all dilepton events
are excluded. A systematic variation in the acceptance was
determined from the level of agreement in data/MC and this
variation results in a systematic uncertainty of σ ¼ 0.0007.

5. Track event transverse momentum

The transverse momentum associated with the charged
particle tracks is closely associated with the overall
momentum scale and resolution factors. However at low
values of pT , Bhabha and unmodeled two-photon final
states can contaminate the dataset. Based on the compari-
son of data and MC, the 350 MeV minimum energy
selection criteria was varied by �2 MeV. This results in
a systematic uncertainty of σ ¼ 0.0008.

6. Total transverse momentum

An additional systematic uncertainty is required for the
total pT to account for any unmodeled effects contributing
to the data set. For the total pT , a �1 MeV variation was
used to estimate a σ ¼ 0.0003 systematic uncertainty.

7. Maximum calorimeter response

The requirement for events to deposit less than 10 GeV in
the EMC removes about half of the remaining Bhabha
backgrounds. A� 8 MeV variation is used to assess the
systematic uncertainty of σ ¼ 0.0003. The �8 MeV varia-
tion is determined from the level of data and MC agreement
in the means of the EMC energy distributions for events
exceeding 10 GeV.

8. ρ mass acceptance

The requirement for the reconstructed ρ mass to exceed
300 MeV is needed to ensure cosψ remains physical. The
level of data to MC agreement in the mass distribution
shows agreement at a �2 MeV level. Varying the selection
by this amount results in a systematic uncertainty of
σ ¼ 0.0003.

9. cos θ� and cosψ acceptance

The acceptance for cos θ⋆ and cosψ is constrained in
order to remove Bhabha events. As the Bhabha distribu-
tions are not well modeled a variation on the selection value
is used to evaluate the systematic uncertainty. MC compar-
isons with data found variations of �0.002 and �0.01,
respectively, in the level of agreement. Performing the
polarization fits with these variations yields systematic
uncertainties of σθ� ¼ 0.0002; σψ ¼ 0.0002.

C. Lepton identification

The uncertainty associated with the different criteria in
the lepton identification procedures was evaluated by
switching between BABAR predefined selection algo-
rithms. For both the muon and electron selection algo-
rithms, the fit response was evaluated with the use of
lepton selectors with more stringent requirements for
classifying particles as leptons. This reduces the selection
efficiency by ∼5% for the muons, and ∼1% for the
electrons. Systematic uncertainties of σ ¼ 0.0012 and
σ ¼ 0.0005 are assigned for the muon and electron
identification, respectively. This approach was limited
by the statistical uncertainties associated with the change
in selection efficiency rather than a systematic bias in the
polarization fit.

D. Other effects

In addition to the primary systematic sources, the
efficiency of the τ trigger decision, luminosity weightings,
particle quality definitions, and effects of histogram rebin-
ning are all evaluated. All of these effects are negligible
compared to the uncertainties already discussed.

E. Total systematic uncertainty

The total systematic uncertainty in the polarization
measurement is found by summing the uncertainties in
quadrature and results in σsys ¼ 0.0029. This result, and the
breakdown of the uncertainties across all runs is presented
in Table III.

VIII. CONCLUSIONS AND DISCUSSION

Using tau polarimetry to measure the average longi-
tudinal polarization relies on the Standard Model, and so the
existence of beyond the Standard Model (BSM) physics
could potentially appear as a non-zero value in the final
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result. At PEP-II, no beam polarization is expected so a
significant deviation from zero could indicate a BSM bias.
Even though the measurement in this analysis is in good
agreement with zero polarization a number of potential
BSM effects were considered. Those related to the coupling
of the electron and τ polarization through deviations from
SM expectations in glV;A (l ¼ e, μ, τ) are some of the most
likely potential sources. The current world average meas-
urement of gτV suggests BSM effects could contribute a bias
on the order of 0.0001, which is negligible for this analysis
but could become a small fraction of the uncertainties for
future experiments. A more substantial sector where BSM
effects could arise is in the τ Michel parameter measure-
ments, and specifically the chirality, ξ, of ντ. In the SM
ξ ¼ 1 and has been experimentally constrained to ξ ¼
0.985� 0.030 [27]. Any deviations from 1 in this parameter
directly bias the average beam polarization measurement,
and tau polarimetry would benefit from an improved
measurement of ξ.
While this analysis assumes the polarization is only

present in the e− beam, tau polarimetry measures the
average polarization of the mediator in the eþe− collision.
In the case that both beams are polarized, tau polarimetry
cannot disentangle the individual beam polarizations with-
out a secondary measurement of the eþe− → τþτ− cross
section.
In the development of this analysis, a number of key

features were identified from which any future deployment
of tau polarimetry at other eþe− colliders would benefit.
One of them is the systematic cancellation obtained from
combining the results of the fits from the two electric
charges. This is due to the effects of beam polarization on
the kinematic observables being inverted with the sign of
cos θ, or equivalently the electric charge. This means that
any nonpolarization sensitive biases will affect positively
and negatively charged signals in opposite ways, and the
biases will largely cancel out when averaged. Therefore, a
large discrepancy between the polarization fits of the
separate charges can indicate an uncontrolled source of bias.
A major source of systematic uncertainty is related to the

MC modeling of photon and π0 processes. Modeling issues

were observed in three related variables: the angular
separation of the final-state charged and neutral pions,
the overall neutral pion efficiency, and the modeling of the
calorimeter response to neutral particles in close proximity
to charged particles. These potential sources of systematic
uncertainties could be significantly reduced by the choice
of a final state without a neutral pion, such as the τ− →
π−ντ decay. However, we found that the dependence on
PID modeling as well as the increased dilepton back-
grounds introduce additional biases.
In a SuperKEKB upgraded with electron beam polari-

zation, Belle II will benefit from having an existing
unpolarized data set to compare the performance of tau
polarimetry with and without polarization. Assuming the
beam polarization is flipped in a controlled manner, Belle II
will also be able to demonstrate the performance of tau
polarimetry on arbitrary beam polarizations by using
subsets of the polarized data. This should be considered
as a necessary step in verifying the performance of tau
polarimetry at nonzero polarizations.
The average longitudinal polarization of PEP-II has been

measured to be hPi ¼ 0.0035� 0.0024stat � 0.0029sys.
This measurement demonstrates that a 0.3% absolute
systematic uncertainty can be achieved on the beam
polarization measurement with approximately 500 fb−1

of data.
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APPENDIX: PROJECTION OF THE THREE-DIMENSIONAL EVENT DISTRIBUTIONS ONTO EACH
POLARIZATION OBSERVABLE

FIG. 9. One-dimensional projection of cos θ from ρþ fits for runs 1–6, (a) through (f), respectively.
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FIG. 10. One-dimensional projection of cos θ from ρ− fits for runs 1–6, (a) through (f), respectively.
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FIG. 11. One-dimensional projection of cos θ� from ρþ fits for runs 1–6, (a) through (f), respectively.
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FIG. 12. One-dimensional projection of cos θ� from ρ− fits for runs 1–6, (a) through (f), respectively.
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FIG. 13. One-dimensional projection of cosψ from ρþ fits for runs 1–6, (a) through (f), respectively.
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[8] J. Bernabéu, F. J. Botella, and O. Vives, Eur. Phys. J. C 7,
205 (1999).

[9] D. Decamp et al. (The ALEPH Collaboration), Phys. Lett. B
265, 430 (1991).

[10] P. Abreu et al. (The DELPHI Collaboration), Z. Phys. C 67,
183 (1995).

[11] O. Adriani et al. (The L3 Collaboration), Phys. Lett. B 294,
466 (1992).

[12] G. Abbiendi et al. (The OPAL Collaboration), Eur. Phys. J.
C 21, 1 (2001).

[13] A. A. Sokolov and I. M. Ternov, Dokl. Akad. Nauk SSSR
153, 1052 (1963), https://inspirehep.net/literature/9147.

FIG. 14. One-dimensional projection of cosψ from ρ− fits for runs 1–6, (a) through (f), respectively.

PRECISION e− BEAM POLARIMETRY AT AN eþe− … PHYS. REV. D 108, 092001 (2023)

092001-19

https://doi.org/10.1103/PhysRevLett.79.804
https://doi.org/10.1103/PhysRevLett.79.804
https://doi.org/10.1103/PhysRevLett.86.1162
https://doi.org/10.1103/PhysRevLett.86.1162
https://doi.org/10.1016/0550-3213(96)00227-1
https://doi.org/10.1016/0550-3213(96)00227-1
https://arXiv.org/abs/1306.5655
https://arXiv.org/abs/1306.5655
https://doi.org/10.1134/S1063778820030035
https://agenda.infn.it/event/3352/contributions/45996/
https://agenda.infn.it/event/3352/contributions/45996/
https://agenda.infn.it/event/3352/contributions/45996/
https://doi.org/10.1016/j.physrep.2005.12.006
https://doi.org/10.1007/s100529801007
https://doi.org/10.1007/s100529801007
https://doi.org/10.1016/0370-2693(91)90079-6
https://doi.org/10.1016/0370-2693(91)90079-6
https://doi.org/10.1007/BF01571280
https://doi.org/10.1007/BF01571280
https://doi.org/10.1016/0370-2693(92)91549-O
https://doi.org/10.1016/0370-2693(92)91549-O
https://doi.org/10.1007/s100520100714
https://doi.org/10.1007/s100520100714
https://inspirehep.net/literature/9147
https://inspirehep.net/literature/9147


[14] Y. Nosochkov, M. Minty, and A. Chao, in Workshop on
polarized electron sources and low-energy polarimeters,
Report No. SLAC-PUB-7252, 1996.

[15] D. M. Asner et al. (The US Belle II Group and Belle II/
SuperKEKB e− Polarization Upgrade Working Group), in
2022 Snowmass Summer Study (2022), arXiv:2205.12847.

[16] A. Crivellin, M. Hoferichter, and J. M. Roney, Phys. Rev. D
106, 093007 (2022).

[17] B. Aubert et al. (The BABAR Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 479, 1 (2002).

[18] B. Aubert et al. (The BABAR Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 729, 615 (2013).

[19] J. P. Lees et al. (The BABAR Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 726, 203 (2013).

[20] S. Jadach, B. Ward, and Z. Wąs, Comput. Phys. Commun.
130, 260 (2000).

[21] N. Davidson, G. Nanava, T. Przedziński, E. Richter-Wąs,
and Z. Wąs, Comput. Phys. Commun. 183, 821 (2012).

[22] S. Jadach, W. Płaczek, and B. Ward, Phys. Lett. B 390, 298
(1997).

[23] D. J. Lange, Nucl. Instrum. Methods Phys. Res., Sect. A
462, 152 (2001).

[24] P. Golonka and Z. Wąs, Eur. Phys. J. C 45, 97 (2006).

[25] S. Agostinelli et al., Nucl. Instrum. Methods Phys. Res.,
Sect. A 506, 250 (2003).

[26] J. Allison, K. Amako, J. Apostolakis, H. Araujo,
P. Arce Dubois et al., IEEE Trans. Nucl. Sci. 53, 270 (2006).

[27] R. L. Workman et al. (The Particle Data Group), Prog.
Theor. Exp. Phys. 2022, 083C01 (2022).

[28] K. Hagiwara, A. Martin, and D. Zeppenfeld, Phys. Lett. B
235, 198 (1990).

[29] R. J. Barlow and C. Beeston, Comput. Phys. Commun. 77,
219 (1993).

[30] R. Brun and F. Rademakers, Nucl. Instrum. Methods Phys.
Res., Sect. A 389, 81 (1997).

[31] TFractionFitter Class Reference, https://root.cern.ch/doc/
v620/classTFractionFitter.html.

[32] A. Nappi, Comput. Phys. Commun. 180, 269 (2009).
[33] S. Brandt, C. Peyrou, R. Sosnowski, and A. Wroblewski,

Phys. Lett. 12, 57 (1964).
[34] E. Farhi, Phys. Rev. Lett. 39, 1587 (1977).
[35] T. Skwarnicki, A study of the radiative cascade transitions

between the Upsilon-Prime and Upsilon resonances, Ph.D.
thesis, Cracow, INP, 1986.

[36] I. Nugent, Precision measurements of tau lepton decays,
Ph.D. thesis, UVic, 2008.

J. P. LEES et al. PHYS. REV. D 108, 092001 (2023)

092001-20

https://arXiv.org/abs/2205.12847
https://doi.org/10.1103/PhysRevD.106.093007
https://doi.org/10.1103/PhysRevD.106.093007
https://doi.org/10.1016/S0168-9002(01)02012-5
https://doi.org/10.1016/S0168-9002(01)02012-5
https://doi.org/10.1016/j.nima.2013.05.107
https://doi.org/10.1016/j.nima.2013.05.107
https://doi.org/10.1016/j.nima.2013.04.029
https://doi.org/10.1016/j.nima.2013.04.029
https://doi.org/10.1016/S0010-4655(00)00048-5
https://doi.org/10.1016/S0010-4655(00)00048-5
https://doi.org/10.1016/j.cpc.2011.12.009
https://doi.org/10.1016/S0370-2693(96)01382-2
https://doi.org/10.1016/S0370-2693(96)01382-2
https://doi.org/10.1016/S0168-9002(01)00089-4
https://doi.org/10.1016/S0168-9002(01)00089-4
https://doi.org/10.1140/epjc/s2005-02396-4
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1109/TNS.2006.869826
https://doi.org/10.1093/ptep/ptac097
https://doi.org/10.1093/ptep/ptac097
https://doi.org/10.1016/0370-2693(90)90120-U
https://doi.org/10.1016/0370-2693(90)90120-U
https://doi.org/10.1016/0010-4655(93)90005-W
https://doi.org/10.1016/0010-4655(93)90005-W
https://doi.org/10.1016/S0168-9002(97)00048-X
https://doi.org/10.1016/S0168-9002(97)00048-X
https://root.cern.ch/doc/v620/classTFractionFitter.html
https://root.cern.ch/doc/v620/classTFractionFitter.html
https://root.cern.ch/doc/v620/classTFractionFitter.html
https://root.cern.ch/doc/v620/classTFractionFitter.html
https://root.cern.ch/doc/v620/classTFractionFitter.html
https://doi.org/10.1016/j.cpc.2008.10.008
https://doi.org/10.1016/0031-9163(64)91176-X
https://doi.org/10.1103/PhysRevLett.39.1587

