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ABSTRACT

The splashback radius of a dark matter halo, which corresponds to the first apocenter radius reached
by infalling matter and substructures, has been detected around galaxy clusters using a multitude of

observational methods, including weak lensing measurements.

In this manuscript, we present how

the splashback feature in the halo density profile affects galaxy cluster masses derived through weak
lensing measurements if it is not accounted for. We find that the splashback radius has an increasingly
large effect on group-sized halos towards Magg,, ~ 10*3°Mg. Depending on the model and the radial
scale used, the cluster/group masses can be biased low by more than 0.1 dex. This bias, in turn, would
result in a slightly lower €2, value if propagated into a cluster cosmology analysis. The splashback
effect with group-sized dark matter halos may become important to consider given the increasingly
stringent cosmological constraints coming from optical wide-field surveys.

1. INTRODUCTION

As massive dark matter halos accrete matter or sub-
structures, a so-called splashback radius can be found at
their outskirt, referring to the radius where infalling mat-
ter or substructures reach the apocenter for the first time
(Adhikari et al. 2014; Diemer & Kravtsov 2014; More
et al. 2015; Shi 2016). It has been revealed that observa-
tional studles can measure the splashback radius through
a transition in the halo density distribution (the caus-
tic feature in the density profile Mansfield et al. 2017;
Diemer et al. 2017), which opens up additional channels
to study this unique astrophysical effect.

Measuring the splashback effect of galaxy clusters —
the largest dark matter halos — has turned out to be
particularly successful. Splashback radius of galaxy clus-
ters have been detected using cluster galaxy (correspond-
ing to subhalos in simulations) number densities (Baxter
et al. 2017; More et al. 2016), and/or through weak lens-

mg measurements (lhn( 1su & Diemer 2017 s Chang et al.

18; Contigiani et al. 2019; Shin et <1] 2019) of mat-
ter densmes or even through stellar light distribution
(Deason et ;1]. 20215 Gonzalez et al. 2021). With those

measurable effects, splashback effect has thus brought
forward additional pathways to study cosmology (Ad-
hikari et al. 2018) and dark matter properties (Bancrjee

et al. 2020), the cluster galaxy evolution and accretion
history (Adhikari et al. 2021; Bianconi et al. 2021), as-
sembly bias (Miyatake et al. '_( 6; Busch & Wi hite 2 )17;

Sunayama & More 2019) as well as new definitions for

halo mass and halo boundaries (More et al. 2015; Diemer
2021).

Because the splashback phenomenon causes a measur-
able effect on galaxy cluster matter densities measured
through weak lensing, we may wish to turn around on
this discovery and examine the need to model the splash-
back feature in weak lensing analyses for other scien-
tific purposes. Especially, weak lensing measurements of
galaxy cluster masses provide critical input data to cos-
mology analysis. These mass measurements frequently
rely on models of the halo matter radial distribution
(e.g., Miyatake et al. 2019), and models incorporating
the splashback effect have been deployed in some weak-
lensing analyses (Umetsu & Diemer 2017).

In this short manuscript, we demonstrate the pos-
sible effects of the splashback feature on galaxy clus-
ter weak lensing measurements using simulations, cov-
ering especially the low-mass clusters/groups towards
Mooom ~ 10'3-5My. This mass range is of particular
interest for the current photometric cluster surveys and
upcoming cluster surveys at all wavelengths, which can
probe low mass and group scale halos. We consider a
cluster lensing model that has been used by some previ-

ous optical surveys like SDSS (Zu et al. 2014) and DES
(McClintock et al. 2019) as well as a model that is used to
model splashback effect (Diemer & Kravtsov 2014). The

rest of this paper is organized as the following: In Sec-
tion 2, we introduce the measurements on simulations,
and Section 3 visually demonstrates the differences be-
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tween the two models. Section 4 discusses the cosmolog-
ical effect, and Section 5 summarizes the results.

2. SIMULATION

This analysis is based on the IllustrisTNG simulation

( ; ;
). Specifically, we make use of the TNG 300-1
hydrodynamic simulation, which incorporates baryonic
matter and has the highest resolution among the largest
volume simulation sets in the IlustrisTNG suite. This
simulation uses 2500% dark matter particles and an equal
number of gas tracer particles in addition to stellar par-
ticles within a volume of 2053 (cMpc/h)® !. The dark
matter particle mass is 5.9 x 107 M, while the average gas
cell mass particle is 1.1 x 10" Mg, which enables halo find-
ing well below the group-sized halos studied here. This
choice of simulation is motivated by the need to access
high-resolution simulations with a large enough cosmic
volume to analyze a few hundreds of dark matter halos
in the galaxy cluster mass range.

We analyze the dark matter halos with masses above
2 x 1013Mg, /h in the redshift 0.27 snapshot. The pur-
pose of this selection is to mimic the low-mass galaxy
clusters probed by optical cosmic surveys like DES and
the Sloan Digital Sky Survey (SDSS

). For each of those
halos, we query the dark and baryonic matter particles
in the simulation and compute the halo matter densities
using the particles’ information. When computing the
3D density profiles of the halos, we calculate each halo’s
matter density in spherical annulus using the particles’
3D distances to the halo density center. When computing
the 2D projected density profiles, we project the parti-
cles onto the X — Y plane of the simulation, using the
particles’ X — Y distances to the halo density center on
the X —Y plane.

Because of large-scale structures, when analyzing the
halo’s projected densities, we need to select a projec-
tion depth that the profiles have converged at a per-
centage level. Following the analyses in

( ), we use a projection depth of 120 cMpc/h.
We also use the same analysis strategy to only analyze
half of the halo densities on the “deep” side of the sim-
ulation to extend the available depth for projection: for
each cluster-sized dark matter halo with a center coordi-
nate of (xg,yo,20), we only analyze one side of it along
the z—axis that has a projection depth of 120 ¢cMpc/h
available. The HlustrisTNG 300-1 simulation box has a
length of 205 cMpc/h in the z direction. Therefore, for
2o < 85 cMpe/h, we only analyze the matter particles of
z > zp in the simulation when deriving this halo’s mat-
ter densities. If zp > 120 cMpc/h, we only analyze the
matter particles of z < zg in the simulation when deriv-
ing this halo’s matter densities. The final derived matter
densities are multiplied by 2 to recover the halo’s full
densities, assuming symmetry in the z direction. Halos
of 85 < zp < 120 cMpc/h as well as those that are within
20 cMpc/h to any of the X, Y and Z boundaries are not
analyzed because of insufficient projection depth or them
being too close to the simulation box boundary. We have
also tested projection depths of 75, 100 and 135 cMpc/h,

L ¢cin cMpc/h indicates comoving distance.

which would alter the projected halo matter densities
presented in this paper. A smaller projection depth of
75 cMpc/h appears to reduce the projected matter den-
sities by more than 10% outside 1 ¢cMpc/h, possibly due
to under-counting the contribution of large scale struc-
tures. On the other hand, using the 120 and 130 cMpc/h
depths gives consistent results within 2% in the 1 to 10
cMpc/h, and the differences in the 10 to 20 cMpc/h ra-
dial range appear to be dominated by noise. Thus, we
have opted to use the 120 cMpc/h depth in this analysis.

The TlustrisTNG simulation has also enabled us to
compare results between its hydrodynamic simulation
suites and the dark-matter-only simulation suites. The
splashback features discussed in this paper are present
in both the hydrodynamic and dark-matter-only simula-
tions, but the derived 3D density profiles differ by > 5%
in the central 0 to 0.15 cMpc/h region of galaxy clus-
ters above 10143M, /h, possibly due to baryonic effect.
Anticipating better accuracy in the hydrodynamic simu-
lations, we present results based on those simulations in
this paper.

3. THE PROFILES AND MODELS
3.1. Radial Profiles

Using the particle information from the simulation, we
proceed to derive the density profiles of the dark matter
halos in different mass ranges. We compute their 3D
density profiles (p) and the projected density profiles ().
To reduce noise in those measurements, those profiles are
averaged for clusters in four Magommass bins: [2, 5], [5, 9],
[9,35] and [35, 00] x 1013M, /h. The bin sizes are decided
by visually checking the measurement uncertainty of p to
achieve a similar level of uncertainty in each bin. Further,
the projected density profiles Y(r), are also converted
into differential surface density profiles AX(r) as in

2 T
7/0 RY(R)AR — 3(r). (1)

AX(r) = -

The differential surface density quantities are more
closely related to the measured tangential shear profile
in weak lensing studies. The covariances for each of the
p(r), X(r), or AX(r) profiles are computed as the halo-
to-halo variation in each mass bin.

We compare the measurements from the simulation
to the predictions from two different models. First, a
one-halo and two-halo combination model adopted by a
few cluster lensing analyses including

; ( ) that is
based on the following halo matter correlation function,

§(r|M, ¢) = max{&npw (r[M, c), b(M)&u(r)}.  (2)

In this equation, Enpw (1| M, ¢) is a halo-matter correla-
tion function in the form of the NFW profile (

) which depends on halo mass M and con-
centration ¢, while b(M)&y(r) is a “2-halo” term based
on a non-linear halo-matter correlation function &, (r)
( ; ) and a mass-
dependent halo bias b(M) ( ). This
halo-matter correlation function can be further converted
into a 3D halo density function by multiplying it with the
universe’s mean density. We refer to this model as the
“lensing” model in the rest of this paper.
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Fic. 1.
the TNG simulation in different mass ranges. From top to bottom: the 3D density profiles p, surface density profiles, ¥, and the differential
surface density profiles AYX. From left to right, dark matter halos in different mass ranges, with average masses of 10'3:°Mg on the left
side and 10'42M¢ on the right side. The mean measurements of the profiles are shown as the solid blue lines in the larger panels, while
the blue shaded regions indicate the 1o halo-to-halo variations. We also show a lensing model (dashed black line), a lensing model with
linear halo-matter correlation function based 2-halo term (dotted black line) and a splashback model (DK14, dotted orange line) in each
panel and their differences to data (in the smaller panels). The splashback model better captures the splashback feature, especially for the
low-mass halos.
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We also compare to a profile model that incorporates
the splashback effect as introduced in
( , referred to as DK14 in the rest of this manuscript).
The 3D density profile is written as

p(T|M7 C) = pEinasto(r|M7 C) X ftrans(T|M7 C) + P(T|M()
3

This profile is based on an Einasto ( ) profile
PEimasto (| M, ¢) in the center modulated by a transition
function firans(r|M,c), and converts into an outer pro-
file at large radius which is based on the mass-dependent
halo bias ( ) and a linear halo-matter
correlation function ( , Appendix
A2). We refer to this model as the “splashback” model in
the rest of this paper. Notably, the form of the “splash-
back model” has been calibrated using N-body simula-
tions for a wide halo mass range, adjusting for halo accre-
tion rate and the halo outskirt/accretion region. Thus,
the “splashback” model can better describe the splash-
back feature at the halo outskirt.

To compute those model profiles, we use the mean halo
mass of each mass bin, and a concentration fitted in the
later section (p 0.2 to 1 cMpc/h fitting) and then look up
the profiles according to those mean masses and concen-
trations. Fig. 1 shows the measurements as well as the
models. The relative differences between those models
and the measurements are also displayed, and their 2
values are listed in Table 1.

Overall, at the high mass end when the halo mass
is above 10'4Mg /h, the cluster density profiles appear
to be well described by both the lensing model and the
splashback model. However, below 10“Mg, /h, the lens-
ing model starts to display a noticeable discrepancy from
the measurements around the splashback radius, and the
discrepancy increases as the halo mass decreases. Its cor-
responding x2 value also increases with decreasing halo
mass, except in the highest mass bin. By contrast, the
splashback models do not display the discrepancy around
the splashback radius, indicating that the discrepancy in
the lensing model is caused by the splashback features.

In addition, the discrepant radial ranges appear to
change with projections. We define a radial range of
conceivable discrepancy when the difference between the
lensing and splashback models is more than 20 %. In the
3D density profiles, the discrepancy range is between 0.80
to 3.0 cMpc/h for the lowest halo mass bin. Switching
to the projected density profiles, the splashback radial
range moved inward because of the 3D to 2D projec-
tion, and the discrepancy range becomes 0.64 to 1.86
cMpc/h. Finally, the differential surface density profile
used in lensing studies, involves radial integration and
differentiation of the projected densities. As a result, the
differential surface density measurement not only further
widens the affected radial range but also pushes the af-
fected radial range outwards. The affected radial range
for AX becomes 1.73 to 6.74 cMpc/h for the lowest halo
mass bin.

Notably, ( ) have also discussed a
discrepancy between the lensing model and the halo mat-
ter densities in N-body simulations in the 1-halo to 2-halo
transition region (Figure 8 of their paper), which is most
significant in the lowest mass range of the dark matter
halos in that analysis. The observational trend is con-

sistent with our observations here, although the lowest
mass bin in ( ) still has a higher mass
range than the lowest mass bin in this analysis. A similar
trend is also visible in .

Finally, when adopting a linear halo-matter correla-
tion function in the “2-halo” term in Equation 2, rather
than the non-linear correlation function &, (r), appears
to lessen the tension at the low mass end, which is also
shown in Figure 1. This linear function-based lensing
model appears to perform much better than the non-
linear function based lensing model at the low-mass end,
while being very similar to the latter at the high-mass
end. However, it still performs slightly worse than the
splashback model in the splashback radial range. Previ-
ously, this linear model was shown to be less accurate for
cluster-sized halos in ( ) in the 2-halo regime.
For the rest of the work, we focus on presenting the lens-
ing model with a 2-halo term based on the non-linear
halo-matter correlation function, but note that switch-
ing to a linear function may be an acceptable solution to
the mass-dependent bias investigated in this paper.

3.2. Mass Bias

Given the visible discrepancies in the density profiles,
we further investigate how the model choices affect the
halo mass derivations when the models are fitted to the
measurements. As shown in the previous section, the
lensing model based on the average halo mass tends to
over-estimate the density profiles in the splashback re-
gion, thus for a lensing model to “fit” to the measure-
ments, the “fitted” model would be expected to have a
lower mass.

For this estimation, we fit the lensing and splashback
models to the derived radial profiles by allowing the mass
and concentration of those models to vary. The fitting
procedure is done through Markov Chain Monte Carlo
(MCMC) assuming a Gaussian likelihood as in

1~ .
logl = —§DTCOU_1D (4)

Here, D is the vector of difference between a model pro-
file F(r|M,c) and the measurement profile M (r) as in

D = F(r|M,c¢) — M(c). M and c are the mass and
concentration, treated as the free parameters during the
MCMC sampling process, with wide priors (a uniform
distribution between 10.0 and 16.0 for logM and between
0.1 and 50.0 for ¢). Cov is the covariance matrix derived
as the halo-to-halo variations in each mass bin for each
corresponding profile.

Fig. 2 shows the derived halo masses based on the
3D density measurements and the differential projected
density measurements. We also explore different radial
ranges in the fitting process.

When fitting a lensing model to the cluster density
profiles, we indeed notice a tendency to underestimate
halo mass with an increasing bias towards the lower mass
end. In the 3D density case (blue lines in the upper two
panels), the derived mass bias is most noticeable when
fitting the 1 to 5 cMpc/h radial range, which is expected
given that the splashback effect occurs around this radial
range. Conversely, the mass bias seems harder to avoid
fitting the 2D projected profiles: the masses derived from
the 1 to 5 ¢cMpc/h, 0.2 to 20 cMpe/h fitting ranges both
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TABLE 1

X2 BETWEEN SIMULATION MEASUREMENTS AND THE TWO MODELS SHOWN IN FIGURE 1. THE SPLASHBACK DK14 MODELS HAVE LOWER X2
VALUES THAN THE LENSING MODELS EXCEPT IN THE HIGHEST MASS BIN. THE DEGREE OF FREEDOM IS 34 (34 RADIAL VALUES).
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F1G. 2.— This figure shows the derived masses when fitting a
lensing model (1st panel) and a splashback model (3rd panel) to
the density profiles described in Figure 1 in different radial ranges.
The biases of the fitted results are also shown (2nd and 4th panels,
respectively, for the lensing and the splashback models), shown as
the differences between the log values of the fitted masses and their
truth values. For the lensing model, we note increasing mass bias
towards the lower mass end, especially when fitting to radial ranges
or the differential surface mass densities that are more susceptible
to the splashback effect. On the other hand, using a splashback
model significantly reduces the mass dependence of the bias. Note
that we use a “symlog” scale on the y-axis for the bias panels, that
the y-axis scale is linear within [—0.1,0.1] but switches to being
logarithmic outside that range.

show some level of increasing biases. This may be par-
tially related to the splashback affecting a wider radial
range of those AY measurements because of projection
and radial integration, as shown in the previous section.
The derived mass bias in the lowest halo mass range with
a mean mass of 1013-5M, /h reaches 0.21 dex when fit-
ting to AXY in the 0.2 to 20 ¢cMpc/h range, but is only
0.054 dex for the highest mass bin with a mean mass of
10*-52M, /h.

However, using the splashback model seems to allevi-
ate much of the bias. When fitting to the differential
projected density profiles AY in the 0.2 to 20 cMpc/h
range, the splashback model appears to slightly under-
estimate the mass by 0.12 dex for the lowest mass bin.
However, this bias remains relatively stable for the other
mass bins in contrast with the lensing model. The mass
bias stands at 0.07 dex for the highest mass bin. Un-
fortunately, the mass derivation from the 1 to 5 ¢cMpc/h
radial range seems to lack constraining power compared
to using the lensing model, which may be due to this
range being a transition region between the Einasto pro-
file and an outer profile component (

).

3.3. Massive Galaxy-Sized Halos

In the previous sections, we show that the splashback
effect is increasingly significant at the low mass end for
the cluster to group-sized dark matter halos. We further
demonstrate the same effect for even lower-mass halos.

Figure 3 shows the 3D density profiles of dark matter
halos with masses between 0.9 to 1.0 101¥M /h, which
correspond to the hosts of massive galaxies. The devi-
ation between the lensing model and the measurements
remains stark, and the splashback model is still more
consistent with the measurements. The same trend (not
shown) holds for the 2D projected density profile and the
differential surface density profile.

We recognize that the lensing analysis of those galaxy-
sized halos is different from the analysis of the cluster-
sized halos; the former uses more complicated models
for estimating large-scale structure contributions and is
often estimated through galaxy-lensing or galaxy cluster-
ing analyses (e.g., often known as “3x2” analyses

). Therefore, we do not make a mass bias
estimation for those halos but do suggest the considera-
tion of the splashback effect when analyzing their lensing
signals.

4. IMPACTS ON COSMOLOGY
4.1. Implication for a DES-like Analysis
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F1G. 4.— Reconstructed average density profiles of the dark mat-
ter halos studied in the lowest richness bin of DES at redshift 0.45,
assuming a splashback model (red solid line) and a lensing model
(black dashed line). The lensing model, as used in the DES analy-
sis, predicts an excess of mass around the physical radius of 1 to 3
cMpc/h, but this excess is not as severe as that of the dark matter
halos around 10'3-5Mg /h. The splashback effect is not expected
to explain the mass bias in the DES cluster analysis fully.

The number counts and the weak lensing signals of
galaxy clusters are important inputs to cluster cosmo-
logical analyses. Therefore, we may expect a set of bi-
ased cosmological constraints if a discrepant model from
the splashback effect is used in those analyses. Curi-
ously, DES has discovered a bias that galaxy cluster mass
Mspom appears to be under-estimated towards the lower-
mass end in the weak lensing shear measurements, when
compared to fixed cosmology expectation values. This
mass bias, in turn, caused a bias in the derived cosmo-
logical constraints ( ). The galaxy clus-
ter masses in DES are measured from AX(r) measure-
ments using the same lensing model studied in this pa-
per. Simulation studies suggest that projection of large
scale structures correlated with the galaxy cluster selec-
tion criterion based on galaxy overdensity may be the
main cause of the DES mass bias ( ).

Although the splashback effect may produce a bias in a
similar direction, it is unlikely to be the only source of the
DES bias. First, DES has calibrated weak lensing mass
systematics using a high-resolution dark matter simula-
tion which should capture the splashback feature. The
calibration process resulted in a small 5 to 10% correc-
tion term adopted in the DES analysis. If the synthetic
cluster catalog used in the calibration correctly repro-
duces the actual mass distribution of the observational
cluster catalog, it will eliminate the mass bias caused by
the splashback effect. Second, a study by
( ) applied to similarly selected galaxy clusters from
SDSS, but using an emulator-based lensing model (thus
including the splashback features), also uncovered a sim-
ilar cosmology discrepancy seen in the DES analysis.

Last but not the least, for the DES analysis, the low-
mass dark matter halos only make up a small fraction of
the clusters studied. Using the posterior constraints of
cosmological parameters and the richness-mass scaling
relation parameters, ) modeled the
dark matter host mass distribution at redshift 0.45 in
richness bins studied by DES. In particular, even in the
lowest richness bin? considered in the analysis, only a
small fraction of the clusters (~ 12%) are below the halo
mass threshold of 10'3°Mg, /h (see their Figure 9), which
should result in a very small mass bias caused by the
splashback effect, even if not calibrated.

In Figure 4, we demonstrate the possible splashback
effect in this lowest richness bin analyzed by DES — the
bin most likely affected by the splashback phenomenon.
Using the halo mass distribution of this bin from

( ) (Figure 9), we compute a composite surface
mass profile by averaging a mass model over that mass
distribution P(M) (which peaks around 10'*°Mg /h),
as in peomposite(r) = [ dAMP(M)p(r|M,c(M)), where,
p(r|M,c(M)) is either a lensing model or a splash-
back model, with concentration computed from a mass-
concentration relation from ( ). Com-
pared to the lensing model, the composite profile based
on the splashback model has a lower surface mass den-
sity in the splashback radial region. However, through-
out the 0.1 to 20 cMpc/h radial range, the composite
relative deficit is under 20%, which is significantly lower

2 Richness is the mass proxy used in DES cluster cosmology
analysis, which is based on a probabilistic count of cluster red-
sequence galaxies.



AQ,, = (—16.3755) x 1073

ASg = 0.0275:931

ASg

AQp,

FiG. 5.— We derive Q,, and Ss (Defined as og(m/0.3)°-?)from
the IlustrisTNG 300-1 simulation at redshift 0.27 by modeling the
dark matter halo counts above the mass cut of 2 x 103Mg /h and
their 3D density profiles. This figure shows the cosmological shift
between using the lensing model and using the splashback DK14
model, AQp, (WL - DK14) and ASg (WL - DK14). This exercise
is meant to explore the maximum cosmological impact in an ide-
alized setup when including all low-mass dark matter halos above
a mass threshold. We find that adopting a lensing model, which
in previous sections has been shown to produce mass-dependent
biases, yields lower €2, values than a splashback DK14 model.

than the difference previously seen in dark matter halos
of 1013°Mg, /h (first column in Figure 1). Given that the
mean mass of this richness bin is estimated to be around
10'%Mg /h (ranging from 10'3:929 to 104036 My /h de-
pending on the redshift range in Abbott et al. 20205 Mc-
Clintock et al. 2019), we can estimate a mass bias by in-
terpolating the estimations in Section 3.2 (Figure 2, AX
fitting to 0.1 to 20 cMpc/h) at 10'4°M, /h, which yields
an under-estimation bias of 0.09 dex, only 0.04 dex lower
than the highest mass bin. The actual bias in the DES
analysis caused by the splashback effect is likely much
lower, given the additional mass calibration applied.

4.2. Maximum Shift in the Q,, Parameter

We have demonstrated that the splashback effect
would generate a mass-dependent bias if not accounted
for in the lensing model; it remains intriguing what the
net effect would be on cosmological parameters if the bias
is fully propagated into cosmology.

It is difficult to replicate a galaxy cluster cosmology
analysis here, given the various elements of those anal-
yses, including mass calibration and systematic effects.
Here we wish to qualitatively assess the maximum effect
on the cosmological posteriors when incorrectly model-
ing the splashback feature. Using the dark matter halos
above 2 x 1013 Mg, /h in the TNG simulation described in
Section 2, and assuming a ACDM cosmology, we derive
the cosmological parameters through modeling the dark
matter halo counts and their 3D matter density profiles.
Specifically, we model the dark matter halo counts from
the halo mass function. The models are written as the

follows:

<N@MJ»:W@X/

AM

n(M, z)dM

<MWMM4m=w@x/
AM
(p(r|AM, z,c)) =(Np(r|AM, z,c)) | (N(AM, z)) -

Here, (N(AM, z)) is the number of halos in a mass range
of AM at redshift z. (Np(r|AM, z,c)) is the sum of their
3D matter density profiles as a function of r, in the mass
range of AM at redshift z, assuming a concentration pa-
rameter of ¢. {(p(r|AM, z,c)) is their averaged 3D matter
density profiles.

In those equations, V' (z) is the volume of the simula-
tion, which is 205 ¢cMpc/h® (Note that this is a much
smaller volume than observed by DES). n(M, z) is the
Tinker et al. (2008) halo mass function which can be an-
alytically computed from the corresponding power spec-
trum of the cosmology. In computing the power spec-
trum, we adopt a ACDM cosmology with 2, and og as
the varying parameters, while the rest of the parameters,
like the Hubble parameter, having their values fixed at
the simulation’s truth. pmede (7| M, 2, ¢) is the analytical
model for the halo density profiles — either the lensing
model or the splashback model described in the previous
section — and c is their concentration parameter.

Note that the models and the observables adopted here
are highly idealized compared to galaxy cluster observa-
tions: we assume that the dark matter halos are selected
by their masses and redshifts directly, while in optical ob-
servations, galaxy clusters are selected by a mass “proxy”
such as richness and additional richness-mass scatters are
introduced. Moreover, we model the dark matter halos’
3D mass densities, which are not subject to projection
effect — another leading source of suspicion for causing
cosmological biases.

To derive the best-fit cosmological parameters, we
compare the model values to the measurements from the
simulation using a likelihood function

L =Nz —u(0),0), (6)

with x being the corresponding measurements in simula-
tion, and p(f) being the theoretical model values — a vec-
tor of (N(AM,z)) and {(p(r|AM, z,¢)) described above
— which are dependent on the varying parameters ¢, 2.,
and og. C is the covariance matrix, and in this case,
we define it as the measurement uncertainties; the mea-
surement uncertainties of the halo counts are assumed to
be Poissonian while the halo density profile uncertainties
are the halo-to-halo variations described in the previous
section. Both uncertainties are likely under-estimations
as they do not account for noises caused by large-scale
structures, and thus the posterior uncertainties of the
constrained parameters are likely to be under-estimated
as well.

With this modeling setup, we perform Markov Chain
Monte Carlo to sample €2,,, og as well as ¢, using ei-
ther the lensing model or the splashback model. Given
that this analysis contains many more low-mass clusters
and groups than the DES analysis, our results show the
maximum cosmological shift we can expect from a deep

n(M, 2) pmoder (7| M, 2, ¢)d M,
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optical survey. For this reason, and the ones mentioned
above, here we will limit our considerations only to the
direction of the cosmological bias.

In Figure 5, we show the shifts in the posterior results
of Q,, and Sg, Af,,. Interestingly, the lensing model
and the splashback model yield consistent Sg (Defined as
08(Qm/0.3)9%), but there exists a shift in the acquired
Q,, values. The lensing model, which produces a mass-
dependent bias when fitted to the halo mass profiles di-
rectly, yields lower €2, values. Notably, the direction of
the shift in €, is consistent with the cosmological bias
(lower €,,, value than expected) revealed by DES in its
galaxy cluster analysis. We again stress that the differ-
ence between a lensing model and a splashback model is
unlikely to be the only source of the DES bias, given the
reasons listed in the previous subsection.

5. SUMMARY

As optical surveys have enabled lensing and cosmolog-
ical analyses of galaxy clusters and groups with masses
lower than 10'*Mg /h, we suggest increasing caution
about modeling the splashback effect of those objects.

Using the baryonic simulation from the IllustrisTNG
suite, we report findings that (1) the splashback effect
grows more prominent when measuring the radial den-
sities of dark matter halos below 10'*Mg/h in mass.
(2) A popular model used in cluster lensing studies
consisting of an NFW-based one-halo term and a bias-
based two-halo term appears to be increasingly insuffi-
cient to account for the splashback effect below Mg, of
10*Mg /h. Note that, although the studied mass ranges
vary, Melchior et al. (2017) have noted a similar shift
towards low-mass halos in another simulation, thus this
trend is unlikely to be dependent on details of simula-
tions. (3) If not accounted for, the insufficiency can pro-
duce a mass-dependent bias in a similar direction to an
observational bias revealed by a DES cluster cosmology
study. The mass bias will also affect cluster cosmological

constraints, producing a lower §2,, value, again in a sim-
ilar direction to an observational bias revealed by DES.
(4) The splashback effect, however, is unlikely to explain
the bias discovered by DES fully.

Those splashback-related biases, however, appear to be
easily eliminated by using models that explicitly model
the splashback effect, such as Dicmer & Kravtsov (2014).
Further, Using a linear matter correlation function in the
2-halo term may be an acceptable solution for alleviating
the mass-dependance of the bias. It is also possible that
emulator-based models can account for this effect fully.
While this manuscript points out potential issues when
not considering the splashback phenomenon of galaxy
clusters and groups, we are cautiously optimistic that
they can be eliminated with improved modeling in clus-
ter lensing and cosmological studies.
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