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Abstract: This paper presents a study on the optimal district integration of a distributed generation (DG) system for an energy community (EC) and the implementation of sharing electricity (SE) between users. In recent years, the scientific community has frequently discussed potential pathways to achieve a 100% renewable energy source (RES) scenario, mainly through increasing electrification in all sectors. However, cooling-, heat-, and power-related technologies are expected to play a crucial role in the transition to a 100% RES scenario. For this reason, a research gap has been identified when it comes to an optimal SE solution and its effects on the optimal district heating and cooling network (DHCN) allowing both electrical and thermal integration among users. The considered system includes several components for each EC user, with a central unit and a DHCN connecting them all. Moreover, the users inside the EC can exchange electricity with each other through the existing electric grid. Furthermore, the EC considers cooling storage as well as heat storage systems. This paper applies the Mixed Integer Linear Programming (MILP) methodology for the single-objective optimization of an EC, in Northeast Italy, considering the total annual cost for owning, operating, and maintaining the entire system as the economic objective function. After the optimization, the total annual CO₂ emissions were calculated to evaluate the environmental effects of the different solutions. The energy system is optimized in different scenarios, considering the usage of renewable resources and different prices for the purchase of electricity and natural gas, as well as different prices for selling electricity. Results showed that, without changing utility prices, the implementation of SE allowed for a reduction of 85% in the total electricity bought from the grid by the EC. Moreover, the total annual EC costs and CO₂ emissions were reduced by 80 k€ and 280 t, respectively.
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1. Introduction

A country’s economic development is directly connected to its level of primary energy consumption. As stated by Vogel et al. [1] in a research study that gathered data from 106 countries, economic growth and extractivism activities (which includes fossil fuels) are associated with high levels of energy requirements. Indeed, during the past 50 years, global energy consumption has increased by over 200% [2]. Consequently, greenhouse gas (GHG) emissions have also risen, resulting in serious environmental impacts, especially global warming [3]. With this in mind, the scientific community has raised efforts in order to produce new solutions and technologies that address both economic and environmental interests.

1.1. Literature Review

Amongst the solutions presented in the literature, energy communities stand as a method of saving primary energy and a potential solution to contribute to the transition process to a 100% renewable energy source (RES) scenario, although unavoidable challenges
are apparent due to the irregular pattern of such sources [4]. The intended meaning for an energy community (EC), in this paper, is described by Bauwens et al. [5], i.e., the community as a place where users are able to share energy amongst each other (which is the case, for instance, of a District Heating Network—(DHN) and a district heating and cooling network (DHCN)) with the aim to pursue not only economic objectives, but also environmental ones. Moreover, to reach such objectives, many studies have employed the Mixed Integer Linear Programming (MILP) methodology. This is the case, for instance, of Casisi et al. [6] which applied the MILP method to a community comprising nine tertiary sector buildings.

Over the past 50 years, the scientific community’s interest in using the MILP methodology to optimize energy systems has increased exponentially. To have an idea of this, according to Google Scholar, the number of studies in the 1990s related to the optimization of energy systems through the MILP methodology was almost 45% higher compared to the 1980s. In 2010, the number was 10-times higher compared to the previous decade and, nowadays, the number is about 22 times compared to that of 2010. The energy systems analysed in those studies included several types, such as combined cooling heat and power (CHP) systems comprised by boiler and steam turbine [7], the integration of absorption chillers to a CHP plant [8], the incorporation of a condensation turbine and heat pump to a turbine/boiler CHP plant [9], and an optimization of by-product gas distribution in the iron and steel industry [10].

The versatility of MILP optimizations allows one to apply them not only to energy communities, but also to different types of energy systems such as seaports [11,12], wine cellars, ships [13], and so on. The research developed by Pivetta et al. [14], for instance, used MILP optimization to optimize the energy system of a wine cellar in the Northeast Italy so that it produce with the most efficient system configuration from the point of view of profit maximization and share of RE utilization. In another study performed by Pivetta et al. [15], they developed an MILP model to optimize the design and operation of a small-size ferry. The optimization was focused on minimizing the fuel cells’ and batteries’ degradation, as well as minimizing the capital expenses and the operation cost.

As mentioned before, the range of applicability of MILP models also includes the optimization of energy communities. In most cases, the multi-objective functions target the economic optimization of purchasing, maintaining, and operating the whole system as well as the total annual emissions. For example, the authors in reference [6] performed their optimization for the total annual cost and emissions of a DHCN serving a nine-building energy community. They compared this solution with what they called the “conventional solution”, i.e., all thermal, cooling, and electricity demands met, respectively, by a boiler, an electric compression chiller, and electricity bought from the grid. As for the cost optimization, the comparison resulted in a 32% reduction in the DHCN solution with respect to the conventional one, whereas the emissions optimization led to a 41% reduction for the same comparison.

The role of DHNs in achieving better economic results for energy systems as well as reducing environmental emissions has been widely considered and studied by the scientific community [16–18]. More specifically, DHNs have also been considered when the transition to a 100% RE scenario is considered. For instance, the work developed by Lund et al. [19], analysed a set of scenarios in which the Danish energy system is converted to a 100% RE scenario by 2060. In such scenario, amongst 10 heating technology types, the DHN one was demonstrated to have the second lowest annual cost (the first was the individual electric heating), and it resulted in the lowest annual fuel consumption option. Still, according to the authors, the best solution for the transition would be achieved through continuing the growth of the DHNs combined with individual heat pumps for areas not covered by DHNs themselves.

In the same direction, another largely discussed concept (in the past decade) is the “4th generation district heating”. According to Lund et al. [20], the so-called first (1880s to 1930s), second (1930s to 1970s), and third (from the 1980s) generations of district heating were mostly fed by fossil fuels and based, respectively, on steam, pressurized hot water
(over 100 °C), and pressurized hot water (below 100 °C) as the energy carrier. Nonetheless, in accordance with the same authors, the fourth generation of district heating is the one capable of meeting sustainability requirements, i.e., low heat losses, low-temperature supply, the capacity to recover low-temperature heat sources, the integration of renewable heat sources, the ability to be integrated into smart energy systems (such as electricity and gas grids), and that is economically viable and feasible. This last requirement is particularly important since, according to Volkova et al. [21], one of the most important barriers preventing the massive transition to this new generation of DH is the economic aspect, which can be overcome through financial incentives. Moreover, the fourth generation of district heating has the potential to reduce costs, primary energy consumption [22], and CO₂ emissions [23].

Sharing electricity (SE) between users is an additional topic that has demonstrated the potential for the improvement of DHCNs. This SE approach essentially intends to reduce the amount of electricity bought from the grid by sharing the electricity produced by each member of a given energy community. Such a procedure might aim, for instance, to share the electricity produced by local photovoltaic (PV) plants in order to feed heat pumps and circulation pumps, as in the case of the research conducted by Vivian et al. [24], which are their main source of operation costs. In the work developed by Kim et al. [25], they proposed an “energy prosumer concept” in order to raise the self-consumption of a community in terms of thermal and electrical energies. The shared electricity was generated by distributed PV plants and fed a simultaneous heating and cooling heat pump (SHCHP), which in turn supplied heat and cooling to the DHCN. Still, according to the authors, before the implementation of this concept, the power sold to the grid was around 60% of the PV power production, whereas the implementation resulted in 12.5% of electricity sold to the grid, which shows the increase of self-consumption. Kayo et al. [26] investigated the energy sharing approach (which also included the SE) applied to four types of buildings that could generate and consume electricity and heat from each other. Since each building had its own CHP system, one of their main conclusions was that the larger the CHP system, the greater the possibility of sharing electricity with other buildings and the greater the primary energy savings. Another interesting conclusion is that the operation strategy of the CHP system plays a key role when it comes to energy sharing improvements.

As observed, the literature has dealt with the SE methodology from different points of view, including also the presence of a DHN. Further advancements have also analysed how the community is established, the presence of non-prosumers [27], and the financial attractiveness in terms of incentives when it comes to SE between users with residential electricity storage [28]. In the same line, Wu et al. [29] claimed that SE does not always lead to a reduction in storage investments, since it will depend on applied taxes. Somma et al. [30] have also analysed local energy systems with sharing electricity and their interactions with the electricity market through an MILP optimization; however, no heating or cooling distribution systems were considered. There are other authors who also consider the cost of optimization when it comes to the interaction of local users with the main grid, as with the authors in the references [31–33]; however, they have not considered heating and/or cooling district systems as well.

1.2. Novelty and Goals

From the literature review depicted above, one can observe that it has approached the topic of optimal sharing electricity (SE) between local users in a wide variety of ways. Furthermore, in recent years, the scientific community has frequently discussed potential pathways to achieve a 100% RES scenario by the middle of this century, mainly through an increasing in electrification of all sectors. However, as discussed in a previous study [34], cooling-, heat-, and power-related technologies are expected to play a crucial role in the transition to a 100% RES scenario. On top of that, an overview of EC-related literature demonstrated the difficulty of finding studies dealing, at the same time, with the optimization of the following aspects:
• District heating and cooling network;
• Thermal and cooling storage;
• Electricity sharing among EC members;
• Renewable sources considered;
• Considerable number of heating-, cooling-, and power-related technologies.

As can be observed in Table 1, the reviewed literature has applied different optimization methodologies and objective functions to analyse ECs. Nevertheless, the implementation of SE among EC members and its effects on the optimal cost-related solution of the district heating and cooling network (DHCN) and adopted technologies have not been evaluated yet.

Table 1. Comparison of the EC-related literature regarding key modelling aspects.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Optimization Methodology</th>
<th>Objective</th>
<th>District Network Type</th>
<th>Thermal Storage</th>
<th>Electricity Sharing</th>
<th>Renewable Sources</th>
<th>Adopted Technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>[35]</td>
<td>MILP</td>
<td>• Total costs • CO₂ emissions</td>
<td>DHN</td>
<td>Heat</td>
<td>-</td>
<td>Solar</td>
<td>GT, ICE, BOI, TStor, STp</td>
</tr>
<tr>
<td>[36]</td>
<td>MILP</td>
<td>• Total costs</td>
<td>DHN</td>
<td>Heat</td>
<td>-</td>
<td>-</td>
<td>HP, BOI, TStor</td>
</tr>
<tr>
<td>[37]</td>
<td>GA</td>
<td>• Total costs</td>
<td>DHCN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>HP</td>
</tr>
<tr>
<td>[38]</td>
<td>Evolutionary algorithm</td>
<td>• Investment costs • Operational costs</td>
<td>DHN</td>
<td>-</td>
<td>-</td>
<td>Biomass</td>
<td>BOI</td>
</tr>
<tr>
<td>[39]</td>
<td>MILP/GAMS</td>
<td>• Max. cost savings or Min. GHG emissions</td>
<td>DHN</td>
<td>Heat</td>
<td>-</td>
<td>Biomass</td>
<td>GT, ICE, HP, BOI, TStor</td>
</tr>
<tr>
<td>[40]</td>
<td>MILP</td>
<td>• Total costs • Amount of biomass • Min. CO₂ emissions</td>
<td>DHN</td>
<td>Heat</td>
<td>-</td>
<td>Biomass</td>
<td>BOI, HP, TStor</td>
</tr>
<tr>
<td>[41]</td>
<td>SLP</td>
<td>• Min. energy costs</td>
<td>-</td>
<td>Heat</td>
<td>Yes</td>
<td>Solar, wind</td>
<td>STp, PVp, WT, ES, ICE, HP</td>
</tr>
<tr>
<td>[42]</td>
<td>NLP</td>
<td>• Min. distance and losses among EC users</td>
<td>-</td>
<td>-</td>
<td>Yes</td>
<td>Solar</td>
<td>PVp, ES</td>
</tr>
<tr>
<td>[43]</td>
<td>MILP</td>
<td>• Max. EC profit</td>
<td>-</td>
<td>-</td>
<td>Yes</td>
<td>Solar</td>
<td>PVp</td>
</tr>
<tr>
<td>[44]</td>
<td>MIP</td>
<td>• Min. total costs • Min. GHG emissions</td>
<td>-</td>
<td>Heat</td>
<td>Yes</td>
<td>Solar, biogas</td>
<td>ICE, PVp, STp, TStor, BOI, ES</td>
</tr>
<tr>
<td>[45]</td>
<td>NSGA-II</td>
<td>• Annual total costs • Annual carbon emissions</td>
<td>-</td>
<td>Heat</td>
<td>-</td>
<td>Solar, geothermal</td>
<td>PVp, STp, HP, ABS, TStor, ES</td>
</tr>
<tr>
<td>[46]</td>
<td>MILP</td>
<td>• Total costs</td>
<td>DHCN</td>
<td>Heat and cooling</td>
<td>Yes</td>
<td>Solar</td>
<td>GT, ICE, BOI, TStor, STp, PVp, ABS, CC, HP, CS</td>
</tr>
</tbody>
</table>

For this reason, it comes to light that the literature has still a research gap regarding:
• Optimal SE solution for an EC and its effects on the optimal DHCN solution;
• Amount of electricity exchanged between EC and the national electric grid according to utility price variations and, consequently, to the adopted technologies in the solution;
• Evaluation of the EC performance in relation to the possibility of moving towards a self-sufficient scenario in terms of electricity production/consumption.

The study is developed by performing a single-objective MILP optimization to define the optimal synthesis, design, and operation of a distributed generation (DG) system in an EC, in the northeast of Italy, in a similar way as presented in a previous work of this research group [6]. Such an EC comprises nine tertiary sector buildings connected through a DHCN. The single-objective optimization of the DG energy system considers the total annual cost for owning, operating, and maintaining the whole system as the economic objective function, while the total annual CO₂ emissions have been calculated after optimization.
to evaluate the environmental effect of the different solutions. Within such a context, the SE between EC users is implemented in order to assess the economic and environmental impacts of this option. The optimal results obtained for a test case are compared with and without SE. Then, an investigation is performed to analyse the behaviour of the optimal solution by varying the prices of the energy vectors through six sensitive scenarios. This approach made it possible to highlight the extent to which the EC option effectively allows one to obtain fewer emissions and reduced exchanges with the external electricity grid, even without the need to introduce objectives other than simple economic convenience.

Section 2 is dedicated to the description of the model, presenting the equations of the components, energy balances, objective functions, and the sharing electricity methodology. Section 3 describes the energy community case study, whereas Section 4 presents the results and discussions about the simulations and comparisons mentioned in the previous paragraph.

2. Model Description

As mentioned in the last section, the definition of the optimal synthesis, design, and operation of the DHCN was performed through the Mixed Integer Linear Programming (MILP) optimization method. In summary, the synthesis refers to the selection of the equipment that is going to be included in the final optimal structure; the design process concerns the sizing of each selected equipment, and the operation definition has the objective of setting the on/off status of each piece of selected equipment.

The MILP method can be divided into three main parts: decision variables, constraints, and objective functions. Decision variables can be of two types: binary or continuous. Binary variables express the selection and on/off status of equipment, whereas continuous variables express the sizing of each selected equipment and auxiliary components, as well as energy quantities and streams. Constraints are mathematical expressions with the aim of determining the model and what its limitations are in terms of equipment size, performance, and energy balance. The objective functions represent the main target of the analysis, which is, for this work, the minimization of the total costs regarding the DHCN and the nine users.

As depicted in Figure 1, the superstructure is divided in three main elements. The first one is related to the maximum set of equipment (Polygeneration Unit k) that can be dedicated to a given user building (denoted as “User k”). The second part is associated to the central unit, which is a user-independent structure and can comprise a set of equipment to benefit the energy community with heating and electricity. The third element is “User i”, which represents the other users within the energy community. These three elements are connected through a DHCN, for thermal related energy exchange, and a distribution substation (DS), as an electricity concentrator. The pipeline connections between users, the central unit, and the DHCN are one of the optimized characteristics performed by the model. The users and central unit are not connected directly to the electricity grid. Instead, they are all connected to the DS, the purpose of which is to manage the electricity flow for the three elements. In other words, based on an electricity balance, the DS sends electricity to a given user (if its polygeneration unit did not fulfil its demand), receives electricity from a given user (if its polygeneration unit has fulfilled its demand and now it has an electricity surplus), buys electricity from the grid (if the electricity surplus from the users is not enough to cover the electricity deficit of the other users), and sells electricity to the grid (if there is a surplus and all electricity users demands are covered).

Heating, electricity, and cooling have specific origins, destinations, and paths within the polygeneration unit superstructure. Starting from heating connections, the heat is produced from two types of primary energy: natural gas and solar energy. Natural gas drives micro gas turbines (MGT), internal combustion engines (ICE), and boilers (BOI), whereas solar thermal panels (STp) are obviously driven by solar energy. As can be observed in Figure 1, absorption chillers (ABS) can only be powered by the heat coming from MGT and ICE. The heat thermal storage (TStor) is allowed to store the heat coming only from MGT, ICE, and STp, and, on the other hand, it can supply heat only to User
k or to DHN. If the heat supplied by MGT, ICE, STp, TStor, and the heat pump (HP) is not enough to cope with the User k thermal demand, the BOI comes to the scene to cover this deficit. The electricity is produced by MGT, ICE, and photovoltaic panels (PVp). This electricity can feed the compression chiller (CC), HP, and User k demand. At the same time, this User Building k is allowed to send or receive electricity to/from the DS. The cooling energy can be produced by ABS, CC, and/or HP and is sent to the cooling storage (CStor), to User k, and/or to the DCN. As observed in Figure 1, CStor is allowed to send cooling only to User k or DCN.

![Figure 1. Schematic diagram of the energy community.](image)

Regarding the central unit, it has a smaller superstructure and has connections only with the DS and DHN. It also comprises a TStor (that is allowed to send/receive heating only to/from the DHN), a BOI, STp, and ICE (that send heating directly to the DHN). The ICE of the central unit can also send its produced electricity to the DS in order to increase the electricity supply for the users and prevent them from buying electricity from the grid.

### 2.1. Components

As mentioned in the introduction, the energy community, taken into account in this study, is made up of nine users located in a medium town in Northeast Italy. Every user is allowed to install several devices in order to satisfy their own energy demands, as described in the previous section. The sizes of MGT, ICE, ABS, and HP are fixed and have been chosen a priori as described in Section 3. BOI and CC have been left free in size and it is upon the model to optimize their installation and sizes as well. STp and PVp are of variable size and have a limitation of a maximum of 200 m² per user. All the central unit devices are of variable size, except for the ICE. Every user can adopt in parallel up to j components of the same size.

A set of binary variables is expressed at each time interval for the whole year, at every user location, and for each device. Equations (1)–(34) represent the base formula setting regarding component, DHCN, and thermal storage modelling, which is similar to our previous work [6]. The variable “X” expresses the existence of a given component, while the variable “O” expresses its on/off operation. The component j is allowed to be installed only if the component j − 1 has been already taken into account (Equation (1)), and it cannot be turned on if it is not installed (Equation (2)).

\[
X_{chp}(j,u) \leq X_{chp}(j-1,u) \quad (1)
\]

\[
O_{chp}(m,d,h,j,u) \leq X_{chp}(j,u) \quad (2)
\]
The partial load performance of cogeneration devices is represented by the set of linear relations presented in Equations (3) and (4).

\[ H_{\text{chp}}(m,d,h,j,u) = Kh_{\text{chp}}(m,d,h,1) - E_{\text{chp}}(m,d,h,j,u) + Kh_{\text{chp}}(m,d,h,2) - O_{\text{chp}}(m,d,h,j,u) \]  
\[ F_{\text{chp}}(m,d,h,j,u) = Kf_{\text{chp}}(m,d,h,1) - E_{\text{chp}}(m,d,h,j,u) + Kf_{\text{chp}}(m,d,h,2) - O_{\text{chp}}(m,d,h,j,u) \]  

The coefficients \( Kh_{\text{chp}} \) and \( Kf_{\text{chp}} \) have been obtained with a linear regression of the devices characteristic load curves, and the electric energy produced is limited above and below the device’s performance limits.

The subscript “chp” represents the ICE and MGT devices for a given user. For that reason, in Equations (1)–(4), such subscript can be changed to “ice” or “mgt” to obtain the equations related to both devices. The ICE at the central unit is described by different equations because both load and size are decision variables, and it is then mandatory to introduce further constraints to maintain the problem a linear one.

The ICE size and the relation between the operation and the device existence are expressed by Equation (5).

\[ S_{\text{ice,lim},(1)} - X_{\text{ice},c} \leq S_{\text{ice},c} \leq S_{\text{ice,lim},(2)} - X_{\text{ice},c} \]  
\[ O_{\text{ice},c}(m,d,h) \leq X_{\text{ice},c} \]  

The relations among the fuel consumed by the central ICE (\( F_{\text{ice,c}} \)), the main (\( E_{\text{ice,c}} \)), and the secondary (\( H_{\text{ice,c}} \)) products are as follows:

\[ F_{\text{ice,c}}(m,d,h) = Kf_{\text{ice,c}}(m,d,h,1) - E_{\text{ice,c}}(m,d,h) + Kf_{\text{ice,c}}(m,d,h,2) - O_{\text{ice,c}}(m,d,h) + Kf_{\text{ice,c}}(m,d,h,3) - \xi_{\text{ice,c}}(m,d,h) \]  
\[ H_{\text{ice,c}}(m,d,h) = Kh_{\text{ice,c}}(m,d,h,1) - E_{\text{ice,c}}(m,d,h) + Kh_{\text{ice,c}}(m,d,h,2) - O_{\text{ice,c}}(m,d,h) + Kh_{\text{ice,c}}(m,d,h,3) - \xi_{\text{ice,c}}(m,d,h) \]  

where the variable \( \xi_{\text{ice,c}} \) is introduced to set a linear equation with two independent variables. Therefore, in order to avoid inconsistencies in the results when the engine is turned off, it is necessary to constrain \( \xi_{\text{ice,c}} \) through the following equations:

\[ S_{\text{ice,c}} + S_{\text{ice,lim},(2)} - (O_{\text{ice,c}}(m,d,h) - 1) \leq \xi_{\text{ice,c}}(m,d,h) \leq S_{\text{ice,lim},(2)} - O_{\text{ice,c}}(m,d,h) \]  
\[ S_{\text{ice,lim},(1)} - O_{\text{ice,c}}(m,d,h) \leq \xi_{\text{ice,c}}(m,d,h) \leq S_{\text{ice,lim},(1)} - O_{\text{ice,c}}(m,d,h) \]  

The central BOI is modelled in an analogous way to the central ICE, with the introduction of the auxiliary variable \( \psi_{\text{boi,c}} \) (with a minimum load limit of \( H_{\text{boi,lim},c} = 0.1 \)). The fuel consumption, described by Equation (12), is affected by the BOI’s efficiency. Analogously, the CC, at the user level, is modelled through its COP. Both BOI and CC have no load limits.

\[ F_{\text{boi,c}}(m,d,h) = H_{\text{boi,c}}(m,d,h)/\eta_{\text{boi,c}}(m,d,h) \]  
\[ H_{\text{boi,lim},c} - \psi_{\text{boi,c}}(m,d,h) \leq H_{\text{boi,c}}(m,d,h) \leq \psi_{\text{boi,c}}(m,d,h) \]  
\[ S_{\text{boi,c}} + S_{\text{boi,lim},(2)} - (O_{\text{boi,c}}(m,d,h) - 1) \leq \psi_{\text{boi,c}}(m,d,h) \leq S_{\text{boi,c}} \]  
\[ S_{\text{boi,lim},(1)} - X_{\text{boi,c}} \leq \psi_{\text{boi,c}} \leq S_{\text{boi,lim},(2)} - X_{\text{boi,c}} \]

The ABS devices are allowed to exist only at the user locations where there is the presence of ICE and MGT. Another important constraint is the cooling produced by the ABS, since it must not be greater than the heat supplied by both ICE and MGT (Equation (17)).

\[ X_{\text{abs}}(j,u) \leq X_{\text{ice}}(j,u) + X_{\text{mgt}}(j,u) \]  
\[ C_{\text{abs}}(m,d,h,j,u) \leq H_{\text{ice}}(m,d,h,j,u) + H_{\text{mgt}}(m,d,h,j,u) \]
The heat pump modelling is a bit more complicated since, besides its existence (Equation (18)), its operation should be managed properly, as the heating and cooling production cannot happen at the same time (Equations (19)–(21)). The linear equations regarding the heating (Equation (22)) and cooling (Equation (23)) production as a function of the electricity input are also presented. Equations (24)–(26) represent the operation limits, as well as the limitation about the electricity input for both operation modes.

\[ X_{hp}(j,u) \leq X_{hp}(j - 1,u) \tag{18} \]
\[ O_{hp,h}(m,d,h,j,u) \leq X_{hp}(j,u) \tag{19} \]
\[ O_{hp,c}(m,d,h,j,u) \leq X_{hp}(j,u) \tag{20} \]
\[ O_{hp,h}(m,d,h,j,u) + O_{hp,c}(m,d,h,j,u) \leq 1 \tag{21} \]

\[ H_{hp}(m,d,h,j,u) = K_{hp}(m,d,h,u,1) \cdot E_{hp,h}(m,d,h,j,u) + K_{hp}(m,d,h,u,2) \cdot O_{hp,h}(m,d,h,j,u) \tag{22} \]
\[ C_{hp}(m,d,h,j,u) = K_{hp}(m,d,h,u,3) \cdot E_{hp,c}(m,d,h,j,u) + K_{hp}(m,d,h,u,4) \cdot O_{hp,c}(m,d,h,j,u) \tag{23} \]
\[ S_{hp,lim}(m,d,h,u,1) \cdot O_{hp,h}(m,d,h,j,u) \leq E_{hp,h}(m,d,h,j,u) \leq S_{hp,lim}(m,d,h,u,2) \cdot O_{hp,h}(m,d,h,j,u) \tag{24} \]
\[ S_{hp,lim}(m,d,h,u,1) \cdot O_{hp,c}(m,d,h,j,u) \leq E_{hp,c}(m,d,h,j,u) \leq S_{hp,lim}(m,d,h,u,2) \cdot O_{hp,c}(m,d,h,j,u) \tag{25} \]
\[ E_{hp}(m,d,h,j,u) = E_{hp,h}(m,d,h,j,u) + E_{hp,c}(m,d,h,j,u) \tag{26} \]

PVp and STp plants are proportional to the user and central unit available surface sizes. They are estimated a priori through the hourly insolation, inclination, and orientation angle of installed panels.

### 2.2. District Heating and Cooling Network

In order to have an effective working DHCN, the user location has to be geographically near the DHCN pipelines (within the distance of about 1.5 km) in order to avoid large amounts of thermal losses through the pipelines themselves. The definition of the DHCN layout and the maximum capacity of pipelines (considering the whole system operation) are two of the aims of the DG energy system optimization, since the network strongly affects the optimal solution.

Equation (27) describes the heat flowing into each DHCN pipeline:

\[ \dot{Q}_p = A_p \cdot v_p \cdot \rho_p \cdot c_p \cdot \Delta t \tag{27} \]

in which the velocity \( v_p \) is supposed to be constant (ranging from 1.5 to 2.5 m/s), so that the heat flowing through the pipeline \( Q_p \) is a function of the pipeline cross section area \( A_p \) and the temperature difference \( \Delta t \) between the inlet/outlet of the pipeline itself. This temperature difference is assumed to be fixed (ranging into the 15–25 °C interval), as is the network temperature, while the pipeline length and maximum flow rate ratio introduced by the model are constant. The network layout and size are decision variables for which the pipeline flow rate limits, and the superstructure are the constraints. The thermal losses are expressed by Equation (28) and depend on the pipeline length \( l_p(u,v) \) and a coefficient of proportionality \( \delta_t \).

\[ p_t(u,v) = \delta_t \cdot l_p(u,v) \tag{28} \]

Another important constraint is the one represented by Equation (29). It does not allow the model to connect two users (e.g., user \( u \) and user \( v \)) with two pipelines sending thermal energy.

\[ X_{tp}(u,v) + X_{tp}(u,v) \leq 1 \tag{29} \]

The maximum heat flow rate is constrained by the pipelines size, while the energy flow into each pipeline is bounded between a lower and an upper limit:

\[ H_{net,lim}(1) \cdot X_{tp}(u,v) \leq S_{H,net}(u,v) \leq H_{net,lim}(2) \cdot X_{tp}(u,v) \tag{30} \]
By suitably changing the subscripts of the preceding expressions, it is possible to obtain the District Cooling Network model.

### 2.3. Thermal Storages

The natural intermittence characteristic of the sunlight associated with its scarcity during the winter make the thermal storage (TStor) systems good solutions to overcome such a problem. Moreover, when associated with cogeneration devices, as is the case of the present work, TStor systems can support the users to reduce the usage of the BOIs when the cogeneration devices are shut down. Thus, the consumption of fossil fuels is reduced and, consequently, the environmental impact also decreases.

We hypothesise that the residual energy of a not-fully discharged storage is accumulated at the same temperature that a DHN requires. For this reason, it is needed to introduce the assumption of the perfect stratification of the water (the working fluid) into the TStor. The following equation gives the thermal energy stored into a TStor:

\[
Q_{ts} = V_{ts} \rho_p c_p \Delta t \quad (32)
\]

where the temperature difference \( \Delta t \) is constant as in Equation (27) and shows that \( Q_{ts} \) is a decision variable proportional to the volume of the stored working fluid. Unlike the other components, it is not possible to use the concept of typical day to group a set of comparable days; however, it is necessary to model the TStor without any time decomposition for the whole year to consider the charging and discharging phases.

Equation (33) shows how the TStor energy balance considers the energy stored at the time \( t \) equal to the one contained at the time \( t - 1 \) by a thermal loss coefficient with the addition of the energy coming from the network at the time \( t \):

\[
H_{ts}(m,d,h,u) = Q_{ts}(m,s,d,r,h,u) - K_{los,ts}(u) Q_{ts}(m,s,d,r,h - 1,u) \quad (33)
\]

\[
H_{ts}(m,d,h,u) = Q_{ts}(m,s,d,r,h,u) - K_{los,ts}(u) Q_{ts}(m,s,d,r - 1,24,u) \quad (34)
\]

Equation (34) states that two days of the same kind must be connected to allow for the whole year representation, as well as the fact that any other end of a time period has to be connected to the beginning of the following one. Further, going through working and non-working days, or different weeks and months, needs some additional constraints. Moreover, the heat stored is limited by the TStor size itself. Equations (32)–(34) can be used to model both heat and cooling storage devices.

### 2.4. Energy Balances

The energy balances considered for this work have the objective to tell the model what the constraints are when it comes to heating, cooling, and electricity balance. Taking Figure 1 as orientation, the energy balances are applied at the User Building \( k \), central unit, and DS levels. For User Building \( k \), all three types of energy balance are needed, and they are applied at Node H (heating), Node C (cooling), and Node E (electricity), as observed in Figure 1. In the case of the central unit, the only balance required is the heating one, since the electricity produced by the central ICE is sent directly to the DS. The DS works as an electricity manager and, for this reason, the only balance applied here is the electricity one. The DS is also responsible for the promotion of sharing electricity among users, and this is explained in more detail in the next section. Equations (35), (36) and (38)–(40) are also part of this work basis and may be found in our previous work [6] as well. Equation (37) represents the modification that had to be implemented in the user electricity balance, i.e., there is no terms representing the electricity bought or sold from/to the electric grid. These terms are now two of the components in the DS electricity balance (Equation (41)).

Following the same order, the User Building \( k \) balance regarding the heating, cooling, and electrical types of energy are obtained through Equations (35)–(37).
\[ H_{mgt}(m,d,h,u) + H_{icc}(m,d,h,u) + H_{slp}(m,d,h,u) + H_{bco}(m,d,h,u) + H_{hp}(m,d,h,u) \]
\[ + H_{net}(m,d,h,u,v)(1 - \nu(v,u)) = H_{S}(m,d,h,u) + H_{abs}(m,d,h,u) + H_{dem}(m,d,h,u) + H_{net}(m,d,h,u,v) \] (35)

The term \( p_i \) in Equation (35) refers to the thermal losses, throughout the pipelines, per unit of length (km\(^{-1}\)).

\[ C_{abs}(m,d,h,u) + C_{cc}(m,d,h,u) + C_{hp}(m,d,h,u) = C_{dem}(m,d,h,u) + C_{ts}(m,d,h,u) \] (36)

\[ E_{ut}(m,d,h,u) = E_{icc}(m,d,h,u) + E_{mgt}(m,d,h,u) + E_{pv}(m,d,h,u) - E_{c}(m,d,h,u) - E_{hp}(m,d,h,u) - E_{dem}(m,d,h,u) \] (37)

Some other constraints are needed to specify to the model, the boundaries, and where a given energy flow should come from. With that in mind, Equation (38) states that the heat energy feeding the heat thermal storage should be originated from the MGT, ICE, and/or STp. Analogously, Equation (39) expresses that the cooling energy for the cooling thermal storage should come from the ABS, CC, and/or HP.

\[ H_{mgt}(m,d,h,u) + H_{icc}(m,d,h,u) + H_{sl}(m,d,h,u) - H_{S}(m,d,h,u) \geq 0 \] (38)

\[ C_{abs}(m,d,h,u) + C_{cc}(m,d,h,u) + C_{hp}(m,d,h,u) - C_{ts}(m,d,h,u) \geq 0 \] (39)

when it comes to the central unit, the thermal balance is done at Node H\(_c\) (Figure 1), and it is translated into the Equation (40).

\[ H_{icc,c}(m,d,h) + H_{bco,c}(m,d,h) + H_{slp,c}(m,d,h) = H_{net,c}(m,d,h) + H_{ts,c}(m,d,h) \] (40)

The variables related to heat thermal storage (Hts), cooling thermal storage (Cts), central heat thermal storage (Hts\(_c\)), and the total net electricity sent/received by a given user (\( \sum_u E_{ut} \)) are the only variables also allowed to hold negative values. For the thermal storage variables, a negative value means that thermal energy is leaving the device, whereas positive values mean the input of thermal energy. Regarding the total net electricity of a given user, positive values mean that the user is sending electricity to the DS, while negative values mean that the user is receiving electricity from the DS.

2.5. Electricity Sharing

As shown in the introduction section, sharing electricity (SE) amongst the users of a given energy community (EC) has the potential to benefit EC members. The main objective of such a methodology is to reduce the amount of electricity exchange (bought and sold) between EC and the electric grid and, consequently, to reduce the overall costs and environmental impacts associated with that EC.

The electricity sharing methodology proposed in this work is presented in Figure 2. Electricity produced by MGT, ICE, and PVp devices, if present in a given user, is intended to feed that same user and, in the case of electricity surplus, to be sent to the DS. Once in the DS, this electricity can be either sent to another EC member with an electricity deficit or sold to the grid. The electricity balance for each user is obtained through Equation (37), i.e., if the summation of the electricity produced by MGT, ICE, and PVp devices minus the electricity consumed by CC and HP is greater than the user electricity demand, then that user has an electricity surplus which can be sent to the DS (\( E_{ut} \) is positive). On the other hand, if the user electricity demand is greater than the electricity produced by that same user’s devices, it has an electricity deficit and it should be compensated by receiving electricity from the DS (\( E_{ut} \) is negative).
Another important electricity balance within this methodology is the DS balance (Equation (41)). The first term ($\sum E_{iul}(m,d,h,u)$) refers to the net electricity exchanged between all users and the DS throughout a whole year. This term is allowed to be positive or negative. When it is positive, it means that all users have their electricity demand fulfilled and that such electricity surplus can be sold to the grid. When it is negative, it means that not all users have their electricity demand satisfied, and that electricity should be bought from the grid (by the DS) in order to cope with such a deficit. The second term ($\sum E_{iuc}(m,d,h)$) is regarded as the total electricity produced and sent by the ICE in the central unit to the DS, which is allowed to be only equal or greater than zero. The third term ($\sum E_{bdo}(m,d,h)$) is the total electricity bought from the grid by the DS, while the fourth term ($\sum E_{sel}(m,d,h)$) is the total electricity sold to the grid by the DS.

$$\sum E_{iul}(m,d,h,u) + \sum E_{iuc}(m,d,h) + \sum E_{bdo}(m,d,h) - \sum E_{sel}(m,d,h) = 0$$  (41)

### 2.6. Objective Function

The considered objective function is the minimization of the total costs related to the EC, i.e., the costs related to the operation, maintenance, and capital investment of all users plus the central unit. Moreover, since all electricity exchanged with the main electric grid is managed by the DS (no user has direct connection with the main electric grid), the cost relative to the total electricity bought and the income relative to the total electricity sold should be two additional terms considered in the total EC costs (Equation (42)). The calculation of the costs related to the first three terms of Equation (42) are detailed through Equations (43)–(49), which are adapted from our previous work [6].

$$c_{ann, tot} = c_{ino} + c_{man} + c_{ope} + c_{elec, jkt} - r_{elec, sold}$$  (42)

The total annual investment costs can be separated into three investment parts.

- The first part regards the users, obtained through Equation (43). The first term of this equation shows the contributions of MGTs, ICEs, HPs, and ABSs to the investment costs of the users. Each component contribution term comprises the amortization factor ($f$), a binary variable ($X$) to express the existence of such component, and the purchase cost of the component ($c$). Each user $u$ is allowed to install $j$ components of the same type up to a maximum of six. The other terms in Equation (43) present the contributions of BOIs, CCs, PVs, STs, TStors, and CSs (which are dependent of the installed capacity needed for a given optimal solution). These terms include the amortization factor, the size of the component ($S$ [kW]), and the specific cost of the component ($c$ [€/kW]).
The second part concerns the investments in the central unit (Equation (44)). As observed, this equation includes the variable and fixed costs related to the ICE, BOI, and DHN of the central unit, as well as the investment costs associated to STp and TSstor.

The third part is concerned with the investment costs of the DHCN pipeline network (Equation (45)). This equation comprises the fixed costs (related to the existence or absence of a given pipeline connection) and the variable costs (related to the actual size of each pipeline connection and whether it is for heating or cooling).

\[
c_{\text{inv},c}(u) = \sum_j \left[ f_{\text{mgt}} \cdot X_{\text{mgt}}(j,u) \cdot c_{\text{mgt}}(j,u) + f_{\text{ice}} \cdot X_{\text{ice}}(j,u) \cdot c_{\text{ice}}(j,u) + f_{\text{hp}} \cdot X_{\text{hp}}(j,u) \cdot c_{\text{hp}}(j,u) + f_{\text{abs}} \cdot X_{\text{abs}}(j,u) \cdot c_{\text{abs}}(j,u) + f_{\text{boi}} \cdot S_{\text{boi}}(u) \cdot c_{\text{boi}} + f_{\text{cc}} \cdot S_{\text{cc}}(u) \cdot c_{\text{cc}} + f_{\text{pwp}} \cdot S_{\text{pwp}}(u) \cdot c_{\text{pwp}} + f_{\text{stp}} \cdot S_{\text{stp}}(u) \cdot c_{\text{stp}} + f_{\text{ts}} \cdot S_{\text{ts}}(u) \cdot c_{\text{ts}} + f_{\text{ct}} \cdot S_{\text{ct}}(u) \cdot c_{\text{ct}} \right]
\]

Equation (43) represents the total annual maintenance cost related to a given user and comprises the maintenance cost associated to each considered component. This latter cost is considered proportional to the total amount of product from the component. Equation (47) contains the terms related to the maintenance costs of ICE and BOI, both from the central unit. These costs are also proportional to the total amount of product from each component.

\[
c_{\text{man},c}(u) = c_{\text{man},\text{mgt}}(u) + c_{\text{man},\text{ice}}(u) + c_{\text{man},\text{boi}}(u) + c_{\text{man},\text{hp}}(u) + c_{\text{man},\text{pwp}}(u) + c_{\text{man},\text{ctp}}(u) + c_{\text{man},\text{ct}}(u) + c_{\text{man},\text{cts}}(u) + c_{\text{man},\text{cts}}(u)
\]

Since the user’s electricity connection, in this case, has no direct link with the main electricity grid, all the operation costs/incomes related to buying/selling electricity to the grid is now concentrated exclusively in the DS (Equation (42)). With that in mind, the total annual operation cost is derived only from fuel-related costs and can also be split into the operation costs of the users (Equation (48)) and the operation costs of the central unit (Equation (49)).

\[
c_{\text{ope},c}(u) = \sum_{m,d,h} [c_{\text{fue},\text{chp}}(m) \cdot (F_{\text{chp}}(m,d,h,u) + F_{\text{mgt}}(m,d,h,u))] + c_{\text{fue},\text{boi}}(m) \cdot F_{\text{boi}}(m,d,h,u)
\]

Equation (48) shows that the total annual CO2 emission due to electricity and fuel consumption is obtained through Equation (50).

\[
em_{\text{tot}} = em_{d} \cdot \sum_{m,d,h} [E_{\text{bgr}}(m,d,h) - E_{\text{eic}}(m,d,h)] + em_{\text{fue},\text{chp}} \cdot \sum_{m,d,h,u} [F_{\text{chp}}(m,d,h,u)] + em_{\text{fue},\text{boi}} \cdot \sum_{m,d,h,u} [(F_{\text{boi}}(m,d,h,u) + F_{\text{boi},c}(m,d,h))] + em_{\text{fue},\text{cen}} \cdot \sum_{m,d,h} F_{\text{ice},c}(m,d,h)
\]

The CO2 emissions related to each type of fuel considered in this work (electricity and natural gas) are obtained in the specialized literature [47].

3. Case Study

Performing a MILP optimization through a mathematical model could be very time consuming, based on the detail level and the model complexity. One of the most influential characteristics is the time resolution (hours, weeks, months), which is strongly related
to the energy demands to be considered. Since environmental conditions are relevant for residential and tertiary sector energy systems, they require demand data based on an hourly period, whereas the industrial sector could only require a weekly or monthly time resolution.

In order to reduce the model complexity, which needs an hourly period, some typical days have been introduced to represent the whole year [48]. Therefore, in this case study, the year has been divided into 24 typical days of 24 h each, namely 12 working days and 12 non-working days, resulting in each month being composed of one working and one non-working day. This time subdivision works for all the variables used, excluding the variables related to the thermal storages, both heating and cooling, that take into account the whole year instead (please refer to Section 2.3).

The nine users taken into account are: town hall, main theatre, library, primary school, retirement home, town hall archive, main hospital, secondary school, and swimming pool (private owning).

The location of the nine users is shown in Figure 3, as well as the DHCN path (in red colour) that could be built. This path has been sketched taking into account road layouts, boiler rooms’ locations, and underground utilities’ positions (waterworks, gas network, etc.). The maximum distance between users and the central unit (C) is the one related to the town hall (user 1), which is roughly 2.5 km far from it.

![Figure 3. Possible connections for the DHCN pipelines.](image)
The thermal energy needed by buildings is used for space heating (demanded at a temperature of 65–70 °C) and for sanitary hot water and is supplied by the BOIs. On the other hand, CCs provide the cooling energy demanded just for space cooling during the summer period. The DHN and DCN operation temperature values have been set up for the simulations at 82 °C and 12 °C, respectively.

Through electricity sharing, users constitute an EC in which the aim is to fulfill the whole electric energy demand. Users that are producing an energy surplus send it to a distribution substation (cabled with the grid), which distributes the electricity to other EC users using the grid structure. This energy sharing avoids electricity purchasing from the grid until the demands are satisfied. If more energy is needed, users can purchase it from the grid; alternatively, if there is an unconsumed surplus, they can sell it to the grid, both through the distribution substation.

Inside the EC, the user receiving electricity does not pay for the energy received from a producing user. Such a sharing structure could allow users to save money because not all of them need to install cogeneration devices and PVp; furthermore, it allows them to choose the size of the devices more appropriately according to the users’ demands. The type and size of the devices must fit these demands, otherwise their installation will not be appropriate.

Table 2 shows the yearly demands of electric, thermal, and cooling energies of the nine users considered. The electricity demands do not take into account the CCs’ requirement regarding the cooling energy production. Hospital electricity demand represents 75% of the total amount, followed by the theatre, with 7%, while others are around 2–4% each. Regarding thermal and cooling demands, the hospital is the most energy-intensive user, which is followed by the secondary school with 11% (thermal demand) and by the retirement home with 7% (cooling demand). The summer break in the school activities leads to no cooling demands for both the institutes, just as the swimming pool, which does not need cooling all year long.

**Table 2. Energy demands for each user (all values in kWh).**

<table>
<thead>
<tr>
<th>Users</th>
<th>Electricity Year Demands</th>
<th>Heating Year Demands</th>
<th>Cooling Year Demands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Town Hall</td>
<td>346,640</td>
<td>618,856</td>
<td>148,456</td>
</tr>
<tr>
<td>Theatre</td>
<td>852,208</td>
<td>947,744</td>
<td>457,688</td>
</tr>
<tr>
<td>Library</td>
<td>492,240</td>
<td>523,768</td>
<td>112,364</td>
</tr>
<tr>
<td>Primary School</td>
<td>73,808</td>
<td>926,912</td>
<td>0</td>
</tr>
<tr>
<td>Retirement Home</td>
<td>489,048</td>
<td>637,364</td>
<td>173,404</td>
</tr>
<tr>
<td>Archive</td>
<td>82,516</td>
<td>387,296</td>
<td>70,652</td>
</tr>
<tr>
<td>Hospital</td>
<td>8,840,228</td>
<td>23,992,246</td>
<td>1,475,532</td>
</tr>
<tr>
<td>Secondary School</td>
<td>410,271</td>
<td>3,603,948</td>
<td>0</td>
</tr>
<tr>
<td>Swimming Pool</td>
<td>126,236</td>
<td>360,812</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>11,713,195</td>
<td>31,998,946</td>
<td>2,446,096</td>
</tr>
</tbody>
</table>

The energy demands for all users have profiles typical of European continental climate. In fact, as observed in Figure 4, since the summer daylight is longer than in winter, there are more electricity requirements during the winter season. A similar trend is noticeable for the heating demands. The cooling demands are considerable from May to September instead, with June, July, and August being the most cooling-intensive months. The other months of the year comprise a lower cooling demand (around 700 kWh per day) due to the hospital needs. The building energy patterns are different from one another because of the thermal insulation, the occupancy factor, night lighting, etc.

As stated in Section 2.1, the installed devices should have fixed and variable sizes, depending on the model. The optimization process gives the number of fixed size machines and the final dimension of the variable size ones (CCs, BOIs, TStors). Up to six devices of the same kind can be installed at each user location, choosing from a look-up table (reported in Table 3) containing the size values which are based on the user peak demands.
Figure 4. Heating, electricity, and cooling demands for the nine buildings together. Two representative days per month.

Table 3. Sizes of components for each user in accordance with their peak demands [kW] (Adapted from [6]).

<table>
<thead>
<tr>
<th>Users</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MGT</td>
</tr>
<tr>
<td>1</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
</tr>
<tr>
<td>8</td>
<td>65</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
</tr>
</tbody>
</table>

The devices investment costs are comprehensive of transportation, installation, commissioning, etc., while maintenance costs have been considered proportional to the energy produced by the devices.

Operating costs have been taken into account as proportional to the fuels and electricity costs, while the investment costs' amortization factors are based on the components' lifespans and on the interest rate. The latter have been set up to 6% as a summation of the real interest rate (4%) and of a risk rate (2%). DHCN lifespan duration has been chosen to be 30 years long, 20 years for PVp and STp, 15 years for MGTs, ICEs, ABSs, and HPs, and, finally, 10 years for CCs and BOIs.

Currently, it is not possible to consider the energy market prices because they do not reflect the common conditions that should be found in a normal dynamic before the pandemic. Natural gas average market values of 0.06 €/kWh and 0.045 €/kWh have been
adopted for BOIs and cogeneration devices, respectively, while a value of 0.17 €/kWh has been assumed for the purchase of electricity. Since the prices for selling electricity to the main grid depend on the contract conditions, a significantly lower price of 0.10 €/kWh has been selected with respect to the one relating to the purchase of electricity.

CO₂ emissions are proportional to the electricity and natural gas consumption. A value of 0.356 kg CO₂/kWh has been adopted for the electricity purchased from the grid as an average between the values relative to the period 2011–2017 [47], while a value of 0.200 kg CO₂/kWh has been selected for the natural gas used to feed BOIs and cogeneration devices [49].

4. Results and Discussions

The optimization conducted in this study has an hourly resolution and considers two typical days per month to represent an entire year of operation for the EC. The two typical days are intended to correspond to one working and one non-working day for each month. In each studied case, the optimization determined the optimal configuration and operation strategy for the EC. The aim of the objective function was to optimize the total annual cost for owning, operating, and maintaining the whole EC system.

In a previous study (Casisi et al. [6]), the model was developed and optimized. However, in order to perform comparisons, new simulations were performed using their model, though now with updated energy demand inputs (electricity, heat, cooling). Then, with the modifications made to this model (as described in Section 2), it was possible to simulate a scenario where all users within the EC share electricity among them. For that reason, this section focuses on the comparison of three optimal solutions for the following EC scenarios:

1. Conventional solution (CS);
2. Energy Community Solution (ECS);
3. Sharing Electricity Solution (SES).

ECS refers to the most complete scenario analysed by Casisi et al. [6]. SES is based on ECS but with the implementation of the sharing electricity methodology described in Section 2.5. CS is also based on ECS; however, when it comes to equipment, the model is allowed to deal only with BOIs, CCs, and TStors at the user level (there is no district pipelines network). All simulations were performed through X-press software [50], using Mosel programming language [51], and accepting a 2% gap. The PC used to run all simulations is provided with an Intel Xeon CPU 3.3 GHz, 32 GB of RAM memory, and Windows 10 Pro for Workstations. Although using a relatively good computer, the computation time may be as short as a few hours or as long as one week, as it depends on several aspects; moreover, a previous research published in 2019 [52] presented a possible alternative to cope with such a situation.

4.1. Superstructure for Each EC Scenario Plus DHCN Diagrams

Before examining the figures of the results, it is relevant to keep in mind the pictured scenarios and the main differences among them. All scenarios are designed to fully cover the electricity, heat, and cooling demands of each user within the EC. As mentioned in the last section, the scenarios are CS, ECS, and SES.

The CS scenario has the aim of representing reality for most cases nowadays. Here, all the electricity, heat, and cooling demands are covered by electricity bought from the electric grid, a local BOI, and a local CC, respectively. In order to support the BOI and CC, heat and cooling storages were also considered (Figure 5). As observed, in this case, there is no connection among the users, i.e., there are no DHCN pipelines connecting them. This scenario was included to serve as a base case for the other two scenarios, i.e., to help in the assessment of the actual improvements provided by the proposed enhanced scenarios.
The ECS scenario refers to the most complete one proposed by Casisi et al. [6]. In this scenario (Figure 6), each user can own a set of polygeneration components to cover their demands and share energy with the other users within the EC (through the DHCN). The ECS scenario is also provided with a central unit which is also connected to the DHN (a detailed explanation of this superstructure is presented in Section 2). However, a crucial limitation of this scenario is the lack of sharing electricity among the users.

For this reason, and based on the ECS scenario, the SES one (Figure 1) was developed so that users have no direct connection with the electric grid. Instead, the electricity connection of all nine users with the electric grid is managed by the distribution substation (DS). The DS has the task of covering the electricity demand of each user by either buying it from the electric grid or by transferring the electricity surplus from other user(s) within the EC (the methodology is better described in Section 2.3). As specified in Section 3, the EC comprises nine users distributed throughout the city centre of Pordenone, Italy (Figure 3). The simulated ECS and SES scenarios also provided an optimal configuration for the pipelines of the DHCN (Figure 7), i.e., based on the minimization of the economic objective function, the optimizer decided which users can be interconnected and the amount of energy transferred through these pipelines.
As specified in Section 3, the EC comprises nine users distributed throughout the city centre of Pordenone, Italy (Figure 3). The simulated ECS and SES scenarios also provided an optimal configuration for the pipelines of the DHCN (Figure 7), i.e., based on the minimization of the economic objective function, the optimizer decided which users can be interconnected and the amount of energy transferred through these pipelines.

The DHCN configuration presented in Figure 7 shows the interconnections among users for the optimal solution derived from the ECS scenario (left) and SES scenario (right). As observed, in both cases, the users were divided into two parts: (1) users from 1 to 6; (2) users from 7 to 8 plus a central unit. The reason for this is most likely the physical distance between the users comprising these two parts. To have an idea, the shortest distance between users from the two parts (user 4 to user 8) is about 1000 m, while the average distance among users within each part is about 400 m. Installing pipelines between them would certainly increase the total cost objective function as well as the heat losses from thermal energy transferred through pipelines. Comparing both scenarios, it is possible to recognize that the scenario with the implementation of sharing electricity has one interconnection less (grey lines). It represents a reduction of 7.2% in the total annual cost with the DHCN (which corresponds to about 77.6 k€). Moreover, although both optimal solutions resulted in the same number of heating pipeline connections (red arrows in Figure 7), the solution derived from the implementation of sharing electricity resulted in only four cooling pipeline connections (blue arrows in Figure 7), while the other solution resulted in six cooling pipeline connections.

4.2. The Three Scenarios: Results and Comparison

This section is intended to present the results of the three scenarios, since a comparison among them could be more meaningful to the reader. Tables 4–7 present the results regarding the total installed capacities of each component for both user k and the central
unit, the number of DHCN pipelines, the required/produced energy quantities, the main related costs, as well as the main related CO₂ emissions.

Table 4. Total installed capacities for all nine users. Optimal components’ configuration for the three studied scenarios.

<table>
<thead>
<tr>
<th>Component</th>
<th>Conventional Solution</th>
<th>Energy Community Solution</th>
<th>Sharing Electricity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICE (kW)</td>
<td>-</td>
<td>3270</td>
<td>3260</td>
</tr>
<tr>
<td>MGT (kW)</td>
<td>-</td>
<td>400</td>
<td>0</td>
</tr>
<tr>
<td>BOI (kW)</td>
<td>9460</td>
<td>352</td>
<td>302</td>
</tr>
<tr>
<td>ABS (kW)</td>
<td>-</td>
<td>875</td>
<td>1050</td>
</tr>
<tr>
<td>HP (kW)</td>
<td>-</td>
<td>665</td>
<td>770</td>
</tr>
<tr>
<td>CC (kW)</td>
<td>2954</td>
<td>161</td>
<td>130</td>
</tr>
<tr>
<td>PV panels (kWp)</td>
<td>-</td>
<td>1359</td>
<td>1315</td>
</tr>
<tr>
<td>ST panels (m²)</td>
<td>-</td>
<td>77</td>
<td>14</td>
</tr>
<tr>
<td>TStor (kWh)</td>
<td>11,342</td>
<td>14,855</td>
<td>13,052</td>
</tr>
<tr>
<td>Cstor (kWh)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5. Optimal configuration for the central unit and DHCN pipelines.

<table>
<thead>
<tr>
<th>Component</th>
<th>Conventional Solution</th>
<th>Energy Community Solution</th>
<th>Sharing Electricity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central pipe size (kW)</td>
<td>-</td>
<td>4495</td>
<td>5658</td>
</tr>
<tr>
<td>Central ICE (kW)</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Central BOI (kW)</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ST field (m²)</td>
<td>-</td>
<td>9966</td>
<td>11,546</td>
</tr>
<tr>
<td>Central TStor (kWh)</td>
<td>-</td>
<td>30,543</td>
<td>30,984</td>
</tr>
<tr>
<td>DHN pipes (n°)</td>
<td>-</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>DCN pipes (n°)</td>
<td>-</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 6. Optimal energy magnitudes for the three analysed scenarios. Values refer to the total energy for a whole year.

<table>
<thead>
<tr>
<th>(MWh)</th>
<th>Conventional Solution</th>
<th>Energy Community Solution</th>
<th>Sharing Electricity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity produced—ICE</td>
<td>-</td>
<td>15,903.2</td>
<td>16,027.5</td>
</tr>
<tr>
<td>Electricity produced—MGT</td>
<td>-</td>
<td>1431.9</td>
<td>0</td>
</tr>
<tr>
<td>Electricity produced—PV</td>
<td>-</td>
<td>435.6</td>
<td>421.2</td>
</tr>
<tr>
<td>Electricity bought</td>
<td>12,528.6</td>
<td>231.5</td>
<td>35.6</td>
</tr>
<tr>
<td>Total electricity IN</td>
<td>12,528.6</td>
<td>18,002.2</td>
<td>16,484.4</td>
</tr>
<tr>
<td>Electricity required—CC</td>
<td>815.4</td>
<td>35.5</td>
<td>50.7</td>
</tr>
<tr>
<td>Electricity required—HP</td>
<td>-</td>
<td>631.0</td>
<td>916.5</td>
</tr>
<tr>
<td>Electricity sold</td>
<td>-</td>
<td>5622.5</td>
<td>3804.0</td>
</tr>
<tr>
<td>Total electricity OUT</td>
<td>815.4</td>
<td>6289.0</td>
<td>4771.2</td>
</tr>
<tr>
<td>Electricity demand</td>
<td>11,713.2</td>
<td>11,713.2</td>
<td>11,713.2</td>
</tr>
<tr>
<td>Heat produced—ICE</td>
<td>-</td>
<td>23,913.9</td>
<td>23,859.2</td>
</tr>
<tr>
<td>Heat produced—MGT</td>
<td>-</td>
<td>1598.8</td>
<td>0</td>
</tr>
<tr>
<td>Heat produced—BOI</td>
<td>32,079.3</td>
<td>187.1</td>
<td>253.9</td>
</tr>
<tr>
<td>Heat produced—HP</td>
<td>-</td>
<td>895.9</td>
<td>1670.3</td>
</tr>
<tr>
<td>Heat produced—STp</td>
<td>-</td>
<td>16,038.1</td>
<td>18,461.6</td>
</tr>
<tr>
<td>Total heat IN</td>
<td>32,079.3</td>
<td>42,633.8</td>
<td>44,245.0</td>
</tr>
<tr>
<td>Heat required—ABS</td>
<td>-</td>
<td>2159.1</td>
<td>2333.2</td>
</tr>
<tr>
<td>Heat waste</td>
<td>6950.1</td>
<td>6950.1</td>
<td>8443.3</td>
</tr>
<tr>
<td>Total heat OUT</td>
<td>0</td>
<td>9109.2</td>
<td>10,776.5</td>
</tr>
<tr>
<td>Heat demand</td>
<td>31,998.9</td>
<td>31,998.9</td>
<td>31,998.9</td>
</tr>
</tbody>
</table>
Table 6. Cont.

<table>
<thead>
<tr>
<th>(MWh)</th>
<th>Conventional Solution</th>
<th>Energy Community Solution</th>
<th>Sharing Electricity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooling produced—CC</td>
<td>2446.1</td>
<td>106.5</td>
<td>152.1</td>
</tr>
<tr>
<td>Cooling produced—ABS</td>
<td>-</td>
<td>1312.6</td>
<td>1631.6</td>
</tr>
<tr>
<td>Cooling produced—HP</td>
<td>-</td>
<td>857.6</td>
<td>677.0</td>
</tr>
<tr>
<td>Total cooling IN</td>
<td>2446.1</td>
<td>2476.7</td>
<td>2460.7</td>
</tr>
<tr>
<td>Cooling waste</td>
<td>0</td>
<td>17.8</td>
<td>6.0</td>
</tr>
<tr>
<td>Cooling demand</td>
<td>2446.1</td>
<td>2461.1</td>
<td>2446.1</td>
</tr>
<tr>
<td>Fuel required—ICE</td>
<td>-</td>
<td>43,823.4</td>
<td>43,855.2</td>
</tr>
<tr>
<td>Fuel required—MGT</td>
<td>-</td>
<td>4348.5</td>
<td>0</td>
</tr>
<tr>
<td>Fuel required—BOI</td>
<td>33,683.1</td>
<td>196.9</td>
<td>267.2</td>
</tr>
</tbody>
</table>

Table 7. Optimal economic and environmental results of the three studied scenarios.

<table>
<thead>
<tr>
<th></th>
<th>Conventional Solution</th>
<th>Energy Community Solution</th>
<th>Sharing Electricity Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total CHP NG cost (k€/y)</td>
<td>-</td>
<td>2167.7</td>
<td>1973.5</td>
</tr>
<tr>
<td>Total BOI NG cost (k€/y)</td>
<td>2026.1</td>
<td>11.8</td>
<td>16.0</td>
</tr>
<tr>
<td>Total bought electricity cost (k€/y)</td>
<td>2129.9</td>
<td>39.4</td>
<td>6.0</td>
</tr>
<tr>
<td>Total sold electricity revenue (k€/y)</td>
<td>-</td>
<td>562.2</td>
<td>380.4</td>
</tr>
<tr>
<td>Total operating cost (k€/y)</td>
<td>4155.9</td>
<td>1656.7</td>
<td>1989.5</td>
</tr>
<tr>
<td>Total maintenance cost (k€/y)</td>
<td>36.9</td>
<td>164.4</td>
<td>163.4</td>
</tr>
<tr>
<td>Total recovered capital (k€/y)</td>
<td>177.8</td>
<td>563.1</td>
<td>525.6</td>
</tr>
<tr>
<td>Total annual investment cost (k€/y)</td>
<td>1392.5</td>
<td>5407.5</td>
<td>5092.1</td>
</tr>
<tr>
<td>Total annual network cost (k€/y)</td>
<td>-</td>
<td>1079.8</td>
<td>1002.2</td>
</tr>
<tr>
<td>Total annual cost (k€/y)</td>
<td>4370.7</td>
<td>2384.1</td>
<td>2304.1</td>
</tr>
<tr>
<td>Emissions from electricity bought (t/y)</td>
<td>4460.2</td>
<td>82.4</td>
<td>12.7</td>
</tr>
<tr>
<td>Saved emissions from electricity sold (t/y)</td>
<td>-</td>
<td>2001.6</td>
<td>1354.2</td>
</tr>
<tr>
<td>Emissions from NG combustion (t/y)</td>
<td>6821.1</td>
<td>9770.5</td>
<td>8912.7</td>
</tr>
<tr>
<td>Total annual emissions (t/y)</td>
<td>11,281.2</td>
<td>7851.3</td>
<td>7571.2</td>
</tr>
</tbody>
</table>

Table 4 shows the total installed capacities for the nine EC users and the three analysed scenarios, while Table 5 presents the optimal configuration for the central unit and DHCN pipelines. Based on the superstructure presented in Figures 1, 5 and 6, the optimizer defined the best configuration in terms of the minimization of the total annual cost. As depicted in Figure 5 and presented in Tables 4 and 5, the CS scenario is allowed to work only at the user level (no central unit or DHCN pipelines) and is limited to four types of components to cover heating and cooling demands plus the electricity bought from the grid. By comparing these results with the other two scenarios, it is possible to observe the substantially higher capacities needed for BOI and CC. Although fewer components are needed in the CS scenario, its total annual cost is almost doubled when compared to the other two scenarios. As can be easily inferred, this is due to the higher amounts of gas and electricity required, although the optimal solution has also included heat storage.

An analysis of the total installed capacity results from the ECS and SES scenarios can be achieved by keeping the focus on Table 4. By comparing their respective columns, it is possible to observe that the total installed capacity of each component was reduced with the implementation of the sharing electricity methodology, except for the ABSs and HPs. Although the total installed capacity of the ABSs is increased (by 20%), the number of installed units is actually reduced (by 17%). The results from the ECS scenario show that the total installed capacity of 875 kW for ABSs is, in reality, divided among five users. Users 1–3 (see Figure 7) received one ABS unit each, while users 5 and 7 received four and five ABS units, respectively. When it comes to the SES scenario, the results show that the 1050 kW of the total installed capacity of ABS is spread between only two users. Users 2 and 7 received five ABS units each. As depicted in Figure 7, the ABS units installed for user 2 are intended to feed part of its cooling demand and send the remaining cooling energy to nearby users through the DCN, whereas the ABS units installed for user 7 are...
intended to only feed part of its cooling demand. In summary, on one hand, the optimal solution installed 12 ABS units for the ECS scenario (spread among five users), while, on the other hand, it installed 10 ABS units for the SES scenario (divided into two users).

When it comes to HPs, the optimal solution increased the total installed capacity by 16% and also increased the total number of installed HP units by 25% when comparing the ECS and SES scenarios. In order to understand this result, it is essential to keep in mind the following: one of the main achievements (for the EC) derived from the implementation of the sharing electricity methodology presented in Section 2.5 was the increased amount of consumed electricity originated from self-production within the EC. To have a clearer picture of such a fact, the reader may look at Table 6. This table is divided into four sections dedicated to the electricity, heat, cooling, and fuel energy magnitudes. From the electricity section, it is possible to observe that, comparing the optimal results from the ECS and SES scenarios, the total electricity bought and sold by the EC decreased by 85% and 32%, respectively, when users are allowed to share electricity among each other. In other words, the EC is relying substantially less on the external electric grid to cover its electricity demands, and about 1/3 of the electricity sold in the scenario without sharing electricity is used within the EC based on sharing electricity.

Table 5 shows the optimal configuration when it comes to the central unit and DHCN pipelines. The amount of heat transmitted through the central pipeline and the size of the solar thermal field installed in the central unit are, respectively, 26% and 16% higher for the scenario with sharing electricity. In fact, the optimal solution for the SES scenario reduced the installed capacities of cogeneration systems and boilers. User 7 (hospital), for example, did not receive MGT in the solution with sharing electricity. As user 7 makes part of the group of users connected with the central unit (Figure 7), and it is possible to infer that the reduction in cogeneration systems and BOIs had compensation, with more heat coming from the central unit. Regarding the number of DHCN pipelines, the reader is invited to refer to Section 4.1.

Table 6 presents the optimal total energy magnitudes for the three scenarios. Rows-wise, the table is divided into four main sections concerning electricity, heat, cooling, and fuel figures. As mentioned in Section 4.1, the CS scenario comprises only BOIs, CCs, TStors and CStors, which means that the whole demand must be taken from the utility supplier. For this reason, the amount of electricity and gas that must be purchased is substantially higher when compared to the other scenarios. Consequently, the amount of CO₂ emissions in this scenario is 44% and 49% higher when compared to the ECS and SES scenarios, respectively (see Table 7).

Before analysing the ECS and SES scenarios, it is important to properly understand the meaning of the rows “Total IN” and “Total OUT” (Table 6). For the case of electricity, the first one means the total amount produced locally (by the EC) plus the amount purchased from the electric grid. The second one means the amount of electricity required by the CCs and HPs plus the total electricity sold to the grid. As observed in Table 6, the total electricity IN, for the scenario with sharing electricity (SES), is 8.5% lower compared to the one without sharing electricity (ECS), while the total electricity OUT is 24% lower. If the focus is kept only on the electricity bought/sold from/to the grid (SES scenario), it is possible to see that they were 85%/32% lower, respectively, if compared to the ECS scenario. This result shows the effect on the energy dispatch in the electric grid, i.e., less electricity is allocated to the grid by the EC and less electricity must be found in the grid in order to cover the EC demand.

With the aim to make the effect on the electricity exchange more evident to the reader, Figures 8 and 9 were included to demonstrate the behaviour of the electricity bought and sold throughout a year. Figure 8 represents the electricity exchange between the EC and the electric grid for the scenario without sharing electricity (ECS), while Figure 9 represents the scenario with sharing electricity (SES). Since the hourly behaviour of an entire year is represented by 12 months made of two typical days each (working and non-working days), the total number of hours presented in both graphs is 576.
Moreover, as observed also in Figure 8, the curves of total electricity bought and sold are more prominent if compared with the equivalent curve in Figure 9 (with sharing electricity). The total electricity sold in Figure 8 (without sharing electricity) is more evident. The total electricity sold in Figure 8 (without sharing electricity) is more prominent if compared with the equivalent curve in Figure 9 (with sharing electricity). The total electricity sold in Figure 8 (without sharing electricity) is more prominent if compared with the equivalent curve in Figure 9 (with sharing electricity). The total electricity sold in Figure 8 (without sharing electricity) is more prominent if compared with the equivalent curve in Figure 9 (with sharing electricity).

Figure 8. Total electricity bought and sold by all EC users together (ECS scenario—without sharing electricity).

Figure 9. Total electricity bought and sold by the DS (SES scenario—with sharing electricity).

Another crucial aspect to bear in mind is that the curves in Figure 8 represent the total electricity bought and sold by all users together. In other words:

- Total electricity bought curve (blue one) \(\rightarrow\) summation of the electricity bought hourly by each building;
- Total electricity sold curve (orange one) \(\rightarrow\) summation of the electricity sold hourly also by each building.

Figure 9 also represents the total electricity bought and sold by the EC. However, there is a vital difference here. Since Figure 9 represents the EC with sharing electricity, the users have no direct connection with the main electric grid. Instead, as described in Section 2.3, the users are all connected to a distribution substation (DS) which manages the connection with the electric grid, i.e., the processes of buying and/or selling all the electricity demanded and/or produced by the EC. In other words, Figure 9 represents:

- Electricity bought curve (blue one) \(\rightarrow\) total electricity bought by the DS;
Electricity sold curve (orange one) → total electricity sold by the DS.

By comparing Figures 8 and 9, the effect of the presented sharing electricity methodology is evident. The total electricity sold in Figure 8 (without sharing electricity) is more prominent if compared with the equivalent curve in Figure 9 (with sharing electricity). Moreover, as observed also in Figure 8, the curves of total electricity bought and sold overlap throughout almost the entire year. This happens because, as the users in the ECS scenario are individually connected to the electric grid, at a given moment, a certain user might have an electricity surplus (and sell electricity to the grid) while another user does not cover its electricity demand with self-production (and buy electricity from the grid). On the contrary, this cannot happen to the EC based on the SES scenario. As explained in Section 2.5, the DS cannot buy and sell electricity at the same time. If there is an electricity surplus in the DS, the priority must be given to fulfill the electricity demand of the users within the EC. Only when every single user is fulfilled and there is still an electricity surplus is the DS allowed to sell it. This is the reason why Figure 9 does not present an overlap of the curves. Therefore, it is possible to infer that the EC based on sharing electricity (SES scenario) provides a higher amount of self-produced electricity available to its users. Thus, the optimizer can install more electricity-based components (CCs and HPs) to the detriment of the cogeneration ones. Such a fact can be observed in Table 6, where the EC based on the SES scenario supplied 43% and 45% more electricity to CCs and HPs, respectively.

The heat section in Table 6 shows the figures for produced, consumed, and demanded heat. The first thing that should be kept in mind is the fact that each heat-producing component has its efficiency, and, for that reason, they should produce more heat concerning the heat demand (as clearly observed in the column regarding the CS scenario). The second thing is the higher amount of heat produced by BOIs (+36%), HPs (+86%), and STp (+15%) when comparing ECS and SES scenarios. A higher amount of heat derived from HPs is consistent with the fact that more self-produced electricity is used within the EC. Although the optimizer devoted fewer STp to the EC users, the central unit received 16% more STp in the SES scenario. This increase in STp in the central unit together with a higher amount of heat produced by BOIs can assist in the compensation of fewer installed cogeneration components. Consequently, with higher amounts of produced heat and transported heat through the DHN (Figure 7), the heat wasted resulted in a 21.5% higher rate in the SES scenario.

The cooling section in Table 6 gives the values for produced, wasted, and demanded cooling energy. The cooling produced by CCs and ABSs is 43% and 8% higher for the SES scenario. The higher amount of cooling produced by CCs demonstrates the higher consumption of self-produced electricity within the EC, while the higher amount of cooling produced by the ABSs is a consequence of the higher amount of heat required by them. However, the cooling produced by the HPs was 21% lower for the SES scenario, which shows that the emphasis given to HPs had heat production as the focus. The cooling waste was considerably reduced (−66%) in the SES scenario, which is explained by the reduction in DCN pipelines from six to four.

Table 7 displays the optimal economic and environmental results obtained from simulations performed under the three considered scenarios. From the CS scenario outcomes, the only values that are lower than the respective ones from the other two scenarios are total maintenance cost, total recovered capital, total annual investment cost, and emissions from NG combustion. The first three figures are explained by the substantially lower number of components considered in the CS superstructure (Figure 5). The fourth figure (emissions from NG combustion) is explained by the same reason; however, in this scenario, a higher amount of electricity must be bought from the electric grid. Such a fact contributes to the total annual emissions that are, at least, 44% (or 3430 t/y) higher than the total ones from the other two scenarios.

By comparing the ECS and SES scenarios, Table 7 reveals the effect of the sharing electricity methodology, introduced in this paper, on the costs and emissions of the studied EC. Starting from the objective function (total annual cost), the optimization results showed
a reduction of 80 k€/y (−3.4%). Such a decrease was achieved by reductions in the installed components (with consequent decline of the maintenance and investment costs), number of DCN pipelines, and NG consumed by cogeneration systems. Another important contributor to such a reduction was the decreased total annual cost with electricity bought from the grid. The EC based on sharing electricity spent 85% less money buying less electricity from the grid, which allowed saving around 33 k€/y. The revenue from selling electricity to the grid was 32% lower; however, it is compensated by the higher self-consumption electricity within the EC. Despite such a total cost diminution, the total operation cost increased by 20% due to the higher amount of NG consumed by BOIs.

The situation regarding the total emissions was also improved. Dealing with the same comparison of scenarios, the total emissions derived from the electricity bought from the grid was reduced in 70 t CO₂/y (−85%), while the total emissions from NG combustion was reduced in 858 t CO₂/y (−9%). This last figure highlights the lower emissions at local level, i.e., the EC tends to burn less NG with the implementation of sharing electricity. Such a fact is made more evident with the sensitive analysis performed for the SES scenario (next section). Since the saved emissions due to electricity sold to the grid was also reduced (−32%), the effect on the total annual emissions was not so large. The implementation of the SES scenario allowed for a reduction of 280.1 t CO₂/y (−4%) in the total annual emissions.

4.3. Sensitive Analysis of the Sharing Electricity Solution

This section aims to investigate the performance behaviour of the EC, based on sharing electricity (SES scenario), when the prices of the utilities are altered. The optimization model receives, as inputs, the utility prices for gas, electricity bought, and electricity sold. As explained in Section 3, the price for gas is divided into two categories: gas for CHP components (ICEs and MGTs) and gas for BOIs. As shown in Figure 10, six scenarios were created to simulate variations in the utility prices and to compare these variations with the original sharing electricity scenario (SES).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Gas (CHP)</th>
<th>Gas (BOI)</th>
<th>Electricity bought</th>
<th>Electricity sold</th>
</tr>
</thead>
<tbody>
<tr>
<td>SES</td>
<td>0.045 €/kWh</td>
<td>0.06 €/kWh</td>
<td>0.17 €/kWh</td>
<td>0.10 €/kWh</td>
</tr>
<tr>
<td>SE30a</td>
<td>0.045 €/kWh</td>
<td>0.06 €/kWh</td>
<td>0.17 €/kWh</td>
<td>0.10 €/kWh</td>
</tr>
<tr>
<td>SE60a</td>
<td>0.045 €/kWh</td>
<td>0.06 €/kWh</td>
<td>0.17 €/kWh</td>
<td>0.10 €/kWh</td>
</tr>
<tr>
<td>SE30b</td>
<td>0.045 €/kWh</td>
<td>0.06 €/kWh</td>
<td>0.17 €/kWh</td>
<td>0.10 €/kWh</td>
</tr>
<tr>
<td>SE60b</td>
<td>0.045 €/kWh</td>
<td>0.06 €/kWh</td>
<td>0.17 €/kWh</td>
<td>0.10 €/kWh</td>
</tr>
<tr>
<td>SE30c</td>
<td>0.045 €/kWh</td>
<td>0.06 €/kWh</td>
<td>0.17 €/kWh</td>
<td>0.10 €/kWh</td>
</tr>
<tr>
<td>SE60c</td>
<td>0.045 €/kWh</td>
<td>0.06 €/kWh</td>
<td>0.17 €/kWh</td>
<td>0.10 €/kWh</td>
</tr>
</tbody>
</table>

Figure 10. Illustration of the original scenario (SES) plus the six additional ones where the sensitive analysis was based.

The original scenario (SES) was configured with the following utility prices (Figure 10): 0.045 €/kWh for gas-feeding CHP components, 0.06 €/kWh for gas-feeding boilers, 0.17 €/kWh for electricity bought, and 0.10 €/kWh for electricity sold. The sensitive scenarios were divided essentially into two categories: SE30 for price variations of 30% and SE60 for price variations of 60%. Then, these two categories were distributed into three subcategories: “a” (variations only in the price of electricity sold), “b” (variations only in the price of gas and electricity bought), and “c” (variations “a” and “b” together). For an easier understanding, Table 8 presents the values of the utility prices for each scenario.
Table 8. Utility prices for the original scenario (SES) plus the six additional ones. All values expressed in €/kWh.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Gas (CHP)</th>
<th>Gas (BOI)</th>
<th>Electricity Bought</th>
<th>Electricity Sold</th>
</tr>
</thead>
<tbody>
<tr>
<td>SES</td>
<td>0.045</td>
<td>0.06</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>SE30a</td>
<td>0.045</td>
<td>0.06</td>
<td>0.17</td>
<td>0.07</td>
</tr>
<tr>
<td>SE60a</td>
<td>0.045</td>
<td>0.06</td>
<td>0.17</td>
<td>0.04</td>
</tr>
<tr>
<td>SE30b</td>
<td>0.0585</td>
<td>0.078</td>
<td>0.221</td>
<td>0.10</td>
</tr>
<tr>
<td>SE60b</td>
<td>0.072</td>
<td>0.096</td>
<td>0.272</td>
<td>0.10</td>
</tr>
<tr>
<td>SE30c</td>
<td>0.0585</td>
<td>0.078</td>
<td>0.221</td>
<td>0.07</td>
</tr>
<tr>
<td>SE60c</td>
<td>0.072</td>
<td>0.096</td>
<td>0.272</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Figures 11–13 report the optimal configuration, in terms of installed capacity, for each component in each scenario (for both users and central unit). Figure 11 shows the behaviour of installed capacities for engines, absorption chillers, heat pumps, and PV panels (all of them at user level). As observed, the installed capacity of engines (ICE) is around the same for both reference scenarios (ECS and SES). However, the sensitive analysis showed that all scenarios with altered utility prices resulted in a reduction of around 15% of the installed capacity of engines. In order to understand it, the reader should keep in mind the increase in the prices for gas and electricity bought and the decrease in the price of electricity sold for the six scenarios presented in Table 8. With such price alterations, the optimizer does not identify the same advantage as before to self-produce more electricity to obtain the revenue by selling electricity to the grid. Instead, the optimizer suggests a configuration where the EC produces and sells less electricity. As an alternative, the optimizer proposes to use the non-sold electricity to feed more HPs. Indeed, the total installed capacity of HPs increases by 75% on average for the six sensitive scenarios. Moreover, the amount of electricity destined to feed HPs increased by almost three times (see Table 9).

![Figure 11](image-url)

Figure 11. Total installed capacities for engines, ABSs, HPs, and PVp in the 9 users together. Sensitive analysis for the two reference scenarios (ECS and SES) plus the results for six additional scenarios.

The decrease in gas consumption by BOIs and the increase in heat storage in the central unit are two key consequences for such an increase in the HPs’ installed capacity. Such a fact shows the tendency that the EC has to store electricity when there is no convenience to sell it to the grid. Since no electricity storage was considered for this EC, the optimal solution suggests the storage of heat by powering more HPs. Nevertheless, even in this way, the presence of a higher heat storage capacity prevents the optimizer to install even more HPs, since the EC can take part of the demanded heat from the heat storage.
The installed capacity of ABSs did not present a substantial variation (Figure 11). However, the scenarios SE30a and SE60a did not consider the installation of PVp in their optimal solution, as observed in Figure 11 also. These are the scenarios with alterations only in the price of electricity sold. Therefore, there is no advantage in putting PVp when such a low price for selling electricity is considered, since it is possible to obtain more electricity from the engines. Moreover, installing any additional component means higher costs in purchase, operation, and maintenance. On the contrary, the scenarios SE30b, SE60b, SE30c, and SE60c suggest a lot more PVp compared to the reference scenarios. The reason for this is the increase in the price required to buy gas and electricity. Now, the disadvantage is to install more CHP components and/or buy electricity from the grid. Even with the mentioned costs related to any additional component, producing a percentage of the electricity demand from PVp is now more advantageous since the objective function (total EC annual cost) can be kept at the lower possible value, given the imposed gap.

The installed capacity of ABSs did not present a substantial variation (Figure 11). Comparing the reference scenarios (ECS and SES) with the six sensitive scenarios, the ABS-installed capacity increased by approximately 9% on average, while its produced cooling increased by around 5% (Table 9). Bearing in mind the same comparison, the installed capacity of CCSs increased, on average, by 23% (Figure 12), and its produced cooling increased by 44% (Table 9). This is consistent with the same explanation for HPs,
i.e., the optimizer suggests selling less electricity in order to feed not only more HPs, but also more CCs. Regarding MGTs, as the ECS scenario is not provided with sharing electricity, the optimization found a better solution where two 200 kW MGTs each are placed in building 7 (hospital). However, none of the other scenarios comprise MGTs. One of the reasons for this fact is the higher purchasing price of MGTs, which are between 12% and 43% more expensive if compared with ICEs. Moreover, it is more economically advantageous when using the electricity received from other users rather than installing more CHP components (whether they are ICEs or MGTs).

### Table 9. Total annual energy magnitudes for electricity, heat, cooling, and fuel of the ECS (without sharing electricity) and SES (with sharing electricity) scenarios, as well as the six scenarios for the sensitive analysis. All values in MWh.

<table>
<thead>
<tr>
<th>Produced electricity</th>
<th>ECS</th>
<th>SES</th>
<th>SE30a</th>
<th>SE60a</th>
<th>SE30b</th>
<th>SE60b</th>
<th>SE30c</th>
<th>SE60c</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICE</td>
<td>15,903.2</td>
<td>16,027.6</td>
<td>13,995.6</td>
<td>13,960.6</td>
<td>12,993.7</td>
<td>12,715.8</td>
<td>12,577.2</td>
<td>12,695.7</td>
</tr>
<tr>
<td>MGT</td>
<td>1431.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PV</td>
<td>435.6</td>
<td>421.2</td>
<td>0</td>
<td>0</td>
<td>1108.0</td>
<td>1122.8</td>
<td>1153.1</td>
<td>1153.1</td>
</tr>
<tr>
<td>Electricity bought</td>
<td>231.5</td>
<td>35.6</td>
<td>15.1</td>
<td>34.4</td>
<td>56.4</td>
<td>53.7</td>
<td>135.4</td>
<td>48.1</td>
</tr>
<tr>
<td>Total electricity IN</td>
<td>18,002.2</td>
<td>16,484.4</td>
<td>14,010.8</td>
<td>13,995.0</td>
<td>14,158.1</td>
<td>13,892.3</td>
<td>13,865.6</td>
<td>13,896.8</td>
</tr>
<tr>
<td>Required electricity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC</td>
<td>35.5</td>
<td>50.7</td>
<td>46.2</td>
<td>57.9</td>
<td>50.3</td>
<td>49.9</td>
<td>67.0</td>
<td>48.7</td>
</tr>
<tr>
<td>HP</td>
<td>631.0</td>
<td>916.5</td>
<td>2124.5</td>
<td>2224.0</td>
<td>2039.2</td>
<td>2066.3</td>
<td>2012.0</td>
<td>2134.1</td>
</tr>
<tr>
<td>Electricity sold</td>
<td>5622.5</td>
<td>3804.0</td>
<td>126.9</td>
<td>0</td>
<td>355.4</td>
<td>62.9</td>
<td>73.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Total electricity OUT</td>
<td>6289.0</td>
<td>4771.2</td>
<td>2297.6</td>
<td>2281.8</td>
<td>2444.9</td>
<td>2179.1</td>
<td>2152.4</td>
<td>2183.7</td>
</tr>
<tr>
<td>Electricity demand</td>
<td>11,713.2</td>
<td>11,713.2</td>
<td>11,713.2</td>
<td>11,713.2</td>
<td>11,713.2</td>
<td>11,713.2</td>
<td>11,713.2</td>
<td>11,713.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Produced heat</th>
<th>ECS</th>
<th>SES</th>
<th>SE30a</th>
<th>SE60a</th>
<th>SE30b</th>
<th>SE60b</th>
<th>SE30c</th>
<th>SE60c</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICE</td>
<td>23,913.9</td>
<td>23,859.2</td>
<td>21,018.8</td>
<td>20,789.3</td>
<td>19,221.7</td>
<td>18,880.0</td>
<td>18,562.0</td>
<td>18,877.8</td>
</tr>
<tr>
<td>MGT</td>
<td>1598.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BOI</td>
<td>187.1</td>
<td>253.9</td>
<td>107.0</td>
<td>161.3</td>
<td>93.8</td>
<td>129.0</td>
<td>510.9</td>
<td>73.8</td>
</tr>
<tr>
<td>HP</td>
<td>895.9</td>
<td>1670.3</td>
<td>4548.2</td>
<td>4632.1</td>
<td>4339.3</td>
<td>4490.5</td>
<td>4322.3</td>
<td>4545.2</td>
</tr>
<tr>
<td>STp</td>
<td>16,038.1</td>
<td>18,461.6</td>
<td>24,319.9</td>
<td>24,358.9</td>
<td>27,569.2</td>
<td>28,612.5</td>
<td>29,458.0</td>
<td>28,778.3</td>
</tr>
<tr>
<td>Required heat</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABS</td>
<td>2159.1</td>
<td>2333.2</td>
<td>2408.0</td>
<td>2049.0</td>
<td>2359.8</td>
<td>2548.2</td>
<td>2400.4</td>
<td>2367.0</td>
</tr>
<tr>
<td>Wasted heat</td>
<td>6950.1</td>
<td>8443.3</td>
<td>13,795.5</td>
<td>14,198.5</td>
<td>15,039.2</td>
<td>15,627.0</td>
<td>16,393.8</td>
<td>15,965.1</td>
</tr>
<tr>
<td>Heat demand</td>
<td>31,998.9</td>
<td>31,998.9</td>
<td>31,998.9</td>
<td>31,998.9</td>
<td>31,998.9</td>
<td>31,998.9</td>
<td>31,998.9</td>
<td>31,998.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Produced cooling</th>
<th>ECS</th>
<th>SES</th>
<th>SE30a</th>
<th>SE60a</th>
<th>SE30b</th>
<th>SE60b</th>
<th>SE30c</th>
<th>SE60c</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>106.5</td>
<td>152.1</td>
<td>135.8</td>
<td>173.6</td>
<td>150.8</td>
<td>149.7</td>
<td>200.9</td>
<td>146.0</td>
</tr>
<tr>
<td>ABS</td>
<td>1512.6</td>
<td>1631.6</td>
<td>1685.9</td>
<td>1435.1</td>
<td>1651.9</td>
<td>1784.2</td>
<td>1676.8</td>
<td>1655.2</td>
</tr>
<tr>
<td>HP</td>
<td>857.6</td>
<td>677.0</td>
<td>631.7</td>
<td>846.8</td>
<td>656.3</td>
<td>521.0</td>
<td>589.8</td>
<td>672.3</td>
</tr>
<tr>
<td>Wasted cooling</td>
<td>17.8</td>
<td>6.0</td>
<td>7.3</td>
<td>8.3</td>
<td>9.1</td>
<td>8.0</td>
<td>14.8</td>
<td>18.5</td>
</tr>
<tr>
<td>Cooling demand</td>
<td>2446.1</td>
<td>2446.1</td>
<td>2446.1</td>
<td>2446.1</td>
<td>2446.1</td>
<td>2446.1</td>
<td>2446.1</td>
<td>2446.1</td>
</tr>
<tr>
<td>Required fuel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICE</td>
<td>43,823.4</td>
<td>43,855.2</td>
<td>38,518.0</td>
<td>38,229.6</td>
<td>35,421.6</td>
<td>34,731.5</td>
<td>34,236.8</td>
<td>34,706.0</td>
</tr>
<tr>
<td>MGT</td>
<td>4348.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BOI</td>
<td>196.9</td>
<td>267.2</td>
<td>112.6</td>
<td>169.7</td>
<td>98.7</td>
<td>135.8</td>
<td>537.8</td>
<td>77.6</td>
</tr>
</tbody>
</table>

The installed capacity of BOIs is defined so that it can cover the heat gap (between heat produced by other components and the heat demand) when it is economically viable. In order to have an idea, BOIs cover the total heat demand in the CS scenario. For this one, the installed capacity of BOIs was 9460 kW (Table 4) while the average between all the other scenarios is around 360 kW (Table 9). Comparing the reference scenarios (ECS and SES) and the six sensitive ones (Figure 12), the installed capacity of BOIs varies up to an increment of about 55%. However, by analysing the amount of heat produced by BOIs (Table 9), it is possible to see that, for the same comparison, the heat produced decreases in the range of 37–70%, except for scenario SE30c, where the optimal size of the ICEs is the minimum.
A possible reason is the substantial increase in heat storage in the central unit (Figure 13). Although the heat storage at the user’s level decreases in a range between 5% and 24%, the heat storage at the central unit increases by up to 100%. This higher storage capacity can compensate for the necessity of burning more gas to obtain the desired amount of heat. This effect is even more evident for the sub-DHN made up by the buildings 7–9, for which total heat demand amounts to 87% of the total heat demand of the entire EC. These buildings are directly connected to the central unit through one of the two sub-DHN (Figure 7), and this is the main reason why the optimization result suggests such an increase in the heat storage of the central unit, as well as an increase in the STp installed in the central unit, as explained next.

Solar thermal panels (STp) should be evaluated at both user (Figure 12) and central level (Figure 13). Moreover, two crucial aspects should be kept in mind: the model is configured to install more PVp than STp at user level; and there is a restriction regarding the total available rooftop area at user location. This can be observed in Figures 11 and 12, i.e., a lot more PVp are installed to the detriment of STp, except for scenarios SE30a and SE60a. Therefore, the alteration only in the price of electricity sold results in more heat and electricity being obtained from ICES (Table 9), i.e., the optimizer concludes that it is more economically advantageous to give more fuel to the ICES rather than installing PVp and STp. Nevertheless, the total heat produced by STp (Table 9) increased by 58%, on average, for the six sensitive scenarios in comparison with the two reference ones. Figure 13 adds additional pieces of information to explain this fact. As noted, the installed capacity of STp in the central unit also increased by around 58%, which provides a great amount of heat to be distributed to users through the DHN.

Figure 14 shows the behaviour of the total cost of electricity bought and total revenue obtained from electricity sold to the grid by the entire EC. What stands out in the figure is the influence that the implementation of sharing electricity among users (by comparing ECS and SES scenarios) imposes on the overall performance of the EC. The SES scenario allowed the EC to spend 85% less money per year by buying less electricity from the grid, although the revenue from electricity sold to the grid decreased by 32%. However, this lower income is an indication that the EC is using a higher percentage of the self-produced electricity to feed its members.

![Figure 14](image_url)  
**Figure 14.** Total annual cost of electricity bought and sold by the EC. Sensitive analysis for the two reference scenarios (ECS and SES) plus the results for six additional scenarios.

Figure 14 also presents the behaviour of the six sensitive scenarios for the EC. It is apparent from this figure that the variation on the utility prices plays an important role in the amount of electricity exchanged between EC and electric grid. As explained in the assessment of Figure 11, the variation of utility prices tends to guide the optimization to a solution where a greater amount of self-produced electricity is used within the EC.
Still, in Figure 14, the EC buys and sells very few amounts of electricity in the SE30a
and SE60a scenarios. As shown in Table 9, the “Total electricity IN” for these two scenarios
is around 15% lower when compared to the SES scenario. This is directly related to the lower
electricity produced from ICEs. With the lower price for selling electricity, the optimizer
finds that there is no longer advantage on selling electricity produced by ICEs. Instead,
the EC can burn a lower amount of gas to generate electricity and heat, buy few amounts
of electric energy when it is needed, and still use a considerable amount of self-produced
electricity to drive electric-based equipment.

The scenarios SE30b, SE60b, SE30c, and SE60c presented the same tendency as the first
two scenarios, i.e., lower electricity produced from ICEs. Another important aspect from
the results of these four scenarios is the presence of a considerable amount of electricity
produced from PVp. As can be noted in Table 9, in these four cases, the optimizer found it
more interesting to lower the amount of electricity generated from ICEs to compensate it
with PVp. Then, the following question may arise: considering that these four scenarios
have higher prices for gas and electricity, why does the EC buy more electricity (comparing
to the SES scenario) in these four scenarios? The answer is relatively simple: at some
hours of the year, the optimizer finds that it is more economically advantageous to buy
the missing amount of electricity needed to cover the demand from the grid rather than
installing more ICE and/or PVp units. Then, the different behaviours of the total electricity
sold, among the six sensitive scenarios, will depend on whether the solution prescribes a
higher or lower electricity consumption by HPs and/or CCs.

Figure 15 provides an overview of the total costs related to the operation, maintenance,
and purchase of the energy systems of the entire EC, as well as the total cost of the DHCN
and the total annual recovered capital. Starting by comparing the scenarios ECS and SES,
it is possible to observe that the costs were slightly affected by the implementation of the
sharing electricity. The maintenance costs remained the same, while the investment with
components and the network (DHCN) costs decreased, respectively, by 6% and 7%. This
is explained by the lower installed capacity (SES scenario) for some of the components.
However, the operation costs increased by around 20%. The reason for this is twofold:
(1) increase in the installed capacity of some of the components; (2) increase of 35% in the
fuel requested by BOIs.

The reader is now invited to keep the focus on the six sensitive scenarios (Figure 15).
The first and easier analysis is about the lower values for scenarios SE30a and SE60a.
The purchase utility prices were not varied; however, only the price of electricity sold.
Therefore, it is straightforward to observe that, in these cases, the total annual costs reported
in Figure 15 are slightly lower compared to the reference SES scenario. In contrast, the
remaining four sensitive scenarios (subcategories “b” and “c”) presented the higher annual
cost results, which are directly related to the higher prices of gas and electricity. This is especially true for the total annual operating costs, which were 32% higher (on average) than the “a” scenario and are directly associated to the price of the gas. Bearing the same comparison in mind, the total investment costs with components were, on average, 42% higher in the subcategories “b” and “c”. This is due to the considerable increase in the installed capacity of components such as ABSs, HPs, PVp, STp, and TStors.

One of the results presented in Figure 16 is the total annual cost of the entire EC. As noted, the three subcategories (“a”, “b”, and “c”) present approximately the same behaviour of the costs reported in Figure 15. By comparing with the scenario without sharing electricity (ECS), the scenarios SES, SE30a, and SE60a provide savings of 80, 31.6, and 23.2 k€/y, respectively, while the scenarios SE30b, SE60b, SE30c, and SE60c resulted in total annual cost increase of 456.8, 930.5, 457.4, and 929.6 k€/y. Analogously, as also reported in Figure 16, the scenarios SES, SE30a, and SE60a resulted in approximately the same level of total annual CO\textsubscript{2} emissions. However, in the scenarios SE30b, SE60b, SE30c, and SE60c, the EC emitted, on average, 9% less CO\textsubscript{2} per year (or 690 t CO\textsubscript{2}/y), which is in agreement with the lower gas consumption in these scenarios (Table 9 and Figure 17).

![Figure 16. Total annual CO\textsubscript{2} emissions and costs of the EC. Sensitive analysis for the two reference scenarios (ECS and SES) plus the results for six additional scenarios.](image1)

![Figure 17. Total annual CO\textsubscript{2} emissions from electricity bought and gas combustion, as well as saved emissions due to electricity sold. Sensitive analysis for the two reference scenarios (ECS and SES) plus the results for six additional scenarios.](image2)

Figure 17 shows the emissions picture in more detail. It is possible to note that, although the scenarios SE30a and SE60a resulted in the same level of total annual emissions
as scenario SES (Figure 16), the emissions due to gas combustion in this scenario was about 14% higher if compared to the same emissions for scenarios SE30a and SE60a (Figure 17). However, scenario SES (and scenario ECS) was provided with a compensation due to saved emissions by selling electricity. It is also easy to recognize that the emissions from gas combustion (Figure 17) follow the same pattern as the total annual emissions (Figure 16).

The effect on the electricity exchange between DS and electric grid is presented for each sensitive scenario (Figure 18). Following the same pattern of Figures 8 and 9, the behaviour of the electricity bought and sold, throughout a year, is represented by 12 months made of two typical days each (working and non-working days), so that the total number of hours presented in the graphs is 576.

Figure 18. Total electricity bought and sold by the DS. Behaviour according to sensitive scenarios SE30a, SE30b, SE30c, SE60a, SE60b, and SE60c.
In order to understand the reasons for such variations (Figure 18), the reader is encouraged to first analyse and compare subcategories “a” and “c”. Both of them are set up with reductions in the electricity sold price (Table 8); however, only subcategory “c” is set up with increases in the prices of gas and electricity bought. Thus, it is possible to note that subcategory “a” bought less electricity than “c”, even though “c” has higher utility prices. One reason for this is that, as the prices are higher, not only for electricity, but also for gas, the optimization is conducted to a solution where less gas is supplied to ICEs. In fact, the solutions for “c” received, on average, 10% less gas for ICEs than the solutions for “a” (Table 9). A consequence for this is less self-produced electricity within the EC, which leaves no choice if one cannot buy more electricity.

Subcategory “b” has no changes in the price of electricity sold; it has them only in the prices of gas and electricity bought (Table 8). In this scenario, the optimizer still finds advantages in selling more electricity and, in fact, scenario SE30b sells more electricity than all the other scenarios. When it comes to the electricity bought, subcategory “b” found a middle term between “a” and “c”, i.e., solutions in “b” suggest more gas to ICEs with respect to “c” but, at the same time, less gas to ICEs with respect to “a”. That is why scenario “b” bought more electricity than scenario “a” and less than scenario “c”.

5. Conclusions

The aim of the present research study was to apply a sharing electricity (SE) option to an energy community (EC) previously studied by our research group and to evaluate the effects on the performance of the EC from a technical, economical, and environmental viewpoint. In the mentioned previous study, the EC shares thermal energy among its users; however, each user is connected individually to the electric grid. In the present study, users have no direct connection with the electric grid; instead, they are connected to a distribution substation (DS) which manages the exchanges of electricity between users and the connection with the electric grid.

The optimization was performed through a Mixed Integer Linear Programming (MILP) model running in the X-press software and written in the Mosel language. The EC comprises nine tertiary sector buildings connected through a DHCN, in a small city in the northeast of Italy. The model optimization allowed the definition of the optimal solution for three types of scenarios: conventional solution (CS), Energy Community Solution (ECS)—without sharing electricity—and Sharing Electricity Solution (SES). The optimal configuration for all scenarios was determined in a way that minimizes the total annual cost of the entire EC.

The CS scenario has been added to represent the reality of most current cases and to serve as a reference when analysing the other two scenarios. The scenarios ECS and SES provided a substantial reduction in the total annual costs and total annual CO₂ emissions when compared to the CS scenario. ECS allowed reductions of 45.4% and 30.4% in the total annual cost and total annual emissions, respectively, while SES provided reductions of 47.3% and 32.9% in the same parameters.

The effect of the sharing electricity implementation is evaluated by comparing scenarios ECS and SES. The results revealed improvements both in the total annual costs (−3.4%) and total annual emissions (−3.6%) when the SE is applied to the EC, which represent reductions of 80 k€/y and 280.1 t CO₂/y, respectively. Moreover, the SE implementation allowed the following:

• Reduction by 84.6% of the total electricity bought from the grid;
• Reduction of 32.4% of the total electricity sold to the grid, which indicates a higher consumption of self-produced electricity within the EC, corroborated by higher installed capacity and electricity consumption of HPs;
• Reduction of emissions at local level, i.e., emissions due to combustion of gas were reduced by 9%;
• Reductions on the annual amortization cost (−6.7%), total investment costs with components (−5.8%), and total annual costs with the DHCN (−7.2%).
• Reduction in installed capacity of components such as MGTs (−100%), BOIs (−14.2%), CCs (−22%), and DCN (−33.3%).

Regarding the reductions on the total electricity bought and sold, it is possible to conclude that the SE implementation is effective in reducing the electricity exchange with the electric grid, i.e., it is moving the EC towards a more “isolated” scenario where it would become gradually independent from the main grid. Such a scenario could also contribute to a better dispatch on the main grid, i.e., less electricity would be allocated in the main electric grid by the EC and also less electricity would have to be demanded from the main grid to feed the EC.

The sensitive analysis of the EC based on SE was performed by varying the utility prices, i.e., the prices for buying gas and electricity, as well as the price for selling the self-produced electricity. The following highlights show the main crucial results from the analysis of the six sensitive scenarios presented in Section 4.3.

• Both the increases in the gas and electricity prices and the decrease in the price of electricity sold lead the optimization process to a solution where less cogeneration systems are installed. Hence, the EC has a lower gas consumption and lower CO\textsubscript{2} emissions;

• The substantial increase in the HPs’ installed capacity (and electricity consumption) along with heat storage (especially in the central unit) and the decrease in gas consumption by BOIs demonstrate the tendency of the EC to store electricity when there is no convenience to sell it. Since no electricity storage was considered for the studied EC, the results show that it stores the electricity in the form of heat by powering more HPs. Then, the heat is used when it is needed. Therefore, if electricity storage was considered, it could increase the positive effect for the EC, because it would allow a more flexible usage of the stored energy;

• No PVp are considered if only the price of the electricity sold is reduced (without increasing the prices of the gas and electricity bought). The solutions for the first two sensitive scenarios (SE30a and SE60a) demonstrate that it is better to supply more gas to ICEs to obtain slightly more electricity than installing PVp plants;

• Variations in the utility prices play a crucial role in the amount of electricity exchanged between the DS and the main electric grid, further reducing the electricity exchange with the electric grid and moving the EC towards an even more “isolated” condition;

• Lower total emission levels are achieved by the EC when higher cost levels of utilities have to be considered. By comparing subcategories “b” and “c” with “a”, it is possible to observe that the total annual emissions were reduced by 9.3% with a consequent increase of 30.6% in the total annual costs (both on average).

Therefore, even from the perspective of an increase in the electrification of all energy sectors, the integration of thermal products from cogeneration systems is expected to play a crucial role in the management of the entire energy system and in a reduction in emissions [34]. The solutions obtained from the MILP model show that introducing the SE option in the EC may allow for a reduction in the total annual cost and in CO\textsubscript{2} emissions. Such an option strongly contributes to a better dispatch on the main grid. The expectation is that the adoption of renewable fuels and the introduction of electricity storage could further improve the positive effect of the EC with respect to CO\textsubscript{2} emissions and the management of the national electricity grid.
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Nomenclature

\( \delta_t \)  
Thermal losses percentage

\( \Delta t \)  
Difference between outlet and inlet temperatures (K)

\( \eta_{boi,c} \)  
Central BOI efficiency

\( \psi_{boi,c} \)  
Additional variable for the centralized BOI

\( \rho_p \)  
Medium density (kg/m\(^3\))

\( \xi_{ice,c} \)  
Additional variable for the centralized Internal Combustion Engine (ICE)

\( A_p \)  
Diameter of the pipeline (m\(^2\))

\( c \)  
Central unit

\( C_{abs} \)  
Cold produced by the Absorption Chiller (ABS) (kWh)

\( c_{abs} \)  
ABS investment cost (€)

\( c_{boi} \)  
BOI investment cost (€)

\( c_{boi,f} \)  
BOI fixed investment cost (€)

\( c_{boi,v} \)  
BOI variable investment cost (€/kW)

\( C_{cc} \)  
Cold produced by the Compression Chiller (CC) (kWh)

\( C_{dem} \)  
User cooling demand (kWh)

\( c_{elec,bgt} \)  
Cost of electricity bought from the main grid (€)

\( c_{fue,boi} \)  
BOI fuel cost (€/kWh)

\( c_{fue,ccp} \)  
Combined Cooling Heat and Power (CHP) fuel cost (€/kWh)

\( c_{fue,ice,c} \)  
Central ICE fuel cost (€/kWh)

\( C_{hp} \)  
HP investment cost (€)

\( C_h \)  
Cold produced by the HP (kWh)

\( c_{ice} \)  
ICE investment cost (€)

\( c_{ice,f} \)  
ICE fixed investment cost (€)

\( c_{ice,v} \)  
ICE variable investment cost (€/kWh)

\( c_{inv} \)  
Investment annual cost (€/y)

\( c_{inv,c} \)  
Central unit annual investment cost (€/y)

\( c_{inv,u} \)  
Site annual investment cost (€/y)

\( c_{man} \)  
Maintenance annual cost (€/y)

\( c_{man,abs} \)  
ABS maintenance annual cost (€/y)

\( c_{man,boi} \)  
BOI maintenance annual cost (€/y)

\( c_{man,boi,c} \)  
Central BOI maintenance annual cost (€/y)

\( c_{man,c} \)  
Central unit maintenance annual cost (€/y)

\( c_{man,cc} \)  
CC maintenance annual cost (€/y)

\( c_{man,hp} \)  
HP maintenance annual cost (€/y)

\( c_{man,ice} \)  
ICE maintenance annual cost (€/y)

\( c_{man,ice,c} \)  
Central ICE maintenance annual cost (€/y)

\( c_{man,mgt} \)  
MGT maintenance annual cost (€/y)

\( c_{man,pvp} \)  
PV panels maintenance annual cost (€/y)

\( c_{man,svp} \)  
ST panels maintenance annual cost (€/y)

\( c_{man,u} \)  
Site maintenance annual cost (€/y)

\( c_{mgt} \)  
Micro Gas Turbine (MGT) investment cost (€)

\( c_{net} \)  
DHCN annual investment cost (€/y)

\( c_{net,fc} \)  
Fixed cost of the DHCN pipeline (€/m)

\( c_{net,v} \)  
Variable cost of the DHCN pipeline (€/kW m)

\( c_{net,v,c} \)  
Variable cost of the central DHN pipeline (€/kW m)

\( c_{ope} \)  
Operating annual cost (€/y)

\( c_{ope,c} \)  
Central unit annual operation cost (€/y)

\( c_{ope,u} \)  
Unit annual operation cost (€/y)

\( c_p \)  
Specific heat (KJ/kg K)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{pvp}$</td>
<td>PV panels investment cost (€/m)</td>
</tr>
<tr>
<td>$c_{stp}$</td>
<td>Solar thermal panels (ST panels) investment cost (€/m²)</td>
</tr>
<tr>
<td>$c_{stp,c}$</td>
<td>Central ST panels investment cost (€/m²)</td>
</tr>
<tr>
<td>$C_{ann,tot}$</td>
<td>Total annual cost (€/y)</td>
</tr>
<tr>
<td>$C_{ts}$</td>
<td>Cooling energy storage input (kWh)</td>
</tr>
<tr>
<td>$c_{ts}$</td>
<td>Solar thermal panels (ST panels) investment cost (€/kWh)</td>
</tr>
<tr>
<td>$c_{ts,c}$</td>
<td>Central TS investment cost (€/kWh)</td>
</tr>
<tr>
<td>$d$</td>
<td>Generic day</td>
</tr>
<tr>
<td>$E_{bgt}$</td>
<td>Electricity bought from the network (kWh)</td>
</tr>
<tr>
<td>$E_{cc}$</td>
<td>Electricity required by the CC (kWh)</td>
</tr>
<tr>
<td>$E_{chp}$</td>
<td>Electricity produced by the CHP (kWh)</td>
</tr>
<tr>
<td>$E_{hp,c}$</td>
<td>Electricity required by the HP when producing cold (kWh)</td>
</tr>
<tr>
<td>$E_{dem}$</td>
<td>User electricity demand (kWh)</td>
</tr>
<tr>
<td>$E_{hp,h}$</td>
<td>Electricity required by the HP when producing heat (kWh)</td>
</tr>
<tr>
<td>$E_{hp}$</td>
<td>Electricity required by the HP (kWh)</td>
</tr>
<tr>
<td>$E_{ice}$</td>
<td>Electricity produced by the ICE (kWh)</td>
</tr>
<tr>
<td>$E_{ice,c}$</td>
<td>Electricity produced by the centralized ICE (kWh)</td>
</tr>
<tr>
<td>$E_{mgt}$</td>
<td>Electricity produced by the MGT (kWh)</td>
</tr>
<tr>
<td>$E_{pvp}$</td>
<td>Electricity produced by the Photovoltaic panels (kWh)</td>
</tr>
<tr>
<td>$E_{ut}$</td>
<td>Electricity exchanged between user and distribution substation (kWh)</td>
</tr>
<tr>
<td>$E_{sel}$</td>
<td>Electricity sold to the network (kWh)</td>
</tr>
<tr>
<td>$em_{el}$</td>
<td>Electricity carbon intensity (kgCO₂/kWh)</td>
</tr>
<tr>
<td>$em_{f,boi}$</td>
<td>BOI fuel carbon intensity (kgCO₂/kWh)</td>
</tr>
<tr>
<td>$em_{f,cc}$</td>
<td>Central CHP fuel carbon intensity (kgCO₂/kWh)</td>
</tr>
<tr>
<td>$em_{f,chp}$</td>
<td>CHP fuel carbon intensity (kgCO₂/kWh)</td>
</tr>
<tr>
<td>$E_{mgt}$</td>
<td>Electricity produced by the MGT (kWh)</td>
</tr>
<tr>
<td>$em_{tot}$</td>
<td>Total annual CO₂ emissions (kg)</td>
</tr>
<tr>
<td>$E_{pvp}$</td>
<td>Electricity produced by the PV panels (kWh)</td>
</tr>
<tr>
<td>$E_{sel}$</td>
<td>Electricity sold to the network (kWh)</td>
</tr>
<tr>
<td>$f_{abs}$</td>
<td>ABS amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$F_{boi}$</td>
<td>Fuel required by the BOI (kWh)</td>
</tr>
<tr>
<td>$f_{boi}$</td>
<td>BOI amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$F_{boi,c}$</td>
<td>Fuel required by the central BOI (kWh)</td>
</tr>
<tr>
<td>$f_{cc}$</td>
<td>CC amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$F_{chp}$</td>
<td>Fuel required by the CHP (kWh)</td>
</tr>
<tr>
<td>$f_{hp}$</td>
<td>HP amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$F_{ice}$</td>
<td>Fuel required by the ICE (kWh)</td>
</tr>
<tr>
<td>$f_{ice}$</td>
<td>ICE amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$F_{ice,c}$</td>
<td>Fuel required by the centralized ICE (kWh)</td>
</tr>
<tr>
<td>$f_{mgt}$</td>
<td>MGT fuel carbon intensity (kgCO₂/kWh)</td>
</tr>
<tr>
<td>$f_{mgt}$</td>
<td>MGT amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$f_{net}$</td>
<td>DHCN amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$f_{pvp}$</td>
<td>PV panels amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$f_{stp}$</td>
<td>ST panels amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$f_{ts}$</td>
<td>TS amortization factor (y⁻¹)</td>
</tr>
<tr>
<td>$h$</td>
<td>Generic hour</td>
</tr>
<tr>
<td>$H_{abs}$</td>
<td>Heat required by the ABS (kWh)</td>
</tr>
<tr>
<td>$H_{boi}$</td>
<td>Heat produced by the BOI (kWh)</td>
</tr>
<tr>
<td>$H_{boi,c}$</td>
<td>Heat produced by the central BOI (kWh)</td>
</tr>
<tr>
<td>$H_{boi,lim,c}$</td>
<td>Centralized BOI operation limits (kW)</td>
</tr>
<tr>
<td>$H_{chp}$</td>
<td>Heat produced by the CHP (kWh)</td>
</tr>
<tr>
<td>$H_{dem}$</td>
<td>User thermal demand (kWh)</td>
</tr>
<tr>
<td>$H_{hp}$</td>
<td>Heat produced by the HP (kWh)</td>
</tr>
<tr>
<td>$H_{ext}$</td>
<td>Heat produced by the ICE (kWh)</td>
</tr>
<tr>
<td>$H_{ice,c}$</td>
<td>Heat produced by the centralized ICE (kWh)</td>
</tr>
<tr>
<td>$H_{mgt}$</td>
<td>Heat produced by the MGT (kWh)</td>
</tr>
<tr>
<td>$H_{net}$</td>
<td>Thermal energy transferred through the pipeline (kWh)</td>
</tr>
</tbody>
</table>
\( H_{net,c} \) Thermal energy transferred through the pipeline of the central DHN (kWh)
\( H_{net,lim} \) Size limits of the pipelines (kWh)
\( H_{s} \) Solar panel thermal production (kWh)
\( H_{s,c} \) Centralized solar field thermal production (kWh)
\( H_{ts} \) Thermal energy storage input (kWh)
\( H_{ts,c} \) Thermal energy storage input (kWh)
\( j \) Generic component
\( k \) Generic site/user
\( K_{f, chp} \) CHP Performance curve linearization coefficient
\( K_{f, ice,c} \) Centralized ICE Performance curve linearization coefficient
\( K_{h, chp} \) CHP Performance curve linearization coefficient
\( K_{h, ice,c} \) Central ICE performance curve linearization coefficient
\( K_{hp} \) HP Performance curve linearization coefficient
\( K_{los,ts} \) Percentage thermal loss coefficient
\( l_{p} \) Length of the pipeline (m)
\( m \) Generic month
\( O_{boi,c} \) Central BOI operation (binary)
\( O_{chp} \) Combined heat and power operation (binary)
\( O_{hp,c} \) HP cold operation (binary)
\( O_{hp,h} \) HP heat operation (binary)
\( O_{ice,c} \) Centralized ICE operation (binary)
\( p_{l} \) Pipeline thermal loss per unit length (km\(^{-1}\))
\( Q_{p} \) Heat flux transferred by a DHCN pipeline (kW)
\( Q_{ts} \) Thermal energy stored in a thermal storage (kWh)
\( r \) Type of the day index: working or non-working day
\( r_{elec,sold} \) Revenue of electricity sold to the grid (€)
\( s \) Generic week
\( S_{boi} \) BOI size (kW)
\( S_{boi,c} \) Central BOI size (kW)
\( S_{boi,lim,c} \) Central BOI size limits (kW)
\( S_{cc} \) CC size (kW)
\( S_{c,net} \) Size of the cooling pipeline (kW)
\( S_{cs} \) Cooling storage size (kWh)
\( S_{H, net} \) Size of the thermal pipeline (kW)
\( S_{H, net, c} \) Size of the central DHN pipeline (kW)
\( S_{hp,lim} \) HP operation limits (kW)
\( S_{ice,c} \) Centralized ICE size
\( S_{ice,lim,c} \) Centralized ICE size limits (kW)
\( S_{pvp} \) Size of the PV panels equipment (m\(^2\))
\( S_{stp} \) Size of the solar equipment
\( S_{stp,c} \) Size of the central solar field
\( S_{ts} \) Thermal storage size (kWh)
\( S_{ts,c} \) Central thermal storage size (kWh)
\( u, v \) Generic unit
\( v_{p} \) Velocity of the medium inside the pipeline (m/s)
\( V_{ts} \) Thermal storage volume (m\(^3\))
\( X_{abs} \) ABS existence (binary)
\( X_{boi,c} \) Central BOI existence (binary)
\( X_{cp} \) Existence of the cooling pipeline (binary)
\( X_{chp} \) Existence of the combined heat and power device (binary)
\( X_{hp} \) HP existence (binary)
\( X_{ice} \) ICE existence (binary)
\( X_{ice,c} \) Centralized ICE existence (binary)
\( X_{mgt} \) MGT existence (binary)
\( X_{net} \) Existence of a network pipeline (binary)
\( X_{net,c} \) Existence of the central DHN (binary)
ABS  Absorption Chiller
BOI  Boiler
CC  Compression Chiller
COP  Coefficient of Performance
CPU  Central Processing Unit
CS  Conventional Solution
CStor  Cooling Storage
DCN  District Cooling Network
DG  Distributed Generation
DHCN  District Heating and Cooling Network
DHN  District Heating Network
DS  Distribution Substation
EC  Energy Community
ECS  Energy Community Solution
ES  Electricity storage
GA  Genetic algorithm
GHG  Green House Gases
HP  Heat Pump
ICE  Internal Combustion Engine
MGT  Micro Gas Turbine
MILP  Mixed Integer Linear Programming
NG  Natural Gas
NLP  Nonlinear programming
NSGA-II  Non-dominated sorting genetic algorithm-II
PC  Personal Computer
PVp  Photovoltaic panels
RAM  Random Access Memory
RE  Renewable Energy
RES  Renewable Energy Sources
SE  Sharing Electricity
SES  Sharing Electricity Solution
SHCHP  Simultaneous Heating and Cooling Heat Pump
SLP  Successive linear programming
STp  Solar Thermal panels
TStor  Thermal Storage
WT  Wind turbine
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