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#### Abstract

We study the effects of the electromagnetic vacuum on the motion of a nonrelativistic electron. First we derive the equation of motion for the expectation value of the electron's position operator. We show how this equation has the same form as the classical Abraham-Lorentz equation but, at the same time, is free of the well-known runaway solution. Second, we study decoherence induced by vacuum fluctuations. We show that decoherence due to vacuum fluctuations that appears at the level of the reduced density matrix of the electron, obtained after tracing over the radiation field, does not correspond to actual irreversible loss of coherence.
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## I. INTRODUCTION

Numerous physical phenomena such as the Casimir effect [1-3], the Unruh effect [4-6], and the Lamb shift [7-10] are attributed to the presence of vacuum fluctuations. The possibility of decoherence due to vacuum fluctuations, as being fundamental and unavoidable, has also been discussed in various works [11-18] without arriving at a general consensus.

Similarly, the quantum mechanical version of the classical Abraham-Lorentz (AL) equation, which describes the recoil force experienced by an accelerated electron due to the emission of radiation [19-22], has been previously derived, for example, in [10]. However, the equation was obtained for the position operator of the electron and its direct connection with the classical dynamics was found to be difficult to make. This was due to the presence of the additional transverse electric field operator of the electromagnetic vacuum, which is zero classically. A similar problem persists concerning the interpretation of the quantum Langevin equation obtained in [17] for an electron interacting with vacuum fluctuations. We also refer to [23] and references therein for related works within the context of scalar quantum electrodynamics.

In this article, working within the framework of open quantum systems, treating the electromagnetic (EM) field as the environment and the electron as the system of interest, we obtain the expression for the time evolution of the reduced density matrix of the electron, in the position basis, after tracing over the environment. The formalism used is adopted from [24]. Using the master equation, we obtain the equation of motion (EOM) for the expectation value of the position operator which, in contrast to [10,17], provides a direct correspondence with the classical dynamics. In the presence of an arbitrary potential, we show that the reduced quantum dynamics is the same as the classical AL equation. Moreover, the equation that emerges after a quantum mechanical treatment appears to be

[^0]free of the problems associated with the AL equation: The runaway solution which leads to an exponential increase of the electron's acceleration, even in the absence of an external potential [19-21].

Further, we show that the loss of coherence due to vacuum fluctuations at the level of the reduced density matrix is only apparent and reversible. To this end, we show that by "switching off" the interactions with the EM field, the original coherence is restored at the level of the system. Moreover, the expression for the decoherence factor that we obtain differs from the ones obtained in $[17,18]$, where the authors argue for a finite loss of coherence for momentum superpositions, due to vacuum fluctuations, but with different estimates for the magnitude of decoherence.

Here, we outline the main results of the article. In Sec. II, starting from the Lagrangian of the nonrelativistic electron [cf. Eq. (4)], we obtain the corresponding Hamiltonian. The main result of this section is the identification of the full effective potential governing the dynamics [cf. Eqs. (10) and (12)]. Then, upon standard quantization, in Sec. III we obtain the master equation for the effective reduced density matrix of the nonrelativistic electron up to second order in the interactions [cf. Eq. (42)]. This is the main technical result of the article. The noise and the dissipation kernels, which appear in this equation, are also derived explicitly in Sec. IV [cf. Eqs. (49) and (53)]. Next, with the help of the master equation, in Sec. V we obtain the equation of motion for the expectation value of the electron's position operator [cf. Eqs. (55) and (62)]. We show how the EOM that we derive, after a full quantum treatment, is free of the well-known problems related to the classical AL equation. This is one of the two main physical results of the article. Finally, in Sec. VI, we discuss decoherence due to vacuum fluctuations. Although, on the face of it, the master equation suggests finite decoherence due to vacuum fluctuations [cf. Eqs. (67) and (68)], we show that this decoherence effect is only apparent and that the electron never loses coherence irreversibly to its environment [cf. Eq. (75)]. This is the other main physical result of the article.

## II. THE LAGRANGIAN AND THE HAMILTONIAN FORMALISM

We begin by formulating the Lagrangian and the Hamiltonian relevant for the dynamics of a nonrelativistic electron in the presence of an external potential and an external radiation field.

## A. The Lagrangian

In the Coulomb gauge, the standard Lagrangian for the dynamics of a nonrelativistic electron in the presence of an external potential and an external radiation field is given by [25]

$$
\begin{align*}
L= & \frac{1}{2} m \dot{\mathbf{r}}_{e}^{2}-V_{0}\left(\mathbf{r}_{e}, t\right)+\frac{\epsilon_{0}}{2} \int d^{3} r\left[\mathbf{E}_{\perp}^{2}(\mathbf{r}, t)-c^{2} \mathbf{B}^{2}(\mathbf{r}, t)\right] \\
& +\int d^{3} r \mathbf{j}(\mathbf{r}, t) \cdot \mathbf{A}_{\perp}(\mathbf{r}, t)-\int_{1 / 2} d^{3} k \frac{|\rho|^{2}}{\epsilon_{0} k^{2}} \tag{1}
\end{align*}
$$

Here, $\mathbf{r}_{e}$ denotes the position of the electron, $m$ the bare mass, $e$ the electric charge, $V_{0}$ an arbitrary bare external potential acting only on the electron, $\mathbf{E}_{\perp}$ the transverse electric field (obtained by taking the negative partial time derivative of the vector potential $\mathbf{A}_{\perp}$ ), $\mathbf{B}$ the magnetic field (obtained by taking the curl of $\mathbf{A}_{\perp}$ ), $\epsilon_{0}$ the permittivity of free space, $c$ the speed of light, $\rho$ the charge density, and $\mathbf{j}$ the corresponding current density.

The last term in Eq. (1) describes the Coulomb potential between different particles which is written in Fourier space, where the symbol $\int_{1 / 2}$ means that the integral is taken over half the volume in the reciprocal space. For a single particle, it reduces to the particle's Coulomb self-energy $E_{\text {Coul }}$. After the introduction of a suitable UV cutoff ( $\omega_{\max }$ ), which is also necessary for the calculations that are to follow (cf. Secs. II B and IV), it takes a finite value given by $E_{\text {Coul }}=\alpha \hbar \omega_{\max } / \pi$ (cf. Eq. (B.36) in [22]). This term is ignored in our analysis since it is a constant and does not affect the motion of the electron.

For the electron, the current density is given by $\mathbf{j}(\mathbf{r}, t)=$ $-e \dot{\mathbf{r}} \delta\left(\mathbf{r}-\mathbf{r}_{e}\right)$ and, therefore, the interaction term in the second line of Eq. (1) becomes $-e \dot{\mathbf{r}}_{e} \mathbf{A}_{\perp}\left(\mathbf{r}_{e}, t\right)$. After integrating by parts inside the action, this term can be written as

$$
\begin{equation*}
-e \int d t \dot{\mathbf{r}}_{e} \mathbf{A}_{\perp}=e \int d t\left[\mathbf{r}_{e} \cdot \frac{d}{d t} \mathbf{A}_{\perp}-\frac{d}{d t}\left(\mathbf{r}_{e} \cdot \mathbf{A}_{\perp}\right)\right] \tag{2}
\end{equation*}
$$

The total derivative $d / d t\left(\mathbf{r}_{e} \cdot \mathbf{A}_{\perp}\right)$ inside the Lagrangian does not affect the dynamics and is therefore ignored in our analysis (see, also, [17]). Further, the total time derivative acting on $\mathbf{A}_{\perp}\left(\mathbf{r}_{e}, t\right)$ in the first term on the right-hand side of Eq. (2) can be replaced with a partial time derivative. This is because, even though

$$
\begin{equation*}
\frac{d}{d t} \mathbf{A}_{\perp}\left(\mathbf{r}_{e}(t), t\right)=\partial_{t} \mathbf{A}_{\perp}+v^{i} \partial_{i} \mathbf{A}_{\perp}, \quad v^{i}:=\dot{\mathrm{r}}_{e}^{i} \tag{3}
\end{equation*}
$$

from the plane-wave solution of $\mathbf{A}_{\perp}\left(\mathbf{r}_{e}, t\right)$, the term $v^{i} \partial_{i} \mathbf{A}_{\perp}\left(\mathbf{r}_{e}, t\right)$ is seen to be negligible with respect to $\partial_{t} \mathbf{A}_{\perp}\left(\mathbf{r}_{e}, t\right)=-\mathbf{E}_{\perp}\left(\mathbf{r}_{e}, t\right)$ as long as $\omega_{k} \gg v k$ or, equivalently, $v \ll c$. Therefore, for an electron traveling at speeds $v \ll c$,
the Lagrangian relevant for the dynamics reduces to

$$
\begin{align*}
L \approx & \frac{1}{2} m \dot{\mathbf{r}}_{e}^{2}-V_{0}\left(\mathbf{r}_{e}, t\right)+\frac{\epsilon_{0}}{2} \int d^{3} r\left(\mathbf{E}_{\perp}^{2}-c^{2} \mathbf{B}^{2}\right) \\
& -e \mathbf{r}_{e} \mathbf{E}_{\perp}\left(\mathbf{r}_{e}, t\right) \tag{4}
\end{align*}
$$

In Eq. (4), as mentioned before, the total derivative $d / d t\left(\mathbf{r}_{e} \mathbf{A}_{\perp}\right)$ and the constant Coulomb self-energy term have been omitted as these do not affect the electron's dynamics.

## B. The Hamiltonian

In terms of the canonical variables $\mathbf{r}_{e}, \mathbf{p}, \mathbf{A}_{\perp}$, and $\Pi$, with $\mathbf{p}$ and $\Pi$ being the conjugate momentums for the variables $\mathbf{r}_{e}$ and $\mathbf{A}_{\perp}$, respectively, the Hamiltonian corresponding to the Lagrangian (4) can be written in the form

$$
\begin{equation*}
H:=H_{\mathrm{S}}+H_{\mathrm{EM}}+H_{\mathrm{int}} . \tag{5}
\end{equation*}
$$

To write its explicit expression, we first define the quantity $\Pi_{\mathrm{E}}:=-\boldsymbol{\Pi} / \epsilon_{0}$ since it appears repeatedly in the calculations. The different components of the full Hamiltonian can then be written as

$$
\begin{equation*}
H_{\mathrm{EM}}=\int d^{3} r \mathcal{H}_{\mathrm{EM}}=\frac{\epsilon_{0}}{2} \int d^{3} r\left(\boldsymbol{\Pi}_{\mathrm{E}}^{2}+c^{2} \mathbf{B}^{2}\right) \tag{6}
\end{equation*}
$$

which is the free-field Hamiltonian of the radiation field,

$$
\begin{equation*}
H_{\mathrm{int}}=e \mathbf{r}_{e} \Pi_{\mathrm{E}}\left(\mathbf{r}_{e}, t\right) \tag{7}
\end{equation*}
$$

which is the term that encodes the interaction between the electron and the radiation field and
$H_{\mathrm{S}}=\frac{\mathbf{p}^{2}}{2 m}+V_{0}\left(\mathbf{r}_{e}, t\right)+\frac{e^{2}}{2 \epsilon_{0}} \int d^{3} r r^{i} \delta_{i m}^{\perp}\left(\mathbf{r}-\mathbf{r}_{e}\right) \delta_{m j}^{\perp}\left(\mathbf{r}-\mathbf{r}_{e}\right) r^{j}$,
which is the "system" Hamiltonian that contains only the canonical variables of the electron. The transverse Dirac delta $\delta_{i j}^{\perp}\left(\mathbf{r}-\mathbf{r}_{e}\right)$ that appears in the expression of $H_{\mathrm{S}}$ is defined to be [22]

$$
\begin{equation*}
\delta_{i j}^{\perp}\left(\mathbf{r}-\mathbf{r}_{e}\right):=\frac{1}{(2 \pi)^{3}} \int d^{3} k\left(\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}\right) e^{i \mathbf{k} \cdot\left(\mathbf{r}-\mathbf{r}_{e}\right)} \tag{9}
\end{equation*}
$$

It appears instead of the Dirac delta due to the coupling of the position of the electron with the transverse electric field in Eq. (4). The form of $H_{\mathrm{S}}$ calls for an identification of the full effective potential $V\left(\mathbf{r}_{e}, t\right)$ governing the dynamics of the electron such that

$$
\begin{align*}
V\left(\mathbf{r}_{e}, t\right) & :=V_{0}\left(\mathbf{r}_{e}, t\right)+V_{\mathrm{EM}}\left(\mathbf{r}_{e}\right) \\
V_{\mathrm{EM}}\left(\mathbf{r}_{e}\right) & :=\frac{e^{2}}{2 \epsilon_{0}} \int d^{3} r r^{i} \delta_{i m}^{\perp}\left(\mathbf{r}-\mathbf{r}_{e}\right) \delta_{m j}^{\perp}\left(\mathbf{r}-\mathbf{r}_{e}\right) r^{j} \tag{10}
\end{align*}
$$

It should be emphasized that the extra term $V_{\mathrm{EM}}\left(\mathbf{r}_{e}\right)$ is not added to the bare potential by hand, but arises due to the $\mathbf{r}_{e} \mathbf{E}_{\perp}$ coupling in the Lagrangian (4). Although it gives a divergent contribution $\frac{e^{2}}{2 \epsilon_{0}} \delta_{i j}^{\perp}(\mathbf{0}) r_{e}^{i} r_{e}^{j}$, after regularizing the transverse Dirac delta on a minimum length scale $r_{\text {min }}=1 / k_{\max }$, the contribution coming from this term becomes finite. To be more precise, we impose the UV cutoff consistently in our calculations (cf. Sec. IV) by introducing the convergence factor $e^{-k / k_{\text {max }}}$ inside the Fourier space integrals. Using this
procedure, the expression for $\delta_{i j}^{\perp}(\mathbf{0})$ is obtained to be

$$
\begin{equation*}
\delta_{i j}^{\perp}(\mathbf{0})=\frac{1}{(2 \pi)^{3}} \int d k k^{2} e^{-k / k_{\max }} \int d \Omega\left(\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}\right) . \tag{11}
\end{equation*}
$$

First evaluating the angular integral, which gives a factor $\frac{8 \pi}{3} \delta_{i j}$, and then the radial integral, we get

$$
\begin{equation*}
V_{\mathrm{EM}}\left(\mathbf{r}_{e}\right)=\frac{e^{2} \omega_{\max }^{3}}{3 \pi^{2} \epsilon_{0} c^{3}} \mathbf{r}_{e}^{2} \tag{12}
\end{equation*}
$$

where $\omega_{\max }=c k_{\text {max }}$. As shown in Sec. V , the potential $V_{\mathrm{EM}}\left(\mathbf{r}_{e}\right)$ plays an important role as it cancels the contribution coming from another term (up to second order in the interactions), which appears later in the calculations, yielding a consistent EOM for the nonrelativistic electron.

## III. THE MASTER EQUATION

The probability amplitude for a particle to be at the position $x_{\mathrm{f}}$ at some final time $t$, starting from the position $x_{i}$ at some initial time $t_{i}$, is given by [26]

$$
\begin{align*}
\left\langle x_{\mathrm{f}}\right| \hat{U}\left(t ; t_{i}\right)\left|x_{i}\right\rangle & =\int_{\substack{x(t)=x_{\mathrm{f}}, x\left(t_{i}\right)=x_{i}}} D[x, p] e^{-\frac{i}{\hbar} \int_{t_{i}}^{t} d t^{\prime}(H(x, p)-p \dot{x})} \\
& =\int_{\substack{x(t)=x_{\mathrm{f}}, x\left(t_{i}\right)=x_{i}}} D[x] e^{\frac{i}{\hbar} S[x]} \tag{13}
\end{align*}
$$

where $H$ is the full Hamiltonian and $S$ is the corresponding action describing some general dynamics. From Eq. (13), the expression for the density matrix at time $t$ can be written as [24]

$$
\begin{equation*}
\left\langle x_{\mathrm{f}}^{\prime}\right| \hat{\rho}(t)\left|x_{\mathrm{f}}\right\rangle=\int_{\substack{x(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right] e^{\frac{i}{\hbar}\left(S\left[x^{\prime}\right]-S[x]\right)} \rho^{i}, \tag{14}
\end{equation*}
$$

where $\rho^{i}:=\rho\left(x_{i}^{\prime}, x_{i}, t_{i}\right)$ and the integrals over $x_{i}$ and $x_{i}^{\prime}$ are included within the path integral. The expression analogous to Eq. (13) also exists for $\left\langle p_{\mathrm{f}}\right| \hat{U}\left(t ; t_{i}\right)\left|p_{i}\right\rangle$ in which the boundary conditions are fixed on $p(t)$ and the phase-space weighing function is instead given by $\exp \left\{\frac{-i}{\hbar} \int_{t_{i}}^{t} d t^{\prime}(H(x, p)+x \dot{p})\right\}$ such that

$$
\begin{equation*}
\left\langle p_{\mathrm{f}}\right| \hat{U}\left(t ; t_{i}\right)\left|p_{i}\right\rangle=\int_{\substack{p(t)=p_{\mathrm{f}}, p\left(t_{i}\right)=p_{i}}} D[x, p] e^{-\frac{i}{\hbar} \int_{t_{i}}^{t} d t^{\prime}(H(x, p)+x \dot{p})} \tag{15}
\end{equation*}
$$

We are interested in the effective dynamics of the electron, which for simplicity we assume to be along the $x$ axis, after taking into account its interaction with the radiation field environment. To achieve that, we start by decomposing the phasespace weighing function $\exp \{i S / \hbar\}$ governing the full dynamics as $\exp \{i S / \hbar\}=\exp \left\{i\left(S_{\mathrm{S}}[x]+S_{\mathrm{EM}}[\mu]+S_{\text {int }}[x, \Pi]\right) / \hbar\right\}$. Here, $S_{\mathrm{S}}$ denotes the action corresponding to $H_{\mathrm{S}}, S_{\text {int }}[x, \Pi]$ is defined to be $S_{\text {int }}[x, \Pi]:=-e \int_{t_{i}}^{t} d t^{\prime} x\left(t^{\prime}\right) \Pi_{\mathrm{E}}\left(x\left(t^{\prime}\right), t^{\prime}\right)$, and $S_{\mathrm{EM}}[\mu]:=S_{\mathrm{EM}}\left[\mathrm{A}_{\perp}, \Pi\right]$ inside the phase-space weighing function governs the time evolution of the free radiation field in which $\mu$ denotes the canonical degrees of freedom of the radiation field. In the light of the discussion around Eq. (15), with a slight abuse of notation, $\exp \left\{\frac{i}{\hbar} S_{\mathrm{EM}}\right\}$ is understood to be simply the appropriate phase-space weighing function appearing inside the path integral with $S_{\mathrm{EM}}:=-\int_{t_{i}}^{t} d^{3} r d t^{\prime}$
$\left(\mathcal{H}_{\mathrm{EM}}-\Pi \dot{\mathrm{A}}_{\perp}\right)$ or $S_{\mathrm{EM}}:=-\int_{t_{i}}^{t} d^{3} r d t^{\prime}\left(\mathcal{H}_{\mathrm{EM}}+\mathrm{A}_{\perp} \dot{\Pi}\right)$, depending upon the basis states between which the transition amplitudes are calculated. In terms of these notations, the expression for the full system-environment density matrix $\hat{\rho}$ is given by

$$
\begin{align*}
\left\langle x_{\mathrm{f}}^{\prime} ;\right. & \left.\Pi^{f \prime}|\hat{\rho}(t)| x_{\mathrm{f}} ; \Pi^{f}\right\rangle \\
= & \int_{\substack{x(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right] e^{\frac{i}{\hbar}\left(S_{\mathrm{S}}\left[x^{\prime}\right]-S_{\mathrm{S}}[x]\right)} \rho_{\mathrm{S}}^{i} \int_{\substack{\Pi(t)=\Pi^{f}, \Pi^{\prime}(t)=\Pi^{\prime},}}\left(D\left[\mu, \mu^{\prime}\right]\right. \\
& \left.\times e^{\frac{i}{\hbar}\left(S_{\mathrm{EM}}\left[\mu^{\prime}\right]+S_{\mathrm{int}}\left[x^{\prime}, \Pi^{\prime}\right]-S_{\mathrm{EM}}[\mu]-S_{\mathrm{int}}[x, \Pi]\right)} \rho_{\mathrm{EM}}^{i}\right), \tag{16}
\end{align*}
$$

where $\left|\Pi^{f}\right\rangle$ denotes the (momentum) basis state of the environment [27] and

$$
\begin{equation*}
\rho_{\mathrm{S}}^{i}:=\rho_{\mathrm{S}}\left(x_{i}^{\prime}, x_{i}, t_{i}\right), \quad \rho_{\mathrm{EM}}^{i}:=\rho_{\mathrm{EM}}\left(\Pi^{\prime}\left(t_{i}\right), \Pi\left(t_{i}\right), t_{i}\right) \tag{17}
\end{equation*}
$$

In writing Eq. (16), we have also assumed the full density matrix $\hat{\rho}\left(t_{i}\right)$ to be in the product state $\hat{\rho}\left(t_{i}\right)=\hat{\rho}_{\mathrm{S}}\left(t_{i}\right) \otimes \hat{\rho}_{\mathrm{EM}}\left(t_{i}\right)$ at the initial time $t_{i}$.

To obtain the effective dynamics of the electron, we need to average over the radiation field environment. We notice that $S_{\mathrm{EM}}[\mu]$ is quadratic in the environmental degrees of freedom, while $S_{\text {int }}[x, \Pi]$ is linear in both $x$ and $\Pi_{\mathrm{E}}$. Therefore, after tracing over the environment, the integral involving the environmental degrees of freedom $\mu$ in Eq. (16) yields a Gaussian in $x$ such that [24]

$$
\begin{align*}
& \int_{\mathrm{tr}} e^{\frac{i}{\hbar}\left(S_{\mathrm{EM}}^{\prime}+S_{\mathrm{int}}^{\prime}-S_{\mathrm{EM}}-S_{\mathrm{int}}\right)} \rho_{\mathrm{EM}}^{i} \\
& \quad=\exp \left\{\frac{i}{2 \hbar} \iint d t_{1} d t_{2} M_{a b}\left(t_{1} ; t_{2}\right) x^{a}\left(t_{1}\right) x^{b}\left(t_{2}\right)\right\} \tag{18}
\end{align*}
$$

where

$$
\begin{align*}
\int_{\mathrm{tr}} & :=\int d \Pi(t) \int_{\Pi(t)=\Pi^{\prime}(t)} D\left[\mu, \mu^{\prime}\right], \\
S_{\mathrm{EM}}^{\prime} & :=S_{\mathrm{EM}}\left[\mu^{\prime}\right], \quad S_{\mathrm{int}}^{\prime}:=S_{\mathrm{int}}\left[x^{\prime}, \Pi^{\prime}\right] . \tag{19}
\end{align*}
$$

We have also introduced the vector notation with the convention $x^{a}=x$ for $a=1, x^{a}=x^{\prime}$ for $a=2$, and $x_{a}=\eta_{a b} x^{b}$ with $\eta_{a b}=\operatorname{diag}(-1,1)$.

It is the matrix $M_{a b}$ that determines the effective action of the system and contains the information about its interaction with the environment. These matrix elements can be obtained by acting with $\left.\frac{\hbar}{i} \frac{\delta}{\delta x^{a}} \frac{\delta}{\delta x^{b}}\right|_{x^{a}=x^{b}=0}$ (where $x^{a}$ and $x^{b}$ are set to zero after taking the derivatives) on Eq. (18) such that

$$
\begin{equation*}
M_{a b}\left(t_{1} ; t_{2}\right)=\frac{i e^{2}}{\hbar} \int_{\mathrm{tr}} \Pi_{\mathrm{E} a}\left(t_{1}\right) \Pi_{\mathrm{E} b}\left(t_{2}\right) e^{\frac{i}{\hbar}\left(S_{\mathrm{EM}}\left[\mu^{\prime}\right]-S_{\mathrm{EM}}[\mu]\right)} \rho_{\mathrm{EM}}^{i} \tag{20}
\end{equation*}
$$

Depending upon the value of the indices $a$ and $b$, the matrix elements correspond to the expectation values of the time-ordered $(\mathcal{T})$, anti-time-ordered $(\tilde{\mathcal{T}})$, path-ordered, or anti-path-ordered products in the Heisenberg picture [24]. They are given by

$$
\begin{align*}
& M_{a b}\left(t_{1} ; t_{2}\right) \\
& \quad=\frac{i e^{2}}{\hbar}\left[\begin{array}{cc}
\left\langle\tilde{\mathcal{T}}\left\{\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\}\right\rangle_{0} & -\left\langle\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\rangle_{0} \\
-\left\langle\hat{\Pi}_{\mathrm{E}}\left(t_{2}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{1}\right)\right\rangle_{0} & \left\langle\mathcal{T}\left\{\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\}\right\rangle_{0}
\end{array}\right] . \tag{21}
\end{align*}
$$

In Eq. (21), the zero in the subscript denotes that the correlations of the environmental operator, i.e., the conjugate electric field operator $\hat{\Pi}_{\mathrm{E}}$, are calculated by disregarding the system-environment interaction. Since the initial state of the environment is taken to be the vacuum state $|0\rangle$ of the radiation field, $\langle\cdot\rangle_{0}=\langle 0| \cdot|0\rangle$. Moreover, only the $x$ component of $\hat{\Pi}_{\mathrm{E}}$ is understood to appear in Eq. (21) since the motion of the electron is taken to be along the $x$ axis for simplicity. Finally, since the electron is assumed to travel at nonrelativistic speeds, $v \ll c$, we have also neglected the spatial dependence of $\hat{\Pi}_{\mathrm{E}}$ inside the correlations (cf. Sec. IV for a more elaborate discussion of this approximation).

Coming back to the density matrix, we see that after tracing over the environment in Eq. (16), the reduced density matrix $\hat{\rho}_{r}$ of the electron that we are seeking takes the form

$$
\begin{align*}
& \left\langle x_{\mathrm{f}}^{\prime}\right| \hat{\rho}_{r}(t)\left|x_{\mathrm{f}}\right\rangle \\
& \quad=\int_{\substack{x(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right] e^{\frac{i}{\hbar}\left(S_{\mathrm{S}}\left[x^{\prime}\right]-S_{\mathrm{S}}[x]+S_{\mathrm{IF}}\left[x, x^{\prime}\right]\right)} \rho_{r}\left(x_{i}^{\prime}, x_{i}, t_{i}\right) \tag{22}
\end{align*}
$$

where the so-called influence functional $S_{\text {IF }}$ [28] is given by

$$
\begin{align*}
S_{\mathrm{IF}}\left[x, x^{\prime}\right]= & \frac{i e^{2}}{2 \hbar} \int_{t_{i}}^{t} d t_{1} d t_{2}\left[\left\langle\tilde{\mathcal{T}}\left\{\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\}\right\rangle_{0} x\left(t_{1}\right) x\left(t_{2}\right)\right. \\
& -\left\langle\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\rangle_{0} x\left(t_{1}\right) x^{\prime}\left(t_{2}\right) \\
& -\left\langle\hat{\Pi}_{\mathrm{E}}\left(t_{2}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{1}\right)\right\rangle_{0} x^{\prime}\left(t_{1}\right) x\left(t_{2}\right) \\
& \left.+\left\langle\mathcal{T}\left\{\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right) \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\}\right\rangle_{0} x^{\prime}\left(t_{1}\right) x^{\prime}\left(t_{2}\right)\right] \tag{23}
\end{align*}
$$

Here, the integral $\int_{t_{i}}^{t}$ stands for both the $t_{1}$ and the $t_{2}$ integrals, which run from $t_{i}$ to $t$. The influence functional $S_{\mathrm{IF}}$ can also be written in the matrix notation as

$$
\begin{align*}
& S_{\mathrm{IF}}\left[x, x^{\prime}\right] \\
& \quad=\frac{1}{2} \int_{t_{i}}^{t} d t_{1} d t_{2}\left[x\left(t_{1}\right) x^{\prime}\left(t_{1}\right)\right] \cdot\left[\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right] \cdot\left[\begin{array}{c}
x\left(t_{2}\right) \\
x^{\prime}\left(t_{2}\right)
\end{array}\right] . \tag{24}
\end{align*}
$$

As it is more convenient, we make a change of basis to $(X, u)$ defined by

$$
\begin{equation*}
X(t):=\left[x^{\prime}(t)+x(t)\right] / 2, \quad u(t)=x^{\prime}(t)-x(t) \tag{25}
\end{equation*}
$$

in which the influence functional transforms as

$$
\begin{align*}
& S_{\mathrm{IF}}[X, u] \\
& \quad=\frac{1}{2} \int_{t_{i}}^{t} d t_{1} d t_{2}\left[X\left(t_{1}\right) u\left(t_{1}\right)\right] \cdot\left[\begin{array}{cc}
\tilde{M}_{11} & \tilde{M}_{12} \\
\tilde{M}_{21} & \tilde{M}_{22}
\end{array}\right] \cdot\left[\begin{array}{c}
X\left(t_{2}\right) \\
u\left(t_{2}\right)
\end{array}\right], \tag{26}
\end{align*}
$$

with

$$
\begin{align*}
& \tilde{M}_{11}=M_{11}+M_{12}+M_{21}+M_{22} \\
& \tilde{M}_{12}=\frac{1}{2}\left[\left(M_{12}-M_{21}\right)+\left(M_{22}-M_{11}\right)\right] \\
& \tilde{M}_{21}=\frac{1}{2}\left[-\left(M_{12}-M_{21}\right)+\left(M_{22}-M_{11}\right)\right] \\
& \tilde{M}_{22}=\frac{1}{4}\left[\left(M_{11}+M_{22}\right)-\left(M_{12}+M_{21}\right)\right] \tag{27}
\end{align*}
$$

Further, with the help of Eq. (21), we get the following relations:

$$
\begin{align*}
& M_{11}+M_{22}=-\left(M_{12}+M_{21}\right) \\
&=\frac{i e^{2}}{\hbar}\left\langle\left\{\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\}\right\rangle_{0},  \tag{28}\\
& M_{12}-M_{21}=\frac{i e^{2}}{\hbar}\left\langle\left[\hat{\Pi}_{\mathrm{E}}\left(t_{2}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{1}\right)\right]\right\rangle_{0},  \tag{29}\\
& M_{22}-M_{11}=\frac{i e^{2}}{\hbar}\left\langle\left[\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right]\right\rangle_{0} \operatorname{sgn}\left(t_{1}-t_{2}\right) . \tag{30}
\end{align*}
$$

Using these relations, the matrix $\tilde{M}$ can be written as

$$
\begin{align*}
& \tilde{M}_{11}=0 \\
& \tilde{M}_{12}=\frac{i e^{2}}{\hbar}\left\langle\left[\hat{\Pi}_{\mathrm{E}}\left(t_{2}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{1}\right)\right]\right\rangle_{0} \theta\left(t_{2}-t_{1}\right), \\
& \tilde{M}_{21}=\frac{i e^{2}}{\hbar}\left\langle\left[\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right]\right\rangle_{0} \theta\left(t_{1}-t_{2}\right), \\
& \tilde{M}_{22}=\frac{i e^{2}}{2 \hbar}\left\langle\left\{\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\}\right\rangle_{0} \tag{31}
\end{align*}
$$

where $\theta(t)$ is the Heaviside step function. Thus, in the $(X, u)$ basis, the influence functional in Eq. (23) takes the compact form

$$
\begin{align*}
& S_{\mathrm{IF}}[X, u](t) \\
& \quad=\int_{t_{i}}^{t} d t_{1} d t_{2}\left[i \frac{u\left(t_{1}\right) \mathcal{N}\left(t_{1} ; t_{2}\right) u\left(t_{2}\right)}{2}+u\left(t_{1}\right) \mathcal{D}\left(t_{1} ; t_{2}\right) X\left(t_{2}\right)\right], \tag{32}
\end{align*}
$$

where the noise kernel $\mathcal{N}$ and the dissipation kernel $\mathcal{D}$ are defined as

$$
\begin{align*}
\mathcal{N}\left(t_{1} ; t_{2}\right) & :=\frac{e^{2}}{2 \hbar}\left\langle\left\{\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right\}\right\rangle_{0}, \\
\mathcal{D}\left(t_{1} ; t_{2}\right) & :=\frac{i e^{2}}{\hbar}\left\langle\left[\hat{\Pi}_{\mathrm{E}}\left(t_{1}\right), \hat{\Pi}_{\mathrm{E}}\left(t_{2}\right)\right]\right\rangle_{0} \theta\left(t_{1}-t_{2}\right) . \tag{33}
\end{align*}
$$

Having determined the full effective action for the electron in terms of the influence functional, the master equation for its reduced density matrix in Eq. (22) can now be derived. From Eq. (22), it can be seen that the time derivative of the reduced density matrix will have, in addition to the standard Liouville-von Neumann term, the contribution coming from the influence functional. In order to compute that, the rate of change of $S_{\text {IF }}$ needs to be evaluated. It is given by

$$
\begin{align*}
& \delta_{t} S_{\mathrm{IF}}[X, u] \\
& \quad=u(t) \int_{t_{i}}^{t} d t_{1}\left[i \mathcal{N}\left(t ; t_{1}\right) u\left(t_{1}\right)+\mathcal{D}\left(t ; t_{1}\right) X\left(t_{1}\right)\right] \tag{34}
\end{align*}
$$

Using Eq. (34), in terms of the original ( $x, x^{\prime}$ ) basis, the master equation can now be written as

$$
\begin{align*}
\partial_{t} \rho_{r}\left(x_{\mathrm{f}}^{\prime}, x_{\mathrm{f}}, t\right)= & -\frac{i}{\hbar}\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{H}_{s}, \hat{\rho}_{r}\right]\left|x_{\mathrm{f}}\right\rangle+\frac{i}{\hbar} \int_{\substack{x(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right] \delta_{t} S_{\mathrm{IF}}\left[x^{\prime}, x\right] e^{\frac{i}{\hbar}\left(S_{\mathrm{S}}\left[x^{\prime}\right]-S_{\mathrm{S}}[x]+S_{\mathrm{IF}}\left[x, x^{\prime}\right]\right)} \rho_{r}\left(x_{i}^{\prime}, x_{i}, t_{i}\right) \\
\approx & -\frac{i}{\hbar}\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{H}_{s}, \hat{\rho}_{r}\right]\left|x_{\mathrm{f}}\right\rangle+\frac{i}{\hbar} \int_{\substack{x(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right] \delta_{t} S_{\mathrm{IF}}\left[x^{\prime}, x\right] e^{\frac{i}{\hbar}\left(S_{\mathrm{S}}\left[x^{\prime}\right]-S_{\mathrm{S}}[x]\right)} \rho_{r}\left(x_{i}^{\prime}, x_{i}, t_{i}\right) \\
\approx & -\frac{i}{\hbar}\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{H}_{s}, \hat{\rho}_{r}\right]\left|x_{\mathrm{f}}\right\rangle-\frac{1}{\hbar}\left(x_{\mathrm{f}}^{\prime}-x_{\mathrm{f}}\right) \int_{t_{i}}^{t} d t_{1} \mathcal{N}\left(t ; t_{1}\right) \int_{\substack{x(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right]\left[x^{\prime}\left(t_{1}\right)-x\left(t_{1}\right)\right] e^{\frac{i}{\hbar}\left(S_{\mathrm{S}}\left[x^{\prime}\right]-S_{\mathrm{S}}[x]\right)} \rho_{r}\left(x_{i}^{\prime}, x_{i}, t_{i}\right) \\
& +\frac{i}{2 \hbar}\left(x_{\mathrm{f}}^{\prime}-x_{\mathrm{f}}\right) \int_{t_{i}}^{t} d t_{1} \mathcal{D}\left(t ; t_{1}\right) \int_{\substack{x(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right]\left[x^{\prime}\left(t_{1}\right)+x\left(t_{1}\right)\right] e^{\frac{i}{\hbar}\left(S_{\mathrm{S}}\left[x^{\prime}\right]-S_{\mathrm{S}}[x]\right)} \rho_{r}\left(x_{i}^{\prime}, x_{i}, t_{i}\right) \tag{35}
\end{align*}
$$

For the second term on the right-hand side in the second line of Eq. (35), $S_{\mathrm{IF}}$ has been omitted in the exponential. This is because $S_{\text {IF }}$ is second order in the coupling constant and is already present adjacent to the exponential. Since the calculations are limited to second order in the interactions, $S_{\text {IF }}$ can be neglected inside the exponential.

To simplify the master equation further, we note that the last two lines of Eq. (35) can be written much more compactly. This is because [24]

$$
\begin{align*}
& \int_{y_{x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x_{\mathrm{f}}^{\prime}\right] x^{\prime}\left(t_{1}\right) e^{\frac{i}{\hbar}\left(S_{\mathrm{s}}\left[x^{\prime}\right]-S_{\mathrm{s}}[x]\right)} \rho_{r}\left(x_{i}^{\prime}, x_{i}, t_{i}\right) \\
&= \int d x^{\prime}\left(t_{1}\right)\left\langle x_{\mathrm{f}}^{\prime}\right| \hat{U}_{s}\left(t ; t_{1}\right)\left|x^{\prime}\left(t_{1}\right)\right\rangle x^{\prime}\left(t_{1}\right) \\
& \times\left\langle x^{\prime}\left(t_{1}\right)\right| \hat{U}_{s}\left(t_{1} ; t_{i}\right) \hat{\rho}_{r}\left(t_{i}\right) \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\left|x_{\mathrm{f}}\right\rangle \\
&=\left\langle x_{\mathrm{f}}^{\prime}\right| \hat{U}_{s}\left(t ; t_{1}\right) \hat{x} \hat{U}_{s}\left(t_{1} ; t_{i}\right) \hat{\rho}_{r}\left(t_{i}\right) \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\left|x_{\mathrm{f}}\right\rangle \\
&=\left\langle x_{\mathrm{f}}^{\prime}\right| \hat{U}_{s}\left(t ; t_{1}\right) \hat{x} \hat{U}_{s}\left(t_{1} ; t_{i}\right) \hat{U}_{s}^{-1}\left(t ; t_{i}\right) \\
& \times \hat{U}_{s}\left(t ; t_{i}\right) \hat{\rho}_{r}\left(t_{i}\right) \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\left|x_{\mathrm{f}}\right\rangle \\
&=\left\langle x_{\mathrm{f}}^{\prime}\right| \hat{U}_{s}\left(t ; t_{1}\right) \hat{x} \hat{U}_{s}^{-1}\left(t ; t_{1}\right) \hat{\rho}_{r}(t)\left|x_{\mathrm{f}}\right\rangle \\
&=\left\langle x_{\mathrm{f}}^{\prime}\right| \hat{x}_{\mathrm{H}_{s}}(-\tau) \hat{\rho}_{r}(t)\left|x_{\mathrm{f}}\right\rangle \tag{36}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{x}_{H_{s}}(-\tau):=\hat{U}_{s}^{-1}(t-\tau ; t) \hat{x} \hat{U}_{s}(t-\tau ; t), \quad \tau:=t-t_{1} . \tag{37}
\end{equation*}
$$

Here, $\hat{U}_{s}(t-\tau ; t)$ is the unitary operator that evolves the state vector of the system from time $t$ to $t-\tau$ via the system Hamiltonian $\hat{H}_{s}$, and the operator $\hat{x}$ without the subscript is the usual Schrödinger operator such that

$$
\begin{equation*}
\hat{x}_{\mathrm{H}_{s}}(0)=\hat{x} \tag{38}
\end{equation*}
$$

Similarly, we also have the analogous relation

$$
\begin{align*}
& \int_{\substack{x_{x}^{\prime}(t)=x_{\mathrm{f}}, x^{\prime}(t)=x_{\mathrm{f}}^{\prime}}} D\left[x, x^{\prime}\right] x\left(t_{1}\right) e^{\frac{i}{\hbar}\left(S_{\mathrm{S}}\left[x^{\prime}\right]-S_{\mathrm{S}}[x]\right)} \rho_{r}\left(x_{i}^{\prime}, x_{i}, t_{i}\right) \\
& \quad=\left\langle x_{\mathrm{f}}^{\prime}\right| \hat{\rho}_{r}(t) \hat{x}_{\mathrm{H}_{s}}(-\tau)\left|x_{\mathrm{f}}\right\rangle . \tag{39}
\end{align*}
$$

Using Eqs. (36)-(39) and replacing the $t_{1}$ integral with the $\tau$ integral ( $t_{1}=t-\tau$ ), the master equation (35) takes the
compact form

$$
\begin{align*}
& \partial_{t} \rho_{r}\left(x_{\mathrm{f}}^{\prime}, x_{\mathrm{f}}, t\right) \\
&=-\frac{i}{\hbar}\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{H}_{s}, \hat{\rho}_{r}(t)\right]\left|x_{\mathrm{f}}\right\rangle+\frac{\left(x_{\mathrm{f}}^{\prime}-x_{\mathrm{f}}\right)}{\hbar} \int_{0}^{t-t_{i}} d \tau \\
& \times\left(-\mathcal{N}(t ; t-\tau)\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{x}_{\mathrm{H}_{s}}(-\tau), \hat{\rho}_{r}(t)\right]\left|x_{\mathrm{f}}\right\rangle\right. \\
&\left.+\frac{i}{2} \mathcal{D}(t ; t-\tau)\left\langle x_{\mathrm{f}}^{\prime}\right|\left\{\hat{x}_{\mathrm{H}_{s}}(-\tau), \hat{\rho}_{r}(t)\right\}\left|x_{\mathrm{f}}\right\rangle\right) . \tag{40}
\end{align*}
$$

The eigenvalues outside of the integrals in Eq. (40) can be obtained by acting with the position operator $\hat{x}$ such that

$$
\begin{align*}
&\left\langle x_{\mathrm{f}}^{\prime}\right| \partial_{t} \hat{\rho}_{r}\left|x_{\mathrm{f}}\right\rangle \\
&=-\frac{i}{\hbar}\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{H}_{s}, \hat{\rho}_{r}(t)\right]\left|x_{\mathrm{f}}\right\rangle \\
&-\frac{1}{\hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{N}(t ; t-\tau)\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{x},\left[\hat{x}_{\mathrm{H}_{s}}(-\tau), \hat{\rho}_{r}(t)\right]\right]\left|x_{\mathrm{f}}\right\rangle \\
&+\frac{i}{2 \hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{D}(t ; t-\tau)\left\langle x_{\mathrm{f}}^{\prime}\right|\left[\hat{x},\left\{\hat{x}_{\mathrm{H}_{s}}(-\tau), \hat{\rho}_{r}(t)\right\}\right]\left|x_{\mathrm{f}}\right\rangle . \tag{41}
\end{align*}
$$

We can now write the master equation for the reduced density matrix of the nonrelativistic electron, up to second order in the interactions, in a basis-independent operator form. It reads

$$
\begin{align*}
\partial_{t} \hat{\rho}_{r}= & -\frac{i}{\hbar}\left[\hat{H}_{s}, \hat{\rho}_{r}(t)\right] \\
& -\frac{1}{\hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{N}(t ; t-\tau)\left[\hat{x},\left[\hat{x}_{H_{s}}(-\tau), \hat{\rho}_{r}(t)\right]\right] \\
& +\frac{i}{2 \hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{D}(t ; t-\tau)\left[\hat{x},\left\{\hat{x}_{H_{s}}(-\tau), \hat{\rho}_{r}(t)\right\}\right] . \tag{42}
\end{align*}
$$

The first line of the master equation is the usual Liouville-von Neumann evolution and involves only the system Hamiltonian $\hat{H}_{s}$, while the second and the third lines explicitly encode the system's interaction with the environment. We remember that due to the coupling between the position of the electron and the transverse electric field in Eq. (4), the system Hamiltonian receives an additional contribution such that $\hat{H}_{s}=\hat{p}^{2} /(2 m)+$ $\hat{V}_{0}+\hat{V}_{\mathrm{EM}}$, where, having introduced a UV cutoff in the calculations and considering the motion of the electron along the $x$ axis only, $\hat{V}_{\mathrm{EM}}(x)=\frac{e^{2} \omega_{\max }^{3}}{3 \pi^{2} \epsilon_{0} c^{3}} \hat{x}^{2}$ (cf. Sec. II B). Moreover,
since the master equation is valid up to second order in the interactions and since the operator $\hat{x}_{\mathrm{H}_{s}}(-\tau)$ appears alongside the dissipation and the noise kernels (which are already second order in $e$ ), the time evolution governed by $\hat{U}_{s}(t-\tau ; t)$ in Eq. (37) is understood to involve only $\hat{V}_{0}$ and not $\hat{V}_{\mathrm{EM}}$. Therefore, up to second order in the interactions, $\hat{V}_{\mathrm{EM}}$ contributes to the master equation only via the Liouville-von Neumann term.

## IV. THE DISSIPATION AND THE NOISE KERNELS

Having obtained the formal expression of the master equation (42), we now proceed towards calculating the kernels (noise and dissipation) explicitly. In order to do so, we remember that only the $x$ component of $\hat{\Pi}_{\mathrm{E}}$ is relevant for the kernels. Its expression, upon standard quantization, in terms of the creation and annihilation operators and the $x$ component of the unit polarization vector $\varepsilon_{\mathbf{k}}^{x}$, is given by [29]

$$
\begin{align*}
\hat{\Pi}_{\mathrm{E}}(\mathbf{r}, t) & =i C \int d^{3} k \sqrt{k} \sum_{\varepsilon} \hat{a}_{\varepsilon}(\mathbf{k}) e^{i(\mathbf{k} \cdot \mathbf{r}-\omega t)} \varepsilon_{\mathbf{k}}^{x}+\text { c.c. } \\
C & :=\left(\frac{\hbar c}{2 \epsilon_{0}(2 \pi)^{3}}\right)^{\frac{1}{2}} \tag{43}
\end{align*}
$$

Using Eq. (43), we obtain the expression for the vacuum expectation value of the two-point correlator to be

$$
\begin{align*}
& \langle 0| \hat{\Pi}_{\mathrm{E}}\left(x\left(t_{1}\right), t_{1}\right) \hat{\Pi}_{\mathrm{E}}\left(x\left(t_{2}\right), t_{2}\right)|0\rangle \\
& \quad=\frac{-i \hbar c}{2 \epsilon_{0} 4 \pi^{2}} \hat{\square}\left\{\frac{1}{r} \int_{0}^{\infty} d k e^{-i k c \tau}\left(e^{i k r}-e^{-i k r}\right)\right\}, \tag{44}
\end{align*}
$$

with $\tau:=t_{1}-t_{2}$ and

$$
\begin{equation*}
r:=\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right|, \quad \hat{\square}:=-\frac{1}{c^{2}} \partial_{\tau}^{2}+\partial_{r}^{2} \tag{45}
\end{equation*}
$$

The evaluation of the integral in Eq. (44) requires the introduction of a UV cutoff, as it was needed, for example, in Sec. II B. For that, as in Sec. II B, we resort to the standard Hadamard finite part prescription [24] in which the convergence factor $e^{-\omega_{k} / \omega_{\max }}$ (with $\omega_{k}=k c$ ) is introduced inside the integral. Physically, this prescription cuts off the contribution coming from the modes $\omega_{k} \gg \omega_{\max }$ and, mathematically, it is the same as using the $i \epsilon$ prescription where one sends $\tau \rightarrow \tau-i \epsilon$, with

$$
\begin{equation*}
\epsilon=\frac{1}{\omega_{\max }} \tag{46}
\end{equation*}
$$

Evaluating the integral by using this prescription, we get

$$
\begin{align*}
\langle 0| \hat{\Pi}_{\mathrm{E}}(1) \hat{\Pi}_{\mathrm{E}}(2)|0\rangle & =\frac{\hbar c}{4 \pi^{2} \epsilon_{0}} \hat{\square}\left\{\frac{1}{r^{2}-c^{2}(\tau-i \epsilon)^{2}}\right\} \\
& =\frac{\hbar c}{\pi^{2} \epsilon_{0}} \frac{1}{\left[r^{2}-c^{2}(\tau-i \epsilon)^{2}\right]^{2}} \tag{47}
\end{align*}
$$

For the correlator in Eq. (47), we can ignore the spatial dependence since $r \ll c \tau$ for the electron traveling at speeds $v \ll c$. In this limit, the correlator becomes

$$
\begin{equation*}
\langle 0| \hat{\Pi}_{\mathrm{E}}(1) \hat{\Pi}_{\mathrm{E}}(2)|0\rangle \approx \frac{\hbar}{\pi^{2} \epsilon_{0} c^{3}(\tau-i \epsilon)^{4}} \tag{48}
\end{equation*}
$$

Using Eq. (48), we obtain the explicit functional form of the kernels to be

$$
\begin{align*}
\mathcal{N}(\tau) & =\frac{e^{2}}{\pi^{2} \epsilon_{0} c^{3}} \frac{\left(\epsilon^{4}-6 \epsilon^{2} \tau^{2}+\tau^{4}\right)}{\left(\epsilon^{2}+\tau^{2}\right)^{4}}  \tag{49}\\
\mathcal{D}(\tau) & =\frac{8 e^{2}}{\pi^{2} \epsilon_{0} c^{3}} \frac{\epsilon \tau\left(\epsilon^{2}-\tau^{2}\right)}{\left(\epsilon^{2}+\tau^{2}\right)^{4}} \theta(\tau) \tag{50}
\end{align*}
$$

Further, with some algebraic manipulation, the dissipation kernel can be expressed more compactly as

$$
\begin{equation*}
\mathcal{D}(\tau)=\frac{e^{2}}{3 \pi^{2} \epsilon_{0} c^{3}} \theta(\tau) \frac{d^{3}}{d \tau^{3}}\left(\frac{\epsilon}{\tau^{2}+\epsilon^{2}}\right) \tag{51}
\end{equation*}
$$

Noticing that

$$
\begin{equation*}
\frac{\epsilon}{\tau^{2}+\epsilon^{2}}=\frac{d}{d \tau} \tan ^{-1}(\tau / \epsilon)=\pi \delta_{\epsilon}(\tau) \tag{52}
\end{equation*}
$$

we arrive at the expression

$$
\begin{equation*}
\mathcal{D}(\tau)=\frac{e^{2}}{3 \pi \epsilon_{0} c^{3}} \theta(\tau) \frac{d^{3}}{d \tau^{3}} \delta_{\epsilon}(\tau) \tag{53}
\end{equation*}
$$

The last equality in Eq. (52) can be understood in the limit $\epsilon \rightarrow 0$, in which the function $\tan ^{-1}(\tau / \epsilon)$ takes the shape of a step function such that its time derivative approaches the Dirac delta $\delta_{\epsilon}(\tau)$.

It is important to emphasize the context in which the socalled dipole approximation is applied in our work. Strictly speaking, the approximation we make is only to ignore the spatial variation of the two-point correlations in going from Eq. (47) to Eq. (48). This approximation remains valid as long as the electron travels at speeds $v \ll c$. This is conceptually different from the more common application of the standard dipole approximation. There, one similarly ignores the spatial variation of the radiation field, but in the light of the particle being trapped over length scales that are much shorter than the characteristic wavelengths of the radiation field. However, this is not the physical situation that our calculations are restricted to. It is clear that in only ignoring the spatial variation of the two-point correlations, we also describe the physical situation of a freely moving charged particle, not necessarily confined around the origin, as long as it moves at speeds $v \ll c$.

## V. THE EQUATION OF MOTION

Using the master equation (42), we can obtain the coupled equations for the time evolution of $\langle\hat{x}\rangle$ and $\langle\hat{p}\rangle$. It is interesting to compare the quantum mechanical EOM with the one derived classically.

Within classical electrodynamics, a charged spherical shell of radius $R$ which is accelerated by an external force $F_{\text {ext }}$, experiences an extra recoil force (radiation reaction) due to the emission of radiation. By taking the limit $R \rightarrow 0$ in the equation describing its dynamics, one obtains the AbrahamLorentz equation,

$$
\begin{equation*}
m_{\mathrm{R}} \ddot{x}=\mathrm{F}_{\mathrm{ext}}+\frac{2 \hbar \alpha}{3 c^{2}} \dddot{x} \tag{54}
\end{equation*}
$$

where $m_{\mathrm{R}}$ denotes the observed renormalized mass. See, for example, Refs. [20,30] and the references therein for the derivation of the AL equation. The triple derivative term appearing in Eq. (54) can be interpreted as the friction term
that leads to energy loss due to radiation emission. For instance, when the external potential is taken to be $V_{0}(x)=$ $(1 / 2) m \omega_{0}^{2} x^{2}$, one has $\dddot{x} \approx-\omega_{0}^{2} \dot{x}$ [22]. However, the issue with Eq. (54) is that the same triple derivative term persists even when the external potential is switched off, leading to an exponential increase of the particle's acceleration. A discussion of the AL equation and the problems associated with it can be found in [19-21,30] and the references therein; Ref. [31] offers an elaborate and mathematically accurate review and discussion on the subject.

In the case that we are considering, the rate of change of the expectation values is calculated from Eq. (42). The coupled differential equations for $\langle\hat{x}\rangle$ and $\langle\hat{p}\rangle$ are given by (cf. Appendix B)

$$
\begin{gather*}
\frac{d}{d t}\langle\hat{x}\rangle=\operatorname{Tr}\left(\hat{x} \dot{\hat{\rho}}_{r}\right)=\frac{\langle\hat{p}\rangle}{m}  \tag{55}\\
\frac{d}{d t}\langle\hat{p}\rangle=-\left\langle\hat{V}_{0}, x\right\rangle+\operatorname{Tr}\left[\hat{\rho}_{r}(t) \int_{0}^{t-t_{i}} d \tau \mathcal{D}(\tau) \hat{x}_{\mathrm{H}_{s}}(-\tau)\right] \\
-\frac{2 e^{2} \omega_{\max }^{3}\langle\hat{x}\rangle}{3 \pi^{2} \epsilon_{0} c^{3}} \tag{56}
\end{gather*}
$$

While it might not be apparent at the first glance, Eq. (56) is actually local in time due the form of $\mathcal{D}(\tau)$ in Eq. (53). To see this explicitly, the integral involving the dissipation kernel needs to be evaluated. We do so by integrating by parts such that the derivatives acting on $\delta_{\epsilon}$ [appearing in the expression for $\mathcal{D}(\tau)$ in Eq. (53)] are shifted onto the adjacent function. We calculate the integral explicitly in Appendix A and derive the following identity:

$$
\begin{align*}
\int_{0}^{t} d \tau \mathcal{D}(\tau) f(\tau)= & -\frac{2 \alpha \hbar}{3 c^{2}} f^{\prime \prime \prime}(0)-\frac{4 \alpha \hbar \omega_{\max }}{3 \pi c^{2}} f^{\prime \prime}(0) \\
& +\frac{2 e^{2} \omega_{\max }^{3} f(0)}{3 \pi^{2} \epsilon_{0} c^{3}} \tag{57}
\end{align*}
$$

Here, the prime denotes the derivative taken with respect to $\tau$ and $\alpha=e^{2} /\left(4 \pi \epsilon_{0} \hbar c\right)$ is the fine-structure constant. Using identity (57), Eq. (56) becomes

$$
\begin{align*}
\frac{d}{d t}\langle\hat{p}\rangle= & -\left\langle\hat{V}_{0}, x_{x}\right\rangle-\frac{4 \alpha \hbar \omega_{\max }}{3 \pi c^{2}} \operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{2}}{d \tau^{2}} \hat{x}_{H_{s}}(-\tau)\right|_{\tau=0}\right] \\
& -\frac{2 \alpha \hbar}{3 c^{2}} \operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{3}}{d \tau^{3}} \hat{x}_{H_{s}}(-\tau)\right|_{\tau=0}\right] \tag{58}
\end{align*}
$$

We see that in the EOM (58), only the original bare potential $\hat{V}_{0}$ remains because the contribution coming from $\hat{V}_{\mathrm{EM}}$ in the second line of Eq. (56) is canceled by the term in the second line of the integral (57), after one introduces the cutoff consistently throughout the calculations. For more details, we refer to Appendices A and B. The same cancellation was also argued for in the quantum Langevin equation derived in [17]. However, there it was argued that this cancellation occurs after one assumes a specific model for the charge distribution of the electron. In this work, we show that up to second order in the interactions, the cancellation occurs for any value of the cutoff $\omega_{\max }$, as long as it is introduced consistently throughout the calculations and without making any additional assumptions concerning the charge distribution of the electron.

The time derivatives of ${\hat{x_{H}}}_{s}$ in Eq. (58) can be easily computed, since from Eq. (37) we have the relation [discarding $\hat{V}_{\text {EM }}$ up to second order in Eq. (58)]

$$
\begin{equation*}
\frac{d}{d \tau} \hat{x}_{H_{s}}(-\tau)=-\frac{i}{\hbar}\left[\hat{V}_{0}+\frac{\hat{p}^{2}}{2 m}, \hat{x}_{H_{s}}(-\tau)\right] . \tag{59}
\end{equation*}
$$

First we consider the situation when the external potential is switched off. From Eq. (59), with $\hat{V}_{0}=0$, taking another time derivative of $\hat{x}_{H_{s}}$ we get

$$
\begin{equation*}
\left.\frac{d^{2}}{d \tau^{2}} \hat{x}_{H_{s}}(-\tau)\right|_{\tau=0}=\left(\frac{-i}{\hbar}\right)^{2}\left[\frac{\hat{p}^{2}}{2 m},\left[\frac{\hat{p}^{2}}{2 m}, \hat{x}\right]\right]=0 \tag{60}
\end{equation*}
$$

where, in Eq. (60), we have also used the relation $\hat{x}_{\mathrm{H}_{s}}(0)=\hat{x}$. Similarly, the third derivative term appearing in Eq. (58) also vanishes. Therefore, when $\hat{V}_{0}=0$, Eq. (58) simply reduces to

$$
\begin{equation*}
\frac{d}{d t}\langle\hat{p}\rangle=0 . \tag{61}
\end{equation*}
$$

Unlike the AL equation (54), we see that up to second order in the interactions, there are no solutions which allow for an exponential increase of the particle's acceleration in the absence of an external potential.

Next we consider the case $\hat{V}_{0} \neq 0$. When the potential does not explicitly depend on time, such that $\hat{V}_{0}=\hat{V}_{0}(x)$, the double and triple derivative terms in Eq. (58) yield double and triple commutators with respect to the system Hamiltonian (discarding $\hat{V}_{\mathrm{EM}}$ ), respectively. Equation (58) can then be written as

$$
\begin{align*}
\frac{d}{d t}\langle\hat{p}\rangle= & \mathrm{F}_{\mathrm{ext}}+\frac{4 \alpha \hbar \omega_{\max }}{3 \pi c^{2}} \operatorname{Tr}\left(\frac{1}{\hbar^{2}} \hat{\rho}_{r}(t)\left[\hat{H}_{s},\left[\hat{H}_{s}, \hat{x}\right]\right]\right) \\
& -\frac{2 \alpha \hbar}{3 c^{2}} \operatorname{Tr}\left(\frac{i}{\hbar^{3}} \hat{\rho}_{r}(t)\left[\hat{H}_{s},\left[\hat{H}_{s},\left[\hat{H}_{s}, \hat{x}\right]\right]\right]\right) . \tag{62}
\end{align*}
$$

Here, we have defined $\mathrm{F}_{\mathrm{ext}}:=-\left\langle\hat{V}_{0}(x),_{x}\right\rangle$. Due to the presence of $\hat{V}_{0}(x)$, the commutators of $\hat{H}_{s}$ with $\hat{x}$ no longer vanish. To simplify the equation further, we shift the commutators onto the density matrix using the cyclic property $\operatorname{Tr}(\hat{a} \cdot[\hat{b}, \hat{c}])=\operatorname{Tr}([\hat{a}, \hat{b}] \cdot \hat{c})$ such that

$$
\begin{equation*}
\operatorname{Tr}\left(\hat{\rho}_{r}\left[\hat{H}_{s},\left[\hat{H}_{s}, \hat{x}\right]\right]\right)=\operatorname{Tr}\left(\hat{x}\left[\hat{H}_{s},\left[\hat{H}_{s}, \hat{\rho}_{r}\right]\right]\right) \tag{63}
\end{equation*}
$$

The same relationship also holds for the triple commutator term, with an additional minus sign. Remembering that the master equation is only valid up to second order in the interaction, it is sufficient to evaluate the trace in Eq. (62) at zeroth order. This implies that within the trace, the time dependence of the density matrix can be evaluated only by retaining the Liouville-von Neumann term in Eq. (42). The right-hand side of Eq. (63) thus becomes proportional to $\operatorname{Tr}\left(\hat{x} \ddot{\hat{\rho}}_{r}\right)$. With these simplifications, Eq. (62) can be written as

$$
\begin{equation*}
m_{\mathrm{R}} \frac{d^{2}}{d t^{2}}\langle\hat{x}\rangle=\mathrm{F}_{\mathrm{ext}}+\frac{2 \alpha \hbar}{3 c^{2}} \frac{d^{3}}{d t^{3}}\langle\hat{x}\rangle, \tag{64}
\end{equation*}
$$

where $m_{\mathrm{R}}:=m+\left(4 \alpha \hbar \omega_{\max }\right) /\left(3 \pi c^{2}\right)$. We notice that Eq. (64) has the same form as the Abraham-Lorentz equation (54). The same result is also obtained for the general case in which the bare potential explicitly depends on time, such that $\hat{V}_{0}=\hat{V}_{0}(x, t)$, as shown in Appendix B. We remark that the equation of motion derived quantum mechanically only reduces to Eq. (54) in the presence of an external potential.

When the external potential is switched off, the EOM reduces to Eq. (61), for any value of the cutoff $\omega_{\max }$, and is therefore free of the runaway solution.

## VI. DECOHERENCE

In this final part of the article, we are interested in assessing if the spatial superposition of a charged particle at rest can be suppressed via its interaction with the vacuum fluctuations alone. We begin by writing the position space representation of the master equation (42) relevant for decoherence,

$$
\begin{equation*}
\partial_{t} \rho_{r}=\left[-\frac{\left(x^{\prime}-x\right)^{2} \mathcal{N}_{1}(t)}{\hbar}\right] \rho_{r} \tag{65}
\end{equation*}
$$

where $\mathcal{N}_{1}(\tau)$ is defined to be

$$
\begin{equation*}
\mathcal{N}_{1}(\tau):=\int_{0}^{\tau} d \tau^{\prime} \mathcal{N}\left(\tau^{\prime}\right)=-\frac{4 \alpha \hbar}{3 \pi c^{2}} \frac{\tau^{3}-3 \tau \epsilon^{2}}{\left(\tau^{2}+\epsilon^{2}\right)^{3}} \tag{66}
\end{equation*}
$$

We have set $t_{i}=0$ and only retained the second term involving the noise kernel in Eq. (42). This is because the other terms typically give subdominant contributions when the question of interest is to evaluate the rate of decay of the off-diagonal elements of the density matrix at late times [24,32]. We have also used the expression of the noise kernel in Eq. (49) inside the integral to obtain the expression for $\mathcal{N}_{1}$. Integrating Eq. (65), we get

$$
\begin{equation*}
\rho_{r}\left(x^{\prime}, x, t\right)=\exp \left[-\frac{\left(x^{\prime}-x\right)^{2}}{\hbar} \mathcal{N}_{2}(t)\right] \rho_{r}\left(x^{\prime}, x, 0\right) \tag{67}
\end{equation*}
$$

where $\mathcal{N}_{2}(t):=\int_{0}^{t} d \tau \mathcal{N}_{1}(\tau)$. The function $\mathcal{N}_{2}(t)$ is inversely proportional to the coherence length $l_{x}(t)$ defined by $l_{x}(t):=$ $\left[\hbar / \mathcal{N}_{2}(t)\right]^{\frac{1}{2}}$. After performing the integral over $\mathcal{N}_{1}$, the expression for the coherence length is obtained to be

$$
\begin{equation*}
l_{x}(t)=\sqrt{\frac{3 \pi c^{2}}{2 \alpha \omega_{\max }^{2}} \cdot \frac{\left(t^{2}+\epsilon^{2}\right)^{2}}{t^{4}+3 t^{2} \epsilon^{2}}} \stackrel{t \gg \epsilon}{=} \sqrt{\frac{3 \pi}{2 \alpha}} \frac{1}{k_{\max }} . \tag{68}
\end{equation*}
$$

We see that the coherence length approaches a constant value on timescales much larger than $\epsilon=1 / \omega_{\max }$ and that its value scales inversely with the UV cutoff. Taken literally, if one sets $k_{\max }=1 / \lambda_{d b}$, where $\lambda_{d b}$ is the de Broglie wavelength of the electron, one would arrive at the conclusion that vacuum fluctuations lead to decoherence with the coherence length of the charged particle asymptotically reducing to $l_{x} \approx 25 \lambda_{d b}$ within the timescales $t \approx \lambda_{d b} / c$.

## False decoherence

It is clearly unsatisfactory to have an observable effect explicitly scale with the UV cutoff since the precise numerical value of the cutoff is, strictly speaking, arbitrary. A similar situation was encountered in [33] in a different context of a harmonic oscillator coupled to a massive scalar field. However, it was argued in [33] that the reduced density matrix of the harmonic oscillator described false decoherence. In such a situation, the off-diagonal elements of the density matrix are suppressed simply because the state of the environment goes into different configurations depending upon the spatial location of the system. However, these changes in the environmental states remain locally around the system and are
reversible. For the electron interacting with vacuum fluctuations, we therefore take the point of view that if the reduced density matrix describes false decoherence, then, after adiabatically switching off the interactions with the environment (after having adiabatically switched it on initially), the original coherence must be fully restored at the level of the system.

To formulate the argument, we consider a time-dependent coupling $q(t)=-e f(t)$ such that $f(t)=1$ for most of the dynamics between the initial time $t=0$ and the final time $t=T$, while $f(0)=f(T)=0$. The quantity relevant for decoherence is the noise kernel which, under the time-dependent coupling, transforms as $\mathcal{N} \rightarrow \tilde{\mathcal{N}}$, with

$$
\begin{equation*}
\tilde{\mathcal{N}}=f\left(t_{1}\right) f\left(t_{2}\right) \mathcal{N}\left(t_{1} ; t_{2}\right)=f\left(t_{1}\right) f\left(t_{2}\right) \mathcal{N}\left(t_{1}-t_{2}\right) \tag{69}
\end{equation*}
$$

The decoherence factor in the double commutator in Eq. (42) involves replacing $t_{2}$ with $t_{1}-\tau$ and then integrating over $\tau$. Therefore, the function $\mathcal{N}_{1}$ transforms as $\mathcal{N}_{1} \rightarrow \tilde{\mathcal{N}}_{1}$, with

$$
\begin{equation*}
\tilde{\mathcal{N}}_{1}\left(t_{1}\right)=f\left(t_{1}\right) \int_{0}^{t_{1}} d \tau f\left(t_{1}-\tau\right) \mathcal{N}(\tau) \tag{70}
\end{equation*}
$$

From the definitions of $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$, we have $\mathcal{N}=(d / d \tau) \mathcal{N}_{1}$, $\mathcal{N}_{1}=(d / d \tau) \mathcal{N}_{2}$ and $\mathcal{N}_{1}(0)=\mathcal{N}_{2}(0)=0$. Using these relations and integrating by parts, Eq. (70) becomes

$$
\begin{align*}
\tilde{\mathcal{N}}_{1}\left(t_{1}\right)= & f\left(t_{1}\right) \mathcal{N}_{1}\left(t_{1}\right) f(0)+f\left(t_{1}\right) \mathcal{N}_{2}\left(t_{1}\right) \dot{f}(0) \\
& +f\left(t_{1}\right) \int_{0}^{t_{1}} d \tau \mathcal{N}_{2}(\tau) \frac{d^{2}}{d \tau^{2}} f\left(t_{1}-\tau\right) . \tag{71}
\end{align*}
$$

In the limit $\epsilon \rightarrow 0$ (taking the UV cutoff to infinity), we see from Eq. (68) that $\mathcal{N}_{2}$ loses any time dependence. We can therefore bring $\mathcal{N}_{2}$ outside the integral such that

$$
\begin{align*}
\tilde{\mathcal{N}}_{1}\left(t_{1}\right)= & f\left(t_{1}\right) \mathcal{N}_{1}\left(t_{1}\right) f(0)+f\left(t_{1}\right) \mathcal{N}_{2} \dot{f}(0) \\
& -f\left(t_{1}\right) \mathcal{N}_{2}\left[\dot{f}(0)-\dot{f}\left(t_{1}\right)\right] . \tag{72}
\end{align*}
$$

The terms involving $\dot{f}(0)$ cancel out and we get

$$
\begin{equation*}
\tilde{\mathcal{N}}_{1}\left(t_{1}\right)=f\left(t_{1}\right) \mathcal{N}_{1}\left(t_{1}\right) f(0)+f\left(t_{1}\right) \mathcal{N}_{2} \dot{f}\left(t_{1}\right) \tag{73}
\end{equation*}
$$

After integrating by parts in Eq. (73), in order to obtain $\tilde{\mathcal{N}}_{2}(T)=\int_{0}^{T} d t_{1} \tilde{\mathcal{N}}_{1}\left(t_{1}\right)$, we get

$$
\begin{align*}
\tilde{\mathcal{N}}_{2}(T)= & f(0)\left[f(T) \mathcal{N}_{2}(T)-f(0) \mathcal{N}_{2}(0)\right] \\
& -f(0) \mathcal{N}_{2} \int_{0}^{T} d t_{1} \dot{f}+\frac{\mathcal{N}_{2}}{2} \int_{0}^{T} d t_{1} \frac{d}{d t_{1}} f^{2} . \tag{74}
\end{align*}
$$

In the limit $\epsilon \rightarrow 0$, as we noted earlier, $\mathcal{N}_{2}(t)$ takes a constant value for any time $t>0$, but is zero at $t=0$ from the way it is defined. Therefore, after completing the remaining integrals, we get

$$
\begin{equation*}
\tilde{\mathcal{N}}_{2}(T)=\frac{\mathcal{N}_{2}}{2}\left[f^{2}(0)+f^{2}(T)\right] \tag{75}
\end{equation*}
$$

Since we assume that the interactions are switched off in the very beginning and at the very end, we see that $\tilde{\mathcal{N}}_{2}(T)=0$ such that Eq. (67) becomes $\tilde{\rho}_{r}\left(x^{\prime}, x, T\right)=\rho_{r}\left(x^{\prime}, x, 0\right)$. Therefore, by adiabatically switching off the interactions, we recover the original coherence within the system.

This is different from standard collisional decoherence where, for example, one originally has $\partial_{t} \rho_{r}\left(x^{\prime}, x, t\right)=$ $-\Lambda\left(x^{\prime}-x\right)^{2} \rho_{r}\left(x^{\prime}, x, t\right)$ [32]. When, in this case, we
send $\Lambda \rightarrow \tilde{\Lambda}=f(t) \Lambda$, we get $\tilde{\rho}_{r}\left(x^{\prime}, x, t\right)=\exp \left\{-\Lambda\left(x^{\prime}-\right.\right.$ $\left.x)^{2} \int_{0}^{t} d t^{\prime} f\left(t^{\prime}\right)\right\} \rho_{r}\left(x^{\prime}, x, 0\right)$. The density matrix depends on the integral of $f(t)$ rather than its end points and we see that coherence is indeed lost irreversibly. Thus, we interpret our result (75), which differs from the ones obtained in [17,18], to imply that the vacuum fluctuations alone do not lead to irreversible loss of coherence.

## VII. DISCUSSION

We formulated the interaction of a nonrelativistic electron with the radiation field within the framework of open quantum systems and obtained the master equation for the reduced electron dynamics in the position basis. We showed that the classical limit of the quantum dynamics is free of the problems associated with the purely classical derivation of the Abraham-Lorentz equation. With respect to possible decoherence induced by vacuum fluctuations alone, we showed that the apparent decoherence at the level of the reduced density matrix is reversible and is an artifact of the formalism used. In mathematically tracing over the environment, one traces over the degrees of freedom that physically surround the system being observed. These degrees of freedom must be considered part of the system being observed, rather than the environment $[16,33]$. We formulated this interpretation by showing that one restores full initial coherence back into the system after switching off the interactions with the environment adiabatically. The formulation is fairly general and might also be used in other situations to distinguish true decoherence from a false one. The analysis therefore brings together various works in the literature [15-18,33] and addresses some of the conflicting results.
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## APPENDIX A: INTEGRALS INVOLVING THE DISSIPATION KERNEL

In this Appendix, we derive an identity involving the integrals of the form $\int d \tau \mathcal{D}(\tau) f(\tau)$. To proceed, we keep in mind the situation where $\epsilon$ is small but finite so that all the derivatives of the smoothed Dirac delta $\delta_{\epsilon}(\tau)$ are large but finite. However, for times $\tau \gg \epsilon$, we have $\delta_{\epsilon}(\tau)=\delta_{\epsilon}^{\prime}(\tau)=$ $\delta_{\epsilon}^{\prime \prime}(\tau)=0$. In addition, since the derivative of the Dirac delta is an odd function of $\tau$, we also have $\delta_{\epsilon}^{\prime}(0)=0$. In computing the integral of $\mathcal{D}(\tau)$ multiplying an arbitrary function $f(\tau)$, we shift the derivatives acting on $\delta_{\epsilon}$, one by one, onto $f(\tau)$ by integrating by parts. Since the calculations of interest involve integrating $\int_{0}^{t} d \tau \mathcal{D}(\tau) f(\tau)$, where $\tau$ takes only non-negative values from 0 to $t$, the Heaviside step function $\theta(\tau)$ can be omitted inside the integral.

The first integration by parts [the constant prefactors appearing in Eq. (53) will be plugged in at the end] gives

$$
\begin{equation*}
\int_{0}^{t} d \tau \delta_{\epsilon}^{\prime \prime \prime}(\tau) f(\tau)=-\int_{0}^{t} d \tau \delta_{\epsilon}^{\prime \prime}(\tau) f^{\prime}(\tau)+\left.\delta_{\epsilon}^{\prime \prime}(\tau) f(\tau)\right|_{0} ^{t} \tag{A1}
\end{equation*}
$$

Since $\delta_{\epsilon}^{\prime \prime}(t)=0$, only the boundary term $-\delta_{\epsilon}^{\prime \prime}(0) f(0)$ survives. Further,

$$
\begin{equation*}
-\int_{0}^{t} d \tau \delta_{\epsilon}^{\prime \prime}(\tau) f^{\prime}(\tau)=\int_{0}^{t} d \tau \delta_{\epsilon}^{\prime}(\tau) f^{\prime \prime}(\tau)-\left.\delta_{\epsilon}^{\prime}(\tau) f^{\prime}(\tau)\right|_{0} ^{t} \tag{A2}
\end{equation*}
$$

Since $\delta_{\epsilon}^{\prime}(t)=\delta_{\epsilon}^{\prime}(0)=0$ [with $\delta_{\epsilon}^{\prime}(\tau)$ being an odd function of $\tau$ ], both the boundary terms vanish. Proceeding further, we get

$$
\begin{equation*}
\int_{0}^{t} d \tau \delta_{\epsilon}^{\prime}(\tau) f^{\prime \prime}(\tau)=-\int_{0}^{t} d \tau \delta_{\epsilon}(\tau) f^{\prime \prime \prime}(\tau)+\left.\delta_{\epsilon}(\tau) f^{\prime \prime}(\tau)\right|_{0} ^{t} \tag{A3}
\end{equation*}
$$

As before, the boundary term at $\tau=t$ is zero and only the term $-\delta_{\epsilon}(0) f^{\prime \prime}(0)$ survives. Finally, since $\delta_{\epsilon}(\tau)$ goes to zero much faster than a generic function $f(\tau)$ for a small $\epsilon$, it can be treated like a Dirac delta such that

$$
\begin{equation*}
-\int_{0}^{t} d \tau \delta_{\epsilon}(\tau) f^{\prime \prime \prime}(\tau)=-\frac{f^{\prime \prime \prime}(0)}{2} \tag{A4}
\end{equation*}
$$

The factor of half comes because the integral is performed from 0 to $t$. Collecting the two boundary terms, we get the result

$$
\begin{equation*}
\int_{0}^{t} d \tau \delta_{\epsilon}^{\prime \prime \prime}(\tau) f(\tau)=-\frac{f^{\prime \prime \prime}(0)}{2}-\delta_{\epsilon}(0) f^{\prime \prime}(0)-\delta_{\epsilon}^{\prime \prime}(0) f(0) \tag{A5}
\end{equation*}
$$

From Eq. (52), we have $\delta_{\epsilon}(0)=1 /(\pi \epsilon)=\omega_{\max } / \pi$ and $\delta_{\epsilon}^{\prime \prime}(0)=-2 \omega_{\max }^{3} / \pi$ such that

$$
\begin{align*}
\int_{0}^{t} d \tau \mathcal{D}(\tau) f(\tau)= & -\frac{2 \alpha \hbar}{3 c^{2}} f^{\prime \prime \prime}(0)-\frac{4 \alpha \hbar \omega_{\max }}{3 \pi c^{2}} f^{\prime \prime}(0) \\
& +\frac{2 e^{2} \omega_{\max }^{3}}{3 \pi^{2} \epsilon_{0} c^{3}} f(0) \tag{A6}
\end{align*}
$$

Here, we have now plugged in the constant prefactor appearing in Eq. (53).

## APPENDIX B: THE ABRAHAM-LORENTZ EQUATION AS A CLASSICAL LIMIT

The rate of change of the expectation values can be obtained with the help of the master equation (42). For the position operator, it is given by

$$
\begin{align*}
\frac{d}{d t}\langle\hat{x}\rangle= & \operatorname{Tr}\left(\hat{x} \partial_{t} \hat{\rho}_{r}\right) \\
= & -\frac{i}{\hbar} \operatorname{Tr}\left(\hat{x} \cdot\left[\hat{H}_{s}, \hat{\rho}_{r}\right]\right) \\
& +\frac{i}{2 \hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{D}(t ; t-\tau) \operatorname{Tr}\left(\hat{x} \cdot\left[\hat{x},\left\{\hat{x}_{H_{s}}(-\tau), \hat{\rho}_{r}(t)\right\}\right]\right) \\
& -\frac{1}{\hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{N}(t ; t-\tau) \operatorname{Tr}\left(\hat{x} \cdot\left[\hat{x},\left[\hat{x}_{\mathrm{H}_{s}}(-\tau), \hat{\rho}_{r}(t)\right]\right]\right) \tag{B1}
\end{align*}
$$

Due to the identity

$$
\begin{equation*}
\operatorname{Tr}(\hat{A} \cdot[\hat{B}, \hat{C}])=\operatorname{Tr}([\hat{A}, \hat{B}] \cdot \hat{C}) \tag{B2}
\end{equation*}
$$

the terms involving the dissipation and the noise kernels vanish and we get

$$
\begin{equation*}
\frac{d}{d t}\langle\hat{x}\rangle=-\frac{i}{\hbar} \operatorname{Tr}\left(\hat{\rho}_{r} \cdot\left[\hat{x}, \hat{H}_{s}\right]\right)=\frac{\langle\hat{p}\rangle}{m} \tag{B3}
\end{equation*}
$$

Here, we remember that the system Hamiltonian $\hat{H}_{s}$ receives a contribution from $\hat{V}_{\mathrm{EM}}$ in addition to the bare potential $\hat{V}_{0}$ such that [cf. the discussion between Eqs. (8) and (12)]

$$
\begin{equation*}
\hat{H}_{s}(t)=\frac{\hat{p}^{2}}{2 m}+\hat{V}_{0}(x, t)+\frac{e^{2} \omega_{\max }^{3}}{3 \pi^{2} \epsilon_{0} c^{3}} \hat{x}^{2} \tag{B4}
\end{equation*}
$$

Proceeding analogously, we obtain, for the momentum operator,

$$
\begin{align*}
\frac{d}{d t}\langle\hat{p}\rangle= & \operatorname{Tr}\left(\hat{p} \partial_{t} \hat{\rho}_{r}\right) \\
= & -\frac{i}{\hbar} \operatorname{Tr}\left(\left[\hat{p}, \hat{H}_{s}\right] \cdot \hat{\rho}_{r}\right) \\
& +\frac{i}{2 \hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{D}(t ; t-\tau) \operatorname{Tr}\left([\hat{p}, \hat{x}] \cdot\left\{\hat{x}_{H_{s}}(-\tau), \hat{\rho}_{r}(t)\right\}\right) \\
& -\frac{1}{\hbar} \int_{0}^{t-t_{i}} d \tau \mathcal{N}(t ; t-\tau) \operatorname{Tr}\left([\hat{p}, \hat{x}] \cdot\left[\hat{x}_{H_{s}}(-\tau), \hat{\rho}_{r}(t)\right]\right) \tag{B5}
\end{align*}
$$

Since $[\hat{x}, \hat{p}]=i \hbar \mathbb{1}$, the term involving the noise kernel vanishes and Eq. (B5) simplifies to

$$
\begin{align*}
\frac{d}{d t}\langle\hat{p}\rangle= & -\left\langle\hat{V}_{0}, x_{x}\right\rangle-\frac{2 e^{2} \omega_{\max }^{3}}{3 \pi^{2} \epsilon_{0} c^{3}}\langle\hat{x}\rangle \\
& +\operatorname{Tr}\left[\hat{\rho}_{r}(t) \int_{0}^{t-t_{i}} d \tau \mathcal{D}(\tau) \hat{x}_{\mathrm{H}_{s}}(-\tau)\right] \tag{B6}
\end{align*}
$$

Evaluating the integral using Eq. (A6), we see that the last term in the second line of Eq. (A6) gives the contribution $\frac{2 e^{2} \omega_{\text {max }}^{3}}{3 \pi^{2} \epsilon_{0} c^{3}}\langle\hat{x}\rangle$ to $\frac{d}{d t}\langle\hat{p}\rangle$ in Eq. (B6) and cancels the contribution coming from $\hat{V}_{\mathrm{EM}}$. The EOM therefore reduces to

$$
\begin{align*}
\frac{d}{d t}\langle\hat{p}\rangle= & -\left\langle\hat{V}_{0}, x_{x}\right\rangle-\frac{4 \alpha \hbar \omega_{\max }}{3 \pi c^{2}} \operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{2}}{d \tau^{2}} \hat{x}_{\mathrm{H}_{s}}(-\tau)\right|_{\tau=0}\right] \\
& -\frac{2 \alpha \hbar}{3 c^{2}} \operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{3}}{d \tau^{3}} \hat{x}_{\mathrm{H}_{s}}(-\tau)\right|_{\tau=0}\right] . \tag{B7}
\end{align*}
$$

As shown in the main article, when $\hat{V}_{0}=0$, the double and the triple derivatives acting on $\hat{x}_{\mathrm{H}_{s}}(-\tau)$ vanish up to second order in the interactions in Eq. (B7), thereby making it free of the instability problems associated with the classical AL equation. Here, we only focus on the general case in which the external (time-dependent) potential is switched on. To simplify the equation further, we begin by evaluating the second-order derivative in Eq. (B7). From Eq. (37), we have

$$
\begin{align*}
\frac{d^{2}}{d \tau^{2}} \hat{x}_{\mathrm{H}_{s}}(-\tau)= & \hat{U}_{s}^{-1}(t-\tau ; t) \hat{x} \hat{U}_{s}^{\prime \prime}(t-\tau ; t) \\
& +2 \hat{U}_{s}^{-1^{\prime}}(t-\tau ; t) \hat{x} \hat{U}_{s}^{\prime}(t-\tau ; t) \\
& +\hat{U}_{s}^{-1^{\prime \prime}}(t-\tau ; t) \hat{x} \hat{U}_{s}(t-\tau ; t) \tag{B8}
\end{align*}
$$

where the prime denotes the derivative with respect to $\tau$. From the Schrödinger equation

$$
\begin{equation*}
\hat{U}_{s}^{\prime}(t-\tau ; t)=\frac{i}{\hbar} \hat{H}_{s}(t-\tau) \hat{U}_{s}(t-\tau ; t) \tag{B9}
\end{equation*}
$$

the derivatives acting on the unitary operator can be expressed in terms of the Hamiltonian. It is clear that taking higher derivatives of $\hat{U}_{s}(t-\tau ; t)$ would result in higher powers of the Hamiltonian or the partial derivative of the Hamiltonian with respect to $\tau$, multiplied with only a single unitary operator on the very right. However, if in the end $\tau$ is set to zero, the Hamiltonian and its explicit time derivatives will be evaluated at time $t$, and the unitary operator on the very right disappears since $\hat{U}_{s}(t ; t)=\mathbb{1}$. We therefore have the following identities:

$$
\begin{gather*}
\left.\hat{U}_{s}^{(n)}(t-\tau ; t)\right|_{\tau=0}=(-1)^{n}\left[\frac{d^{n}}{d t^{n}} \hat{U}_{s}\left(t ; t_{i}\right)\right] \hat{U}_{s}^{-1}\left(t ; t_{i}\right), \quad(\mathrm{B}  \tag{B10}\\
\left.\hat{U}_{s}^{-1((n)}(t-\tau ; t)\right|_{\tau=0}=(-1)^{n} \hat{U}_{s}\left(t ; t_{i}\right)\left[\frac{d^{n}}{d t^{n}} \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\right] . \tag{B11}
\end{gather*}
$$

The additional time parameter $t_{i}$ that appears in Eqs. (B10) and (B11) is only apparent. As discussed before, evaluating the time derivatives on the right-hand side of Eq. (B10) would result in powers of $\hat{H}_{s}(t)$ and its derivatives evaluated at $t$. The remaining unitary matrix $\hat{U}_{s}\left(t ; t_{i}\right)$ would be canceled by the additional $\hat{U}_{s}^{-1}\left(t ; t_{i}\right)$ on the very right such that $t_{i}$ disappears from the equation. Using Eqs. (B10) and (B11) in Eq. (B8), we get

$$
\begin{align*}
& \operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{2}}{d \tau^{2}} \hat{x}_{\mathrm{H}_{s}}(-\tau)\right|_{\tau=0}\right] \\
&=\operatorname{Tr}( \left\{\left[\frac{d^{2}}{d t^{2}} \hat{U}_{s}\left(t ; t_{i}\right)\right] \hat{U}_{s}^{-1}\left(t ; t_{i}\right) \hat{\rho}_{r}(t)+2\left[-\frac{d}{d t} \hat{U}_{s}\left(t ; t_{i}\right)\right]\right. \\
& \times \hat{U}_{s}^{-1}\left(t ; t_{i}\right) \hat{\rho}_{r}(t) \hat{U}_{s}\left(t ; t_{i}\right)\left[-\frac{d}{d t} \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\right] \\
&\left.\left.+\hat{\rho}_{r}(t) \hat{U}_{s}\left(t ; t_{i}\right)\left[\frac{d^{2}}{d t^{2}} \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\right]\right\} \hat{x}\right) . \tag{B12}
\end{align*}
$$

Here, we have used the cyclic property within the trace to shift the unitary operator $\hat{U}_{s}$ and its derivatives on the right of $\hat{x}$ in Eq. (B8) onto the very left within the trace.

To proceed further, we note that the terms involving the trace in Eq. (B7) are multiplied by $\alpha$. It is therefore sufficient to evaluate the trace at zeroth order in the interactions as the master equation is valid only up to second order in the interactions. This implies that within the trace, the time dependence of the density matrix can be evaluated by keeping only the Liouville-von Neumann term such that

$$
\begin{equation*}
\hat{\rho}_{r}(t)=\hat{U}_{s}\left(t ; t_{i}\right) \hat{\rho}_{r}\left(t_{i}\right) \hat{U}_{s}^{-1}\left(t ; t_{i}\right) \tag{B13}
\end{equation*}
$$

Equation (B12) then simplifies to

$$
\begin{aligned}
& \operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{2}}{d \tau^{2}}{\hat{x_{H}}}(-\tau)\right|_{\tau=0}\right] \\
& \quad=\operatorname{Tr}\left(\left\{\left[\frac{d^{2}}{d t^{2}} \hat{U}_{s}\left(t ; t_{i}\right)\right] \hat{\rho}_{r}\left(t_{i}\right) \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& +2\left[\frac{d}{d t} \hat{U}_{s}\left(t ; t_{i}\right)\right] \hat{\rho}_{r}\left(t_{i}\right)\left[\frac{d}{d t} \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\right] \\
& \left.\left.+\hat{U}_{s}\left(t ; t_{i}\right) \hat{\rho}_{r}\left(t_{i}\right)\left[\frac{d^{2}}{d t^{2}} \hat{U}_{s}^{-1}\left(t ; t_{i}\right)\right]\right\} \hat{x}\right) \tag{B14}
\end{align*}
$$

Thus, from Eqs. (B13) and (B14), we get

$$
\begin{equation*}
\operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{2}}{d \tau^{2}} \hat{x}_{\mathrm{H}_{s}}(-\tau)\right|_{\tau=0}\right]=\operatorname{Tr}\left[\ddot{\hat{\rho}}_{r}(t) \hat{x}\right]=\frac{d^{2}}{d t^{2}}\langle\hat{x}\rangle \tag{B15}
\end{equation*}
$$

A similar line of reasoning also leads to the relation

$$
\begin{equation*}
\operatorname{Tr}\left[\left.\hat{\rho}_{r}(t) \frac{d^{3}}{d \tau^{3}} \hat{x}_{H_{s}}(-\tau)\right|_{\tau=0}\right]=-\frac{d^{3}}{d t^{3}}\langle\hat{x}\rangle . \tag{B16}
\end{equation*}
$$

Using Eqs. (B15) and (B16) in Eq. (B7), the EOM for the expectation value of the position operator in the presence of an external potential is obtained to be

$$
\begin{equation*}
m_{\mathrm{R}} \frac{d^{2}}{d t^{2}}\langle\hat{x}\rangle=-\left\langle\hat{V}_{0}, x\right\rangle+\frac{2 \alpha \hbar}{3 c^{2}} \frac{d^{3}}{d t^{3}}\langle\hat{x}\rangle, \tag{B17}
\end{equation*}
$$

where $m_{\mathrm{R}}:=m+\frac{4 \alpha \hbar \omega_{\max }}{3 \pi c^{2}}$.
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