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ABSTRACT
Identifying anomalies in business processes is a challenge organi-
zations face daily and are critical for their operations’ data flow,
whether public or private. Most current techniques face this chal-
lenge by requiring prior knowledge about business process models
or specialists intervention to support the usage of state of the art
methods, such as supervised machine learning. Also, the techniques
tend to perform offline towards achieving consistent predictive re-
sults. In this work, we propose identifying the effectiveness of an
online clustering method, particularly Autocloud. This algorithm is
able to perform anomaly detection in trace streams meeting real-life
requirements. Autocloud is an autonomous, evolutionary, recursive
online clustering algorithm that requires little memory to provide
insights from anomalous patterns in real-time. Moreover, this clus-
tering algorithm does not require previous training or even prior
knowledge from the application domain. Experiments were car-
ried out with six process models, six different anomalies over 1,000,
5,000, and 10,000 event traces, generating a total of 630 datasets. The
experiments confirmed the algorithm’s ability to detect anomalies
in those event traces, paving the way for more reliable informa-
tion systems grounded on an automatic conformance checking of
desirable business process execution.
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•Computingmethodologies→Machine learning; •Learning
paradigms→ unsupervised learning; • Information systems
→ Data stream mining.

KEYWORDS
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1 INTRODUCTION
Information Systems (IS) regulate, control, and record the execu-
tion of events from business processes in organizations. Business
event data are stored in the form of event logs, which is a process
fingerprint able to provide robust management and verification
of business processes. Event logs comprehend a wide range of
information, such as executed activities sequences, time stamps,
attributes dependencies, concurrent behavior, and others [1]. In the
last decades, a research area called Process Mining (PM) has been
devoted to developing techniques for extracting knowledge from
the massive amount of event logs recorded by IS. More specifically,
PM techniques are usually applied for discovering, monitoring,
and enhancing real business processes [18]. PM methods ingest
an event log, which is composed of unique events recording activi-
ties executed at a certain time and belonging to a specific process
instance. In PM literature, a process instance is known as a case.
Activity, timestamp and case identifier are obligatory attributes for
all events being processed by PM algorithms. Moreover, it follows
that a unique sequence of time-ordered events of the same case is
called trace.

In addition to bringing more intelligence to business process
analysis, PM gives IS the ability to react to various anomalies and
deviations. The detection of abnormal process instances is of utmost
interest for organizations as the detection of incorrect executions
can avoid frauds and save resources [21, 29]. Traditionally, anomaly
detection in PM is driven by conformance checking approaches,
which aim at comparing traces and process models, detecting con-
trol and data-flow deviations [27]. Control-flow anomalies concern
activities sequences within traces, i.e., activities executed in the
wrong order or missing activities. Instead, data-flow anomalies re-
late to unexpected attribute values, such as a user managing an
activity without proper access to it.

However, the classical PM approach for anomaly detection is
designed for offline scenarios, analyzing historical batches of event
logs, possibly with multiple passes over the data. From a business
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perspective, this method is deficient as the real-time assessment
of processes is crucial to manage resources and react to incorrect
behavior in time [16]. Furthermore, online scenarios pose several
additional challenges, such as memory management, possible in-
finite streams, concept drift, and the need for regular model up-
dates. Recently, some approaches emerged as a solution for con-
formance checking in online scenarios [11, 31, 33]. In [11], the
method converts a process model into a transition system anno-
tated with arcs describing possible deviations from the model. This
pre-computation allows real-time conformance checking assess-
ment, but the requirements in terms of memory consumption are
high, and no model update is discussed. The approach in [33] sup-
ports online conformance checking for incomplete cases but relies
on the backtracking procedures required for alignments, known to
be resource costly [19]. In [31], the authors propose a technique
that creates and maintains an updated process model in online
environments. However, the model is based on a histogram repre-
sentation that does not preserve event order, an essential asset for
online PM anomaly detection.

To overcome these issues, we combined word2vec [24], a Natural
Language Processing (NLP) encoding technique, with Autocloud [6],
an online clustering algorithm, to support the detection of anoma-
lous behavior in trace streams. Autocloud is an evolutionary and
recursive algorithm that is memory-friendly while maintaining a
low response time. Moreover, it does not require previous training
or even any preliminary knowledge about the trace stream.

To evaluate our approach’s performance, we developed a set of
630 event logs based on six different models, six anomaly types and
four levels of incidence. This way, the synthetic event logs represent
a wide range of real-life scenarios experienced by organizations.
Moreover, we further investigated Autocloud’s capacity of detect-
ing anomalies by a hyperparameter tuning process. We obtained
promising results for the anomaly detection in online business pro-
cesses by reaching an accuracy of 0.96 in specific configurations.

The remainder of this paper is organized as follows. Section 2
presents the literature on anomaly detection in online PM. Section 3
discusses the application of clustering algorithms to online envi-
ronments. Section 4 details our proposed approach for anomaly
detection in trace streams, and Section 5 presents the event logs
used for the experiments along with the metrics to assess perfor-
mance. We analyze the results and discuss their implications in
Section 6. Finally, we conclude the paper in Section 7.

2 RELATEDWORK
Since our work’s scope is to detect anomalies in online PM using an
NLP-inspired technique for trace encoding, we focus the literature
review on online conformance checking and application of NLP
techniques to business processes.

Traditional anomaly detection in PM is usually addressed by
methods based on conformance checking [5, 7–9, 26]. The identifi-
cation of anomalous instances is based on a comparison between
log traces and a process model, i.e., traces that deviate from the
standard model are interpreted as anomalies [32]. However, these
approaches are limited to offline scenarios, where one has access
to historical recordings of a business process. The limitation re-
lies on the fact that often no measures can be taken against past

anomalies. Hence, organizations are interested in the detection
of anomalies on the fly, that is, in online environments, allowing
for a quick reaction to anomalous behavior. Above that, online
settings present additional constraints such as memory limitation,
potentially unbounded stream size, and minimization of response
latency [16].

In offline conformance checking, alignments are used to detect
anomalies. These techniques compare traces to valid execution
sequences determined by the model [15]. Building from that, in [33],
the authors propose the computation of alignment-based metrics
for online conformance checking. The approach extracts the prefix-
alignments from partially executed traces as the last activity that
might not have been reached. However, this relaxed version of
alignments leverages the number of false negatives. Thus, lower
recall values are expected. This approach is extended in [28] with
the reduction of conformance checking to the shortest path problem.
The authors model a synchronous product net, which is composed
of a trace and a workflow net. The state-space of the synchronous
product net is incrementally explored so new instances can benefit
from the previously calculated results.

In [34], the authors propose a method based on probabilistic
automata to identify and filter infrequent behavior in event streams.
In this context, rare or noisy instances, independently of the root
cause, are considered anomalies as they do not conform to the
expected process behavior. The approach maintains the filtering
mechanism incorporates a sliding window and each ingested event.
The filter represents the process’s behavior captured within the
window and is built by an ensemble of probabilistic automata, cap-
turing the underlying distribution of relations between activities.
Therefore, for a new event, its correspondent instance state is as-
sessed, and based on the probability distribution, a decision is made
to discard or not the event.

A framework for online conformance checking is proposed in [12].
The method builds from the idea of unfolding Petri nets [23], which
are obtained from the original business process model. From the un-
folded Petri net, behavioral patterns capturing the relation between
activities are extracted. This way, during the stream processing, the
observed behaviors are compared with the previously extracted
patterns, thus assessing the compliance between real and expected
activity relations. However, the steps until the extraction of the pro-
cess patterns are performed offline and imply in an already known
process model, which is not the case in many real-life applications.

Regarding the application of NLP techniques for modeling busi-
ness process behavior, few works have explored the intersection
between these areas. In [17], the authors use the doc2vec (an ex-
tension of the well-known word2vec algorithm [24]) method to
encode trace behavior. For this approach, traces are interpreted
as paragraphs, and the encoding feature space captures the rela-
tions between different paragraphs. The authors from [22] used
word2vec in combination with one-class classification algorithms to
detect anomalies in business processes. In [29], the authors also use
word2vec and compare it against traditional conformance metrics.

Our work lies at the intersection between NLP-based trace rep-
resentations and online environments. For that, we investigate the
application of word2vec along with an online clustering method
for the detection of anomalous process instances.
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3 ONLINE CLUSTERING ALGORITHMS
Data stream mining has become an area of research of interest in
recent years. The use of clustering algorithms is an efficient method
to overcome the problem of extracting the valuable knowledge held
in data streams in real-time. It can be applied in the most diverse
fields of activity, whether in financial market transactions, tele-
phone company records, devices, IoT sensors, and analyze business
processes in e-commerce and Enterprise Resource Planning (ERP).

Invariably in the literature, most of the methods proposed for
this purpose consider that the algorithm has some advanced knowl-
edge about the set of samples to be analyzed. This knowledge is
presented with a mathematical model, which describes the data,
thus helping the algorithm have this prior understanding of the
data. Then, with the increased use of these online applications,
there was also a need to analyze the data generated from them,
commonly known as data streaming. This way, the search for on-
line clustering algorithms for real-time analysis has increased [25].
CluStream [3], DenStream [14], StreamKM++ [2] are among the
most notable algorithms in this area.

Regularly, these algorithms divide their processes into two phases,
which are online and offline. In [20] the author categorizes these
algorithms taking into account the form of the approach used to
perform the grouping of data.

The authors [3], discuss in this article a way to approach the
problem so that with the use of CluStream that divides the grouping
process into two parts, online and offline, that is, with this division
in two steps, the algorithm would be able to offer greater malleabil-
ity for exploring the evolutionary nature of clusters. In its online
phase, reduced storage of detailed statistical data would be car-
ried out. In its offline phase, the process uses this stored summary
information.

In DenStream [14] we are presented with a clustering algorithm
in an evolving data stream. This algorithm and CluStream use two
steps, in its online phase of maintenance of the createdmicro-cluster
and its offline phase, and perform the final clusters’ generation.

StreamKM++ [2], consists of a two-phase algorithm, similar to
the previous ones (i.e., an online and an offline phase). Unlike Den-
Stream, based on density, StreamKM++ is grounded on partitioning
towards creating data structures commonly defined as trees. These
trees represent a subset of input data. It uses blending and reduction
techniques. Also, in two stages, a merging stage and a reduction
stage.

Data clustering is the usual method for solving problems of
different classes in different fields of activity. Especially in our
explored issue, the detection of anomalies in traces of business
processes in the data stream. Moreover, clustering algorithms do
not require labels, which is a common constraint for other types of
online algorithms.

The methods proposed in the literature require little or some
advanced knowledge about the samples.

In this article, for the experiments of our method of grouping and
detecting anomalies in data streams, we use Autocloud to process
and cluster the traces from the data stream. Autocloud is entirely
data-driven and does not require specific mathematical models or
any prior knowledge of the data set to be analyzed. It is based on

the recently introduced concept of Typicality and Eccentricity Data
Analysis (TEDA) [4].

3.1 Autocloud
Autocloud [6] is an algorithm that uses data analysis based on
typicality and eccentricity (TEDA) [4] represented by an alterna-
tive analytical structure. Within its purpose, each sample obtained
through a data stream Autocloud determines whether or not it
belongs to a Data Cloud.

A Data Cloud is a structure used by Autocloud to group the sam-
ples obtained. Unlike the other algorithms, Autocloud creates data
clouds instead of clusters. The comparison between data clouds and
clusters has been widely discussed in the literature when dealing
with the clustering algorithm. Notably, data clouds have no prede-
fined format or geometric limits. They are representations of all
samples from the data stream.

For each sample received, Autocloud checks if the sample re-
ceived has any similarity, eccentricity, and typicality with the cur-
rent Data Cloud. In case of a minimum similarity between the
sample and the Data Cloud, the latter is updated. On the other
hand, if the sample shows eccentricity concerning the data cloud, a
new data cloud will be created to represent this new sample. Data
clouds seek through this process, and with the use of TEDA repre-
sent as accurately as possible the samples received from the data
stream in their data clouds.

The eccentricity [4] reflects how distant a given sample is from
the data cloud or other compared samples. A sample with high
eccentricity in relation to the other samples is a strong candidate
to be an anomaly.

The typicality [4] is used to form the data clouds like fuzzy
pertinence functions, but it does not require previous knowledge.
The typicality depicts the analysis of the sample’s frequency and
the spatial distribution of these data simultaneously.

4 PROPOSED APPROACH
The proposed approach could be split into Acquisition, Encoding,
and Online Clustering. The acquisition step regards the conversion
of event logs into traces. A trace is a set of events representing a
business process instance. An event is a unique activity. Each event
can contain one or more activities or attributes, and finally, a log
is a set of traces. The second step, Encoding, allows performing
online clustering over the feature vector representation of traces.
Finally, the Online Clustering with Autocloud delivers a data cloud
perspective of our traces supporting the anomalous trace detection.
Figure 1 shows an overview of the proposed method.

4.1 Trace Acquisition
Our method consists of acquiring samples, events from a data
stream, events that together form a trace. This trace represents
a particular business process. And machine learning techniques
cannot act directly on these event logs, so we need to somehow
prepare the data so that they are prepared to apply these tech-
niques [13, 30].

Events are evaluated from the moment they arrive through the
data flow, treating each one individually for trace extraction. Our
method implements a window to acquire events from the stream
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Figure 1: Proposed approach overview, from Event Log
Stream to Anomaly Detection

and convert them into traces using a data streammonitoring system.
A hyperparameter is used to define the number of events related
to trace extraction, similarly to a sliding window. Considering a
window of 100 events, we group all events from the same case
keeping the corresponding sequence towards modeling all possible
traces from this window. This particular hyperparameter is related
to the evaluated domain, particularly regarding the average number
of cases, its length ant parallel occurrence. It is necessary tomention
that our proposal does not address event log streams but trace
streams.

4.2 Encoding
Tomeet the sample preparation and execute this process, i.e., the en-
coding, we chose word2vec [24]. Word2vec is an encoding method
grounded on a neural network to outline the linguistic context in a
corpus. This process generates a vector with the weights learned
through the learning that results from the use of the neural net-
work [22].

Word2vec is a fundamental step of our approach because Auto-
cloud cannot work directly with business process traces in their
original representation. The efficiency of word2vec in the incor-
poration of words (e.g., process activities), motivated the choice
of its as our encoding in our method. This way, word2vec con-
verts the trace representation to a feature vector representation
space, providing the suitable input for Autocloud. In other words,
Autocloud processes a stream of encoded traces using word2vec
representations. Next, Autocloud processes (i.e., online clustering)
each encoded trace, by calculating the eccentricity and typicality.
Using these metrics, the online clustering algorithm creates the data
clouds representing a given event log state. Using the data cloud it
is possible to have insights about anomalies, such as demonstrated
in section 3.

For the process of encoding traces with word2vec, three crucial
hyperparameters need to be defined: size, window, min_count. The
size hyperparameter represents the dimension of the final vector
after word2vec finishes its work. Window defines the maximum

distance between the current and the predicted word in a sentence.
Min_count defines that the algorithm ignores all words with a total
frequency lower than value of this parameter. In our method, we
set the following values for hyperparametrs: size = 50, window = 3
and min_count = 3, workers = 6.

At this point in the process, we started training the word2vec
model by feeding it with data from the stream. After inserting the
traces in word2vec for training, we took the sample from the al-
gorithm’s memory. When word2vec finishes the training with the
sample received, it returns an array with the trace events’ repre-
sentation, encoded.

It is important to mention that other encoding methods could
take place. Our suggestion is based on current literature and the
descriptive performance of word2vec.

4.3 Clustering Algorithm - Autocloud
Widely discussed in the literature, the algorithms for data clustering
are employed for solving problems involving different patterns and
in various domains (data mining, image images, etc.) without a
supervision influence in terms of machine learning. In our case,
specifically for mining processes through the use of a data stream.

In most of the literature’s proposals, it is possible to highlight
the prior demand for knowledge about the analyzed datasets. Usu-
ally, this knowledge is represented through a mathematical model
to characterize samples’ behavior or even by using specialists to
perform labeling tasks for supervised machine learning.

We propose to use Autocloud as the algorithm for data clustering.
Similarly to unsupervised stream algorithms found in the literature,
Autocloud does not need prior information about the samples of
the data set to be processed as described in the section 3 [6]. As
mentioned in the related work section, there are several other online
clustering algorithms, but different from the others, Autocloud
performs fast and requires a single hyperparameter. In comparison
to DenStream, which has five hyperparameters, Autocloud presents
a considerable advantage supporting our claim to reduce previous
knowledge demand. The tuning strategies related to finding the
suitable hyperparameter relies on trial and test or knowledge from a
specialist. In a scenario with numerous hyperparameters, this issue
became a drawback. However, our clustering algorithm requires a
single and intuitive hyperparameter,m.

The hyperparameter m is used by Autocloud to define the level
of sensitivity applied to the samples received for processing. It will
directly interfere with the algorithm, more or less stressing the
process of detecting anomalies.

5 MATERIALS AND METHODS
This section presents the event logs, the encoding strategy, the
clustering algorithm, and the metrics that we use to evaluate and
validate our method’s ability to detect anomalies in trace streams.

5.1 Event Logs
Essential subsidy to evaluate our method are the event logs, which
contain the traces of business processes. First of all, we generated six
different business process models: Gigantic, Huge, Large, Medium,
Small, and Wide. For this process of designing business process
models, we use the PLG2 tool [10]. This bunch of datasets was
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generated to provide heterogeneous scenarios revealing possible
drawbacks and advantages of trace clustering. In other words, we
simulated different scenarios seeking particularities and barriers
related tom hyperparameter.

In Table 1 it is possible to see details of the log files generated,
specifying their sizes, percentage of anomalies, and business process
models.

Model #activities #anomalies % #traces #trace len
Small 20 0,5,10,15 and 20 1,5 and 10k 10
Medium 32 0,5,10,15 and 20 1,5 and 10k 8
Large 42 0,5,10,15 and 20 1,5 and 10k 12
Huge 54 0,5,10,15 and 20 1,5 and 10k 11
Wide 34 0,5,10,15 and 20 1,5 and 10k 7
Gigantic 64 0,5,10,15 and 20 1,5 and 10k 11
Table 1: Overview of event log used in the experiments.

We started to generate the log files from the definition of the
business process models to be used. Thus, we randomly generate
the event logs from the models chosen and designed using the PLG2
tool. Following the control flow defined in the models, attributes
were also generated for each event contained in the model [26].

In addition to the six types of business process models that
supported the generation of event logs, we vary their respective
sizes and number of anomalies. Also, it was generated a group of
logs containing the same characteristics compromised with all the
anomalies at once. The following is a description of six types of
anomalies:

• Skip: Up to 3 activities are skipped
• Insert: Up to 3 random activities are inserted
• Rework: Up to 3 events have been run once more
• Early: A sequence of up to 2 events has been executed too
early, and hence are skipped later in the case

• Late: 2 events were run later than usual
• Attribute: Up to 3 events receive incorrect attributes

5.2 Metrics
To evaluate the proposed approach, we tested a set of datasets
with the clustering algorithm Autocloud. The metrics used in this
comparison were Precision (1), Recall (2), and F1-Score (3).

Precision =
TP

TP + FN
(1)

Recall =
TP

TP + FN
(2)

F1 − Score =
2. precision . recall
precision + recall

(3)

6 RESULTS AND DISCUSSION
We evaluated the application of clustering algorithms for detecting
anomalies in business processes in trace streams, measuring their
performance during this process.

Regarding the best value for the hyperparameterm, we suggest
2.5 as the most suitable value, as seen in Figure 2. Different from
the suggested default value (m = 3), using 2.5 it was possible to

achieve high-predictive detection, about 0.93% with a low F1-Score
standard deviation (0.04). Values ofm about 1, 1.5, and 2.5 lead to
high variations in prediction performance. It is important to note
that other PM scenarios could take advantage of a differentm value,
but we strongly suggest this value considering the massive number
of experiments.

Figure 2: F1-Score across several values for hyperparameter
m.

The following experiments took into account onlym equal to 2.5.
We explored five different incidences of anomalies (None , 5%, 10%,
15%, and 20%) throughout each evaluated stream. As Figure 3 shows,
a stream without anomalies presented the best performance (1.0),
as the incidence increases the performance in terms of F1-Score
decreases, obtaining 1, 0.97, 0.95, 0.92 and 0.89 for None , 5%, 10%,
15% and 20%, respectively, as shown in Figure 3. We can see that
the algorithm’s performance in identifying anomalies is affected
by the percentage of anomalies in the event logs.

Figure 3: F1-Score obtained with Autocloud using m = 2.5
for anomaly detection with several percentage of anomalies
(5%,10%,15%,20% and none) focusing on anomalies incidence.

The overall solution demonstrated consistent performance of
about 0.97 for events logs containing 5% of anomalies of their total
trace size, in terms of F1-Score for processing event logs with 1,000,
5,000, and 10,000 traces across five anomalies incidences. There
is no change in performance considering different stream sizes.
Autocloud obtained a very satisfactory performance in detecting
anomalies and not identifying false anomalies, that is, false positives
contained in the log files.
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Regarding the traces, we explored all anomalies incidences with
each particular trace file stream. The figure 4 shows the F1-Score
achieved by all evaluated anomalies. Insert anomaly presented
the highest detection rate, about 0.96 of F1-Score. This type of
anomaly is one of themost traditional, also, can be easily detected by
simple techniques, because its composition is not the most complex
compared to the other types of anomalies used in the construction
of our data sets. The other anomalies were also possible to be
detected with a similarly high detection rate, in the following order:
Insert (0.96), Early (0.95), Rework (0.95), Late (0.95), Skip (0.95), and
Attribute (0.94). When we have all anomalies occurring in the same
flow, our proposal obtained an F1-Score of 0.91.

Figure 4: F1-Score obtained using Autocloud (m = 2.5) as
anomaly detection system for seven different anomalies (all,
Attribute, Early, Insert, Late, Rework and Skip) with differ-
ent incidence levels.

Several characteristics affect the performance of anomaly detec-
tion. One of them is the process model. In our work, we explored
six different processes (Gigantic, Huge, Large, Medium, Small, and
Wide) to investigate the bias of a particular process when using
anomaly detection systems. Figure 5 exposes some differences bring-
ing important insights. A higher rate of detection was obtained from
the Small process, obtaining an F1-Score about 0.95. The others
obtained similar results: Gigantic (0.94), Huge (0.94), Large (0.92),
Medium (0.92) and Wide (0.93).

Figure 5: F1-Score obtained with Autocloud using m = 2.5
for anomaly detection with a perspective of process model
and several process model (Gigantic, Huge, Large, Medium,
Small and Wide).

Spearman coefficients for the F1-Score, anomaly type, anomaly
incidence, and process model can be seen in Figure 6. A correlation
equal to 1 indicates that there is a perfect relationship among two
variables (-1 if a perfect reverse relation is observed). When the
coefficients are close to 0, there is no evidence of correlation among
the observed features. Comparing the three main features and F1-
Score with itself will always generate a correlation coefficient equal
to 1. In Figure 6, we can observe in the row F1-Score an average
negative correlation with anomaly incidence, a low positive corre-
lation with the process model, and a very low positive correlation
with anomaly itself. Summing up, it is possible to mention that the
incidence of anomaly is the most tricky phenomena to be dealt with
when detecting anomalies on trace streams.

Figure 6: Spearman correlation coefficients among F1-Score,
anomaly type, anomaly incidence and process model.

Another characteristic that affected, that is, compromises the
performance of Autocloud during the execution of our experiments
with this clustering algorithm was that the lower the value ofm.
We employed hyperparameter configuration ranging between 1
and 4), the lower the hyperparameter, the higher the detection
sensitivity defined by this hyperparameter, consequently the lower
the F1-Score. We can verify this behavior through graphs Figure 7
and Figure 8.

Figure 7: F1-Score withm=1.0 - 1k Cases - 5% anomaly

In the figures 7 and 8 the vertical dotted lines represent the lines
that have some kind of anomaly, while the horizontal blue line rep-
resents the performance of the algorithm using the F1-Score metrics

6
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Figure 8: F1-Score withm=2.5 - 1k Cases - 5% anomaly

described in section 5. These figures show the behavior of the al-
gorithm using the same data set (10000 −TenPercentAnomalie −
small−Insert−10000−0.1−1.csv), with the same incidence of anom-
alies. Only the value of the hyperparameter has been changed. Fig-
ure 7 with the value ofm = 1 and figure 8 with the value ofm = 2.5.
Both results were obtained during the processing of the dataset:
10000−TenPercentAnomalie − small − Insert − 10000− 0.1− 1.csv ,
with the configuration ofm in 1 and 2.5.

Based on the F1-Score numbers presented in the two graphs, we
can see that the lower the value defined in the hyperparameter,
that is, the higher the level of refinement of the algorithm, its
performance falls when comparing the numbers obtained by the
F1-Score concerning higher values in the hyperparameterm.

7 CONCLUSION
In this work, we proposed an online method for anomaly detection
of process mining. We acquired traces from an event stream and
extract a feature vector using the word2vec encoding. Clustering
the feature vectors with the Autocloud algorithm, we were able
to identify anomalous traces in an online way. We simulated and
explored scenarios resembling reality for the experiments by con-
structing synthetic business process logs with different trace sizes,
case numbers, and anomalies, a total of 630 event logs.

The capacity of Autoclud, identified through our experiments,
paved the way for the automation of compliance and conformance
checking for any type of company using the event log as a resource.
The best performance of Autocloud was obtained with m = 2.5,
the unique algorithm hyperparameter when detecting anomalies
in the various dataset scenarios. This hyperparameter relies on the
sensitivity of the clustering algorithm, very intuitively tuned. It is
necessary to mention the other online clustering algorithms de-
mand for several hyperparameters, so that, Autocloud was selected.

A similar F1-Score was observed regardless of the type of anom-
aly (Attribute, Early, Insert, Late, Rework and Skip) or event log
complexity (Gigantic, Huge, Large, Medium, Small, and Wide). The
most correlated phenomena related to the predictive performance
was anomaly incidence since the high incidence (i.e., about 20%)
at particular moments was interpreted as a typical behavior by a
given data cloud.

As future work, we plan to compare the other clustering algo-
rithms using a stream of events, reducing our framework’s acquisi-
tion step. However, it will be necessary to use statistical assump-
tions to handle the incomplete event traces.
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