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Chapter 1

Introduction

The von Neumann collapse formulation gives an unsatisfactory and an inconsistent account of the
quantum measurement problem. It assumes that if no measurement is made on a physical system,
its state evolves in a linear and deterministic manner. If, however, a measurement is made, the
system is asserted to jump randomly, instantaneously and non-linearly onto an eigenstate of the
observable being measured. It thus supposes two unrelated dynamical laws, one of which must
be applied depending on whether or not a measurement is being made, but without specifying
what constitutes a measurement.

Hugh Everett III provided a logically consistent resolution to the problem by lifting the arti-
ficial divide between the measuring apparatus and the system being observed and postulating
the existence of the universal system-apparatus wavefunction. At the time of the measurement,
following the rules of standard linear quantum dynamics, the system and the apparatus become
correlated to each other such that the universal wavefunction goes into a superposition of differ-
ent states, each of which represents the apparatus being fully correlated to a given value of the
system observable. Everett simply assumed that the universal wavefunction always evolves lin-
early, in accordance with standard quantum mechanics, and never undergoes a von Neumann like
collapse. Nevertheless, in each of the configurations that it remains to be in a superposition of, the
measuring apparatus records a definitive outcome.

While Everett may have been content with the fact that each of these branches of the wave-
function can consistently model the subjective experience of having a definitive outcome in an ex-
periment, the desire to ask more from the quantum theory or to assign a specific physical meaning
to each of these branches has resulted in the many worlds interpretation of quantum mechanics.
The discontent with the simultaneous co-existence of several possible measurement records (that
Everett’s view predicts) while having access to only one, may lead one towards the direction of
dynamical collapse models. In these models, a non-linear and stochastic time evolution of the
wavefunction is considered as an alternative to the Schrédinger equation, such that the localiza-
tion of the universal wavefunction, around a unique measurement record, is achieved continu-
ously and asymptotically in time. Further, these models also lead to certain predictions that are
different from those of standard quantum mechanics. It is then natural to ask whether or not col-
lapse models are consistent with observations and for what values of the free parameters that they
introduce. Besides several laboratory experiments, the possibility to constrain these models via
the measurements of the cosmic microwave background (CMB) has been recently discussed in the



literature. Cosmological inflation, constraining the models of wavefunction collapse via the CMB
observations and investigating the possibility of decoherence due to vacuum fluctuations (which
has been previously argued in the literature to be a fundamental and an unavoidable source of
decoherence), are the subjects of this thesis.

Cosmological inflation is widely regarded to be a part of standard cosmology. Not only does it
solve several cosmological puzzles, the quantum fluctuations of the inflaton field are also believed
to seed the formation of stars, galaxies and the temperature anisotropy of the CMB radiation. The
same perturbations, when amplified on a certain length scale, can also trigger the formation of
primordial black holes that may further account for the observed cold dark matter content in the
universe. However, there is still no general consensus on the nature of the scalar field driving
inflation. Two of the simplest candidates, Starobinsky inflation and non-minimal Higgs inflation,
are also among the most successful ones. In the first part of the thesis, a combination of the two
models is constructed which is not only consistent with the CMB observations but also offers the
possibility to account for the observed cold dark matter content in the universe by triggering the
formation of primordial black holes.

While the quantum perturbations offer to account for the structure in the universe, they also
pose conceptual problems concerning its apparent classicality. Several works have sought a pos-
sible resolution by considering the continuous spontaneous localization (CSL) models. The non-
linear evolution of the wavefunction that these models introduce, leads to a continuous localiza-
tion of the wavefunction within the time intervals which scale inversely with the size (the to-
tal mass or the number of particles) of the system so that the quantum-to-classical transition is
achieved continuously. In the second part of the thesis, working within the framework of standard
cosmological perturbation theory, a possible generalization of the mass proportional CSL model
to a cosmological setting is proposed which is found to be compatible with the CMB constraints.

The suppression of quantum superpositions does not necessarily require modifications to the
Schrodinger equation. It can also be achieved within the framework of standard quantum me-
chanics due to decoherence. The phenomenon of decoherence or the suppression of the quantum
superpositions is inevitable at the level of the system being observed, as soon as one realizes the
practical impossibility of completely isolating the system from its environment. Nevertheless, one
may still wonder what happens to macroscopic superpositions inside an ideal vacuum? Some
works have even argued for the possibility that even the environment of the fundamentally un-
avoidable vacuum fluctuations can lead to decoherence. In order to address this question, in the
third and final part of the thesis, the interaction of a non-relativistic electron with the electromag-
netic vacuum is studied within the framework of open quantum systems. It is found that for an
electron at rest, the vacuum fluctuations do not behave as an ordinary environment, such as that
comprising of thermal photons or air molecules, and that it does not lead to irreversible loss of co-
herence. In addition, when the same mathematical formalism is applied to study the phenomenon
of radiation emission by an accelerated non-relativistic electron, the resulting equation of motion
appears to be free of the problems associated with the equation that is derived within classical
electrodynamics: the run-away solution of the Abraham-Lorentz formula. While there has been a
general expectation that these issues should not persist at a quantum mechanical level, it has not
been shown clearly how they can be overcome. The discussion presented in the final part of the
thesis offers to do so.

The thesis is organized as follows. Chapters [} B|and [d] provide a brief overview of stochastic
calculus, models of wavefunction collapse and inflationary cosmology respectively, with a focus
on the concepts that were central to the research. Then, in chapter 5 the work related to primor-



dial black holes is presented. Chapter [f]discusses a possible generalization of the CSL dynamics
to inflationary cosmology. Chapter [/ concerns the interaction of a non-relativistic electron with
the vacuum fluctuations and a possible resolution of the problems associated with the Abraham-
Lorentz formula. The discussion concludes with chapter 8 in which the results obtained in the
thesis are summarized.

The research presented in the thesis has resulted in the following publications:

1 Publication I. Anirudh Gundhi, Sergei V. Ketov, and Christian F. Steinwachs. Primordial
black hole dark matter in dilaton-extended two-field Starobinsky inflation. \Phys. Rev. D,
103(8):083518, 2021.

2 Publication II. Anirudh Gundhi and Christian F. Steinwachs. Scalaron-Higgs inflation reloaded:
Higgs-dependent scalaron mass and primordial black hole dark matter. Eur. Phys. . C,
81(5):460, 2021.

3 Publication III. Anirudh Gundhi, José Luis Gaona-Reyes, Matteo Carlesso, and Angelo
Bassi. Impact of Dynamical Collapse Models on Inflationary Cosmology. \Phys. Rev. Lett.,
127(9):091302, 2021,

4 Preprint. Anirudh Gundhi, Angelo Bassi. On the motion of an electron through vacuum
fluctuations. arXiv:2301.11946.


https://link.aps.org/doi/10.1103/PhysRevD.103.083518
https://link.aps.org/doi/10.1103/PhysRevD.103.083518
https://doi.org/10.1140/epjc/s10052-021-09225-2
https://doi.org/10.1140/epjc/s10052-021-09225-2
https://link.aps.org/doi/10.1103/PhysRevLett.127.091302
https://link.aps.org/doi/10.1103/PhysRevLett.127.091302
https://doi.org/10.48550/arXiv.2301.11946 

Chapter 2

Stochastic calculus

The goal of this chapter is to provide a brief introduction to the Fokker-Planck equation, the Wiener
processes and Ito calculus. They are needed to formulate some of the concepts that are to follow
in the subsequent chapters. The discussion is based on chapters three and four of the textbook by
C.W. Gardiner [54].

2.1 Markov processes

Stochastic processes evolve probabilistically in time, as they involve a time dependent random
variable X(f). Let xq, x2, ..., x5 be N measurements of X(t), at times t, t, ..., ty respectively, in
one particular run of an ‘experiment’. The mathematical description of such a process requires the
knowledge of all the joint probability densities p(xn, tN; XN—1, EN—1; --; X0, t0), OF equivalently, the
conditional probability distributions which can be defined in terms of the joint distributions

p(xXN, EN; XN—1, EN—1; - Y0, T0)

p(]/N/ TN, ]/N—lf TN—17++s ]/0/ TO) ’
2.1)

p(XN, ENG XN—1, EN—15 -5 X0, Eo YN, TNG YN—1, TN—1; -3 Y0, T0) =

Markov processes belong to a special class of stochastic processes which satisfy the Markovian
assumption

P(XN, EN; XN—1, EN—1; -5 X0, Lo lYN, TNG YN—1, TN—15 - Y0, T0) = P(XN, ENS XN—1, EN—1; -5 X0, Lol YN, TN) -
2.2)

Thus, for Markov processes, the conditional probability is determined completely by the latest
condition. Using the property

p(XN, NG XN=1,EN=1; -5 X0, t0) = P(XN, EN|XN-1, EN—15 i X0, to) X P(XN-1,EN-1; - X0, t0)  (2.3)
and applying the Markovian assumption iteratively, we get

p(XN, EN; XN—1,EN—1; - X0, t0) =
= p(xn, IN[xN—1 EN—1) X p(XN—1, EN—1|XN—2, EN—2) X ... X p(x1,t1]X0, t0) X p(X0,t0) .  (24)



From the properties of the joint probability distribution, we have p(x1,t1) = [dxap(x1,t1; X2, t2).

Also, since p(x1, t1|x3,t3) = [dxop(x1,t1; %2, ba|x3,t3) = [dxap(x1, t|x2, t; x5, 83) p(x2, b2| X3, £3),
using Markovianity we get the Chapman-Kolmogorov equation

p(x1,t1]x3,t3) = /dsz(Xlrfl\xz,tz)}?(xz,t2|x3,f3)- (2.5)

In the next section the differential version of Eq. will be derived, as both the Fokker-Planck
equation and the Wiener process are nothing but a special case of the differential Chapman-
Kolmogorov equation.

2.2 Chapman-Kolmogorov equation
A Markov sample path is a continuous function of time, if we have for ever € with probability one

lim — d b+ At|z,t) =0. 2.6
Mg ), . At i) @9
We will include, for the time being, also the more general, non-continuous, jump processes in which
the right hand side of Eq. is non-zero. The following conditions are assumed to be true for all
€>0

AI}m —p(x t+ Atz t) = J(x|z,t), lx —z| > €, (2.7)
1
lim — d - t+ At|z, t) = Az, t 2.
A}QOAt /Ix z|<e xx—2)plo b+ Atz ) =) 29
— dx(x —z)?p(x,t + At|z,t) = B(z,t). 2.
AMDODE Jgzpce Hx =2 pln b+ s ) = Bz ) 22

Here, | is the jump coefficient, while A and B are the drift and the diffusion coefﬁcients respec-
tively. All the higher order coefficients of the form similar to Egs. and (2.9) can be shown to
vanish [54].

The derivation begins by considering the time evolution of the expectation value of a generic
function f(x)

Jaxf(x)p(x b+ Atly, ¢') — [ dxf(x)p(x, ty, ')
ai(f) = At
[ axdzf(x)p(x, t + At|z, t)p(z, tly, t') — [dzf(z)p(z, ty, t')
= At 7
where the Chapman-Kolmogorov equation is used in the second line. The spatial integral
can be split into the two regions |x —z| < € and |x —z| > e. Since the higher moments vanish,
it is sufficient to expand f(x) to second order f(x) = f(z) + gjzc(x —2z)+ ;3 ch(x —z)2. The time
evolution then becomes
_ )2
J Sz d2p(a tly, t)dx (f(2) + £1(2) (x = 2) +f”<z>%) plx,t+ Atz 1)
9(f) = At +
J Jjxezpme dxdzf (x)p(x,t + At|z, t)p(z, tly, ') — [ [ dxdzf (z)p(x, t + At|z, t)p(z, t]y, )
i >
At

(2.10)

. (2.11)



A few comments are in order here. The split into the two regions |x —z| < eand |x —z| > € is
only made for the positive term in the second line of Eq. ( . Moreover, for the negative term,
we just multiplied the original term with 1 = [ dxp(x,t + At|z t). The Taylor expansion of f(x)
was only performed for the positive term and only in the region |x — z| < e. Grouping the various
terms together, we get

= [ (FEAG P ) + 5B Py t’))

ff‘x_z|<€ dxdzf(z)p(x, t + At|z, t)p(z, tly, ') — [ [dxdzf(z)p(x, t + At|z, t)p(z, ty,t')
+
At
N [ Jx—zjze dxdzf (x)p(x, t + At|z, ) p(z, ty, ')
At

(2.12)

ol dxd ALz p(z ]y _ s
The second line in Eq. (2.12) is just S e Zf(z)pA(f FrATEDPEIND), Using the definition of the

jump coefficient we get

= [ & (F@AG PG + 3 @B P )
[ e el Dpte ty ) = (x, pCe )
2
= [ 42£) (=52 (AG DGt ) + 5 52 (B OpG )
o dx (el 0pC ) = Ttz 09 ) ) 2.13)

Here, integration by parts has been performed for the terms involving the drift and the diffusion
coefficients and the notation [, .. dxg(x,z) := f dxg(x,z) has also been introduced. Recalling
that [ dzf(z)o:p(z, tly, ') := 9:(f), the differential form of the Chapman-Kolmogorov equation is
obtained to be

, 0 1 02 ,
ap(z tly t') = == (Alz)p(z tly,t') + 555 (Bz H)p(z ty, )
fdx z|x, )p(x, ty, t') — J(x|z, t)p(z ty, t')) . (2.14)

2.3 The Wiener process

A particular case of interest is when the jump coefficient is zero, the drift coefficient is zero and the
diffusion coefficient is set to one. This special case is that of the standard Wiener process whose
probability distribution is obtained by solving

1 0?
orp(w, tlwy, tg) = 33w = p(w, t{wo, to) - (2.15)



In the Fourier space, 4(s, t) F [ dwe'™s p(w, t|wo, to), the solution is obtained to be
1
q(s,t) = exp [—zsz(t - to)] q(s, to), (2.16)
which is determined completely after assuming the initial condition
1
w, to|lwy, ty) = 6(w — wy) = g(s,ty) = exp(iswy) . 2.17
p(w, tolwo, to) = &( 0) q(s, to) Nir p(iswo) (2.17)

The solution p(w, t|wy, ty) is obtained by taking the inverse Fourier transform of 4(s, t) to be

1 1 (w— wo)z}
w, tlwp, ty) = ————=ex [— . (2.18)
Pl oo ) = o=y P 72 - h)
An important property of the Wiener process is the statistical independence of the increment Aw;.
Since the Wiener process is Markovian (c.f. Eq. (2:4)), the joint probability density of a given
realization of the process can be written as
n—1
p(Wn, ty; W1, ty—1; .;w0, t0) = [ | p(wis1, tiyr|wi, t;)p(wo, to) - (2.19)
i=0
Using the probability distribution (2.18) we get

wz-i—l - wz)2

(i1 — 1) ]p(wo, fo) - (2.20)

p(wn, tn; Wy 1, ty—1; ... o, to) H exp [

Defining Aw; := w;1 — w; and At; := t; 1 — t;, one obtains the factored product

2
2 AF, ] (wo, to) - (2.21)

p(Awy; Awy_q;...; wo H exp | —

This shows that the increments Aw; are statistically independent to each other and to wy. Using
this property, one can further deduce the auto-correlation functions of the Wiener process W(t) =
(W, tn; Wy_1, ty—1; ..; Wo, ty), defined as

<W@MMWW®=/W@wmmMmmwﬂm@) 222)
Without loss of generality one can assume ¢ > s. Then

(W(HW(s)|[wo, to]) = (W(E) = W(s)] W(s)) + (W (s)]?) . (2.23)

The first term on the RHS vanishes. This is because W(t) — W(s) is statistically independent to
W(s). Therefore, their averages can be factored out which are zero. Computing the remaining
second term we get

(W)W (s)|[wo, to]) = s — to + wp. (2.24)

The result is obtained by remembering that the variance of the Gaussian (2.18) is the time difference
s — tp and that at t = ¢y we were at wy with probability one. In the other case when s > t, we get
t—to+ w(z). The two cases can be combined as

(W(B)W (s)|[wo, to]) = min(t — to,s — to) + w5 (2.25)
This result will play a central role in the study of stochastic differential equations (SDE).



2.4 Stochastic differential equations

The goal is to study the Langevin equation for the variable x(t) of the form

% — a(x, )+ b(x, HE(H). (2.26)
Here, a(x, t) and b(x, t) are known functions and &(¢) is the stochastic term with
(€() =0,  (&Ns(t)) =a(t—+t). (2.27)

Note that any non-zero mean of ({(t)) can be absorbed in the definition of a(x,t). However, the
infinite variance of this idealized noise raises technical difficulties. The integration of Eq. (2.26)

implies the existence u(t) = fot dt'Z(t'). It can be shown that u(t') = lim._o [fot/_e dsC(s)} and
u(t) —u(t') = |, tt/ dsé(s) are statistically independent to each other. This implies that u(t) must be
Markovian. It can further be shown that the drift and the diffusion coefficients are obtained to be

A(ug,t) = AI}@O (u(t+ At)A—t ug|[uo, t])
((u(t+ At) — ug)? |[uo, t])
At—0 At

:O,

=1. (2.28)

Thus, u(t) = fot ds¢(s) = W(t) is a Wiener process. But now we have a paradox. On one hand
we know that the sample paths of the Wiener processes are non-differentiable. On the other hand,
by definition, it is the differential of u(t) that gives back ¢(t). The solution to the paradox lies in
realizing that, strictly speaking, the differential Langevin equation does not exist. However,
the corresponding integral equation

t t
x(t) —x(0) :/0 a[x(s),s]ds—i—/o blx(s),s]dW(s) (2.29)

does. The precise way of defining and evaluating the stochastic integral fot b[x(s),s]dW(s) leads
to two main representations of the Langevin equation. The Ito equation and the Stratonovich
equation.

24.1 Ito representation

The stochastic integral [, tf] dt'G(t')dW(t') is first defined as a limit of sums

50 = ) G(m)W(t) — W(ti 1)) (2.30)

Il
A

In general, 7; can lie anywhere within the interval t; — t;_;. The Ito integral is obtained by taking
T; = t;_1. The stochastic integral of the function G(t) is defined as the mean-squared limit

t

G(t,)dW(t/) = mslimn_mo {i G(ti—l) [W(tl) — W(ti_1)]} ’ (231)

fo i=1

10



where the sequence of a random variable X;, is said to converge to X in the mean squared limit
when

Tim / deop() [Xom(c) — X ()] = 0. 2.32)
In what follows, we will assume the function G(t) to be nonanticipating. Thatis, V t and V s with
t < 's, G(t) is assumed to be statistically independent of W(s) — W(t). Note that with the Ito
prescription, this will always be the case inside the summation if G(t) is some function F(W(t)) of
the Wiener process.

Evaluating the stochastic integrals, with the Ito prescription, requires proving that effectively
dW(t)? = dt and dW(t)>*N = 0. The equality is again understood in the sense of the mean-
squared limit. For the first statement, we need to evaluate

2
I= ’1113;0< Y.Gi (Awl? —At,-)] > . (2.33)
1
Simply expanding the square of the sum, we get
2
2 ) ; . ) 2 _ At 2 _ At
I= lim <ZG (AWZ- —Atl) >+nlgxo10 <i<2jzcllc;,1 (AWZ- Atl) (AW] At])> . (234)

In the first term, G is a non-anticipating function and therefore G;_; is statistically independent to
AW;. Thus, their means can be factorized. In the second term for i < j, G;_1Gj 1 (AW{2 - Ati) is

statistically independent to (AW]-Z — Atj) and the means of these two terms can also be factorized.

Due to the Gaussian nature of the Wiener process, we have (AW?) = At; and ((AW? — At;)?) =
2At?. The integral reduces to I = 2Y;(G? ;)At? which is equal to zero for most functions G. Thus,
for all practical purposes, AW? can be replaced with At; for the evaluation of the Ito integrals.

While the second statement dW (#)2*N = 0 can also be proven formally, one can instead take an
intuitive stance. Higher powers of dW will give higher powers of dt (for example dW?® = dt3/2)
which are set to zero in ordinary calculus. Only the terms upto dW? must be retained in stochastic
calculus in the same spirit as only the terms upto first order in dt are retained in ordinary calculus.
With this intuition, the derivative of W" can be calculated easily as

n

A[W(D)]" = [W(t) + dW(t)]" 2 T W

= W'+ n W dW + %w"—zdw — W
=n W' 1dW + @W”_zdt. (2.35)

Using the relation above, the stochastic integral for an arbitrary polynomial of W can be evaluated
as

n+1l _ n+1 t
/ wigw — W) Wito)™ 1 [y pyn—tap (2.36)
n + 1 2 to
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Another useful expression, along the same line of reasoning, is obtained for a function of the
stochastic variable W and time ¢

df[W(t),t] = afdt+ of 9 w4 L > 9 awe

IW 2 oW2
of 1 f of
(at+2awﬂ>dt+awdwk (2.37)
Therefore, for a function f[x(t)], with x(#) satisfying the Langevin equation we obtain
_ of | 1 20%f of
af[x(t)] = [a[x(t)] o bR 2] at -+ bx(1)] Law(r). (238)

The basic identities that have been presented provide a brief overview of how differentiation and
integration can be performed for functions of stochastic variables. The Ito convention (2.30) is
one of the two main conventions found in the literature. The discussion ends with the following
section in which a transformation law is derived which allows one to express a given Ito SDE in
the Stratonovich representation such that both the SDEs have the same solution.

2.4.2 Stratonovich representation

The Stratonovich integral is defined as

s [ Glx(t), aw(e) = mstim 6 { R, e -] @9

Because of the differences between the Ito and the Stratonovich prescriptions of computing in-
tegrals, the same solution x(t) obeys different looking SDEs in the two representations. In the
Stratonovich representation, let

x(t) = x(to) + t v alx(t'), '] +$ t dW( NBlx(t), ] (2.40)
be the same solution as that for the Ito SDE
dx(f) = a[x(t), t]dt + b[x(¢), t]dW(t) . (2.41)

The relationship between a[x(t)] and a[x(t)] (and B[x(t)] and b[x(t)]) remains to be determined.
s | plxtt) = o e - wen) . ee)

Since x(t;) = x(ti_l) + Ax, using Eq. 2.4]]
x(t;) — x(tio1) = Ax(t;) = alti1]At; + b[ti1JAW(E), (2.43)
we get

B |tima) + 5 tima] = i)+ (Galalouplia) + 55070 11036001)

bt 1Jolti o) L) _zw(t"‘”) : (2.44)
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Plugging this back in the Stratonovich sum (2.42) and retaining terms only upto order dW? = dt
we get

t t 1
S/ BAW = [ BAW + = [ bo,Bdt . (2.45)
to to 2 Ji
In Eq. the Stratonovich sum (LHS) has been expressed in terms of the Ito sum (RHS). Us-

ing this result in Eq. 2:40), identifying b = B, we get &« = a — 1bd,b. Thus the solution to the
differential equation

dx = adt + bdW, (2.46)

in which the solution is obtained by performing integration following the Ito prescription, is same
as the solution to the differential equation

dx = <a - ;baxb) dt + bdW, (2.47)

in which the integral is performed following the Stratonovich prescription.
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Chapter 3

Models of wavefunction collapse

If a system is prepared to be in a superposition of two different states, standard quantum mechan-
ics governed by the Schrodinger equation predicts that it remains to be in such a configuration
indefinitely. The difficulty then arises in explaining why in the double-slit experiment do we see
the photon at a definite location on the screen. Moreover, all systems, irrespective of their sizes, are
predicted to sustain this superposition on all length scales at all times. This seems to be in conflict
with the observation that macroscopic objects are never perceived to be in such de-localized states.
While the phenomenon of decoherence [114] addresses the question at a practical level, one may
find such an explanation unsatisfactory as it still does not establish a clear relationship between
the wavefunction, which is at the heart of the Schrodinger equation, and the observed outcome
in an experiment. Such a connection is offered by the models of wavefunction collapse [9]. Dy-
namical reduction models introduce non-linearity and stochasticity into the Schrédinger equation
such that if the wavefunction is initially prepared to be in a superposition, it randomly localizes
around one of the possible outcomes. The wavepacket reduction typically occurs on time scales
which are inversely proportional to the size of the system. In this way, macroscopic objects are
guaranteed a definite position in space and the quantum-to-classical transition is achieved contin-
uously. This chapter provides a brief overview of how this modified dynamics is constructed. A
comprehensive review of the subject can be found in [9].

3.1 The modified dynamics

In dynamical collapse models, the wavefunction is assumed to satisfy the Ito stochastic differential
equation

d|p) = [Adt+ BdW] |yp) , (3.1)

where, W(t) is a real Wiener process and A and B are generic operators. For simplicity, it will be
assumed in this chapter that

Bt =8 (3.2)
E(dW) =0,  E(dW?) = vdt. (3.3)
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The stochastic element that enters the modified equation is introduced in order to respect the
statistical nature of quantum dynamics. Collapse models associate the detection of the particle at
a definite location on the screen to the localization of the initial wavefunction around that spatial
location. Nevertheless, such a localization must occur stochastically and must be consistent with
the Born rule. Because of this reason, between the time interval ¢y + df and t(, the Wiener process
is assumed to be realized with the probability

Pcooked<dwl) = PraW(dW) ’ <1P(t0 + dt) |1P(t0 + dt)> . (34)

Here, Prayw is the original normalized probability distribution of the Wiener process that appears
in the raw process (3.1) and P.yokeq is the assumed physical probability distribution with which it
would be realized in a physical process. If the wavefunction is initially normalised at time ¢, then
we get

Pcooked(dwl) = PraW(dW) : (1 +d (<¢|II‘7>)) . (3.5)

Using Eq. (3:5), normalization of the cooked probability gives the constraint E(d (p|¢)) = 0. The
raw process does not preserve the norm such that d ({(¢|y)) is in general non-zero and from
Eq. is obtained to be

d(ply) = (dy|p) + (Pldy) + (dpldy) = dt (p| (A+ A") |p) +2dW (| B [y) + (| B> |y) dvg )

The normalization constraint on P.ogieq thus yields a constraint on the operators A and B given by
A+ At = —yB2. (3.7)

WritingAA as the sum of the purely Hermitian part (—yB?/2) and a purely non-Hermitian part
(:= —iH), Eq. becomes

d|yp) = fintf’detﬁ’erBdW ) . (3.8)

For |ip) to represent the physical statevector, it must be normalized. However, for all practical
purposes we can still work with the raw process (3.8). We can simply solve the differential equa-
tion (3.8) and compute the physical probabilities by using the normalized wavevector and remem-
bering that the physical stochastic process (dW') is realized with the cooked probability and not
Praw.

Alternatively, we can also write down the equation for the physical process which preserves
the norm and in which the stochastic process is realized with P4y without resorting to the cooked
prescription. The non-linear stochastic differential equation (SDE) governing the dynamics of the
normalized physical statevector is given by [9]

d1p(t) = | —ifidt - 77”“ (B— (BY1)* + (B— (B)L)dw| |¢) . (39)

where () := (9] - [¢)-
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3.2 The master equation

The differences in predictions arising due to the modified dynamics can be calculated from the
time evolution of the density matrix. Since the functional form of the linear SDE is similar to
the non-linear one, one can work with Eq. and substitute B — B — (B)1 at the end. After
taking an additional average over the different realizations of the raw Wiener process, the master
equation is obtained from Eq. to be

dp =E[(d[9)) (9| + ) d (9| + (d |9))d (l] = —i [A, 0] - %dt {820} +natBoB.  (310)

The last two terms involving the operator B can be written as a double commutator such that
dp=—i[H,p|dt— - [B,[B,p]] . (3.11)

First, we notice that the equation remains unchanged for the physical density matrix correspond-
ing to the statevector |¢) in the physical process (3.9). This is because (B)1 does not contribute to
the double commutator. More directly, in going from the raw process to a physical one, the
extra factor of (1|¢) that would appear in the expression for the normalized physical density ma-
trix in the denominator would be cancelled by the same factor that would appear in the numerator
when the stochastic averages are computed using the cooked prescription.

Second, and more importantly, we notice that the same master equation would be ob-
tained if we consider the Schrodinger equation to be governed by a stochastic Hamiltonian [1]. If
we identify the full Hamiltonian withEI

Hyan = H+ BE(1), (312)
where ¢(t) = dW/dt, then

W(EW)) :exp{—i </Hdt+/BdW>}|1p(to)> . (3.13)

The density matrix p becomes a function ¢ and the stochastic process W. In Eq. (2.37) of chap-
ter (]ZI), for a generic function of the stochastic variable W and the time ¢, the following identity was
derived

2
(@dfw(t),t]) = (3{ + Zaam{z) dt . (3.14)

The additional factor of v appearing in Eq. is a due to the modified normalization of the
Wiener process compared to the one in chapter 2}

We know from standard quantum mechanics that a single derivative of the density matrix
yields a single commutator with the Hamiltonian, and a double derivative would give a double
commutator term. Identifying f in Eq. with g, the double commutator in Eq. would
come from the stochastic Hamiltonian (due to the double partial derivative with respect to W in

!Note that the stochastic differential equation corresponding to the solution does not look like the Schrodinger
in the Ito representation. It does so in the Stratonovich representation. Thus, when we consider a stochastic Hamiltonian
what we have in mind is the formal solution (.13).
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Eq. (3.14)) and the single commutator from the original Hamiltonian as in the standard dynamics.
Therefore, the modified predictions for the non-linear SDE can be computed using standard
perturbation theory by identifying the stochastic perturbation Hg;

Ay = BE(t) . (3.15)

It is also easy to see how the collapse operator leads to decoherence. Projecting the master equa-
tion (3.11) in the position basis, ignoring the standard Liouville-von Neuman term and choosing
B to be the position operator £ [46] we get

do(x',x,t) = ——t(x’ —x)%0(x, x,1). (3.16)

We see that a suitable choice of the collapse operator indeed leads to decoherence. An impor-
tant point to notice is that the suppression of the off-diagonal elements does not guarantee the
reduction of the statevector. As it has already been argued, one would arrive at the same master
equation simply due to the presence of a stochastic term in the full Hamiltonian. However,
if this was actually the source of the decoherence term, the evolution of the statevector would
remain linear. Identifying the stochastic perturbation is only for the practical ease of performing
calculations. Within the framework of collapse models, one always has Eq. in mind such that
the observed definitive outcomes are associated to the localization of the wavefunction.

3.3 Mass proportional collapse dynamics

In the mass proportional Continuous Spontaneous Localization (CSL) model, the collapse operator
is chosen to be the smoothed mass density operator such that the rate of the collapse increases
with the number of particles in the system [58}57]. In this section, the amplification of the collapse
mechanism for a macroscopic system is first illustrated by simpler considerations. It will then be
used as a motivation to write down the equation defining the mass proportional CSL model.

To begin, the physical space is considered to be divided into cells of size & r2. We can imag-
ine that a set of collapse operators {B'} and a set of Wiener processes {W'} with E(dW/dW/) =
ydté;/ r2, corresponding to the different spatial cells, govern the stochastic evolution of the stat-
evector. That is,

dy) =

Adt 412 ZBidwil l$) . (3.17)
i

The same reasoning starting from Eq. upto Eq. leads to the following master equation
corresponding to the raw process in Eq. :

. Yyt s A AD v A Th A

dp = ng’ (—2 {Bl-z,p} + 'ydtBipBi> = — % (B, [Bi,p]] , (3.18)
i i

where the Liouville-von Neuman term has been omitted for simplicity. Next, we take the set

of collapse operators to be the number density operators {N;}/r3, where N; counts the number

of particles in the i cell. Then, projecting the master equation equation onto the basis states

|nq1,ny,...,ny) and |my, my, ..., my), where |n;) and |m;) denote two possible states of the system
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in which there are 1; and m; particles in the i cell respectively, the off-diagonal elements of the
density matrix decay as

dt(n; — m;)?
dpn = — Y %pm . (3.19)
i c

It can now be seen how a definitive outcome is achieved on time scales that is governed by the
parameter A « /r2 and the number of particles in the system. For a given value of A, the rate of
collapse is greatly enhanced as the number of particles increase, thereby leading to the quantum-
to-classical transition.

The mass proportional CSL model can be regarded as a generalization of the toy model con-
sidered above. It is defined through the following stochastic differential equation

dl¢) = [—z’HdtJr \n/g/dx [M(x) — (M(x))] dW(x) (3.20)
—2%% dxdy [M(x) — (M(x))] G(x —y) [M(y) — (M(y))] dt| |¢), (3.21)

where H is the Hamiltonian of the system, v is a phenomenological parameter of the model en-
coding the strength of the collapse process, my is the reference mass taken to be that of a proton
and (-) denotes the expectation value on the physical state |¢). The noise W;(x) defined at each
point in space is characterized through the correlation

2

_(x-y)
E [&(x)ér(y)] = G(x —y)d(t—t'), where G(x—y) = (47_[712>3/2€ wt (3.22)

with &;(x) = dW;(x)/dt and r. denoting the second phenomenological parameter of the model.
Finally, the operator M(x) in Eq. (3.21) is the mass density operator, given by

M(x) = ija}(x)ﬁj(x), (3.23)
)

where the operators ﬁ;-r (x) and ;(x) are the creation and annihilation operators of a particle of type

j in the space point x.

3.4 Discussion

CSL models can be regarded as phenomenological models which solve the measurement prob-
lem in quantum mechanics. In particular, the models are agnostic to the physical origin of the
stochastic noise. The modified dynamics also introduces new parameters into the statevector evo-
lution which draw the line between the microscopic and the macroscopic world. Nevertheless, the
modifications induced by these models can be experimentally falsified as shown in Fig. The

parameter A in Fig. is related to yas A = 1/ (47Tr§)3/2 with 7. being the same as in Eq. (3.22).
The different colored regions depict the disallowed region of the r.-A parameter space by different
laboratory experiments. The white and the light grey areas are not probed by experiments. Still,
the light grey area is excluded since in this region the collapse dynamics would be too weak and

would not suppress macroscopic superpositions: a central motivation behind the collapse models.
Further details related to Fig.[.1|can be found in [26].
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Figure 3.1: Figure taken from [26] depicting the various experimental bounds on the free parame-
ters of the CSL model.
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Chapter 4

Inflation

The Cosmic Microwave Background radiation exhibits a blackbody spectrum at a temperature of
2.725K [89,90] which is observed to be the same for light coming from different directions with a
deviation on the order of 102K [117]. Most of the different spatial points from which this light
was emitted in the remote past and has only reached us now, would paradoxically seem to remain
causally disconnected to each other, even up until the time at which this light was emitted, and yet
lead to the observed blackbody spectrum, unless the early universe went through a phase of accel-
erated expansion (c.f. [103] for a discussion on the horizon problem). Cosmological inflation refers
to this phase of the early universe preceding the radiation dominated era. Inflationary models not
only explain the accelerated expansion of the background spacetime, but also predict the existence
of the small temperature anisotropy in the CMB radiation due to the quantum fluctuations of the
scalar field that drove inflation. A brief overview of the key concepts involved is provided in this
chapter, while a more pedagogical discussion can be found in [103} [109].

4.1 Background dynamics
The action governing the inflationary dynamics is given by

M? 1
S = /dA‘x«/—g [ZPR — Eg*"’aygoavq) —V(p)|, 4.1)

where R denotes the Ricci scalar corresponding to a background spacetime metric g;,v, ¢ denotes
the metric determinant and ¢ denotes an arbitrary scalar field with the scalar potential V(¢). The
action is written within the reduced Planck units where i = ¢ = 1 and Mp := 1/v/871G where G
denotes the Newton’s constant.

The dynamics is studied by writing the metric and the scalar field as the sum of the homoge-
neous background and the inhomogeneous perturbations such that

Suv (1, %) = guv(17) + g (n, %), @(11,x) = @(17) +9(n,x). (42)

We first focus on the background dynamics which, generally, can be determined independently of
the perturbations. The background metric is taken to be the flat Friedmann-Lemaitre-Robertson-
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Figure 4.1: Inflationary potential featuring a flat plateau for large values of ¢.

Walker metric El
ds* = a* () (—dn® + dx?), (4.3)

where a(7) is the scale factor and 7 is the conformal time. The time evolution of the background
quantities is obtained by solving for the equation of motion for the background scalar field ¢(77)

§+2h¢+a*V,,=0, (4.4)

together with the two Friedmann equations

-2
3M2R2 :% +a2V (¢), 4.5)
-2
W2 :;PW. (4.6)
P

In Egs. (£.4)-(4.6) the overdot denotes the derivative with respect to the conformal time and h :=
a/a. In this chapter we reserve the overdot for the derivative taken with respect to the conformal
time 7 and not for the cosmic time ¢{. Note that the parameter & is not the same as the Hubble
parameter H, which is instead defined in terms of the cosmic time dt = a(7)dy as

Ho 1da

== 4.7)

Thus, H and h are related by h = aH. For the ease of comparison with the discussion presented in

Even if one starts from a more general metric including a non-zero uniform spatial curvature, the additional contribu-
tion coming from the curvature term to the dynamics is subdominant with respect to the contribution from the scalar field
and can therfore be neglected [103].
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chapter B} Eqs. @4)-(&.6) are also presented in terms of the cosmic time ¢ below

2
0= —3Hp+V,, (4.8)
2pp = 1 (49

SMEH? = 5 (- ) +V(9), (4.9)
dH  Mp? (dg\?
= <dt> : (4.10)

Once the inflationary potential has been specified, the time evolution of the background quantities
(a(n), ¢(n)) can be determined completely subject to initial conditions. For a given inflationary
potential, such as the one depicted in Fig. the background dynamics is actually fully deter-
mined by Egs. (£-4) and @5). For instance, using Eq. (£.9), one can express H completely in terms
of the field ¢ and its time derivative. Doing that in Eq. (4.8), we get a closed equation for ¢ which
can then be solved exactly (at least numerically). The initial conditions determine the amount of
inflation that the universe goes through [[103][109,[10]. By choosing a certain amount which is large
enough to solve the horizon problem, one can fix the initial conditions and obtain the background
dynamics.

Due to the presence of the friction term in Eq. and the flat plateau of the inflationary
potential where (V,, )* < V?(9)/M3, any initial field velocities would converge to smaller values
such that ¢* < a?V(¢). In such a situation, 3M3H? ~ V(¢). Since the inflationary dynamics
predominantly occurs along the flat plateau of the scalar potential, the Hubble parameter assumes
an almost constant value. From Eq. (£7) this implies a(t) ~ a(to) exp{ H(t — to) } thereby resulting
in an exponential expansion of the universe.

However, this phase of rapid expansion does not last forever. This is because the value of
the Hubble parameter keeps on decreasing slowly during inflation due to the small but a non-
zero slope of the potential. This decrease is parameterized by the slow-roll parameter ¢, which is
defined as

1dinH
€= — g (4.11)
The slow-roll parameter takes small positive values during inflation such that &, < 1. Its value
typically increases monotonically during inflation as the scalar field rolls down towards the min-
imum of the potential. From Eqgs. (£7) and we see that e, = 1 when d?a/dt> = 0. The
condition ¢; = 1 thus marks the end of inflation. After the end of inflation, the inflaton oscillates
along the minimum of the scalar potential at ¢ = 0 and the energy content of the inflaton field is
transferred to radiation by a process called reheating. A discussion on reheating can be found in
[103]1109] and the references therein.
Having reviewed how the inflationary background dynamics governed by a scalar field leads
to a finite period of exponential expansion of the universe, we now study the evolution of pertur-
bations.

4.2 Perturbations

In addition to the accelerated expansion of the homogeneous background spacetime (¢(#),a(77)),
inflation also predicts the existence of inhomogeneous perturbations (3¢ (1, x), dguv (17,x)) which
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are of quantum mechanical origin. To take them into account, one needs to go beyond the FLRW
metric which makes the computation slightly more involved. However, a simplification occurs
owing to the fact that to first order in perturbations, é¢(#, x) only couples to the scalar perturba-
tions of the metric dg,, (7, x) [91,103,109]. The discussion here will be restricted to the dynamics
of the scalar perturbations only, as it is the most relevant for the work presented in the thesis. The
general metric including all the scalar degrees of freedom is given by

ds? = a2(y) [— (1+2A) dip? + 2B, dx’dyy + ((1+29)5;; +2E,; ) dxidxf} . (4.12)

The metric in Eq. is thus parameterized by only four scalar functions (A, B, 9, E). For in-
stance, any vector B’ can be written as the gradient of a scalar and the curl of a vector. Thus, we
see that only the gradient term (B,; := 9,:B) is retained in the go; components, where B is a general
scalar function.

To obtain the equation governing the dynamics of 6, we write down the Klein-Gordon equa-
tion for the full scalar field ¢'(17,x) = ¢(17) + d¢ (17,x), which is given by

O [V/—88" ¢ —\/—8V, = 0. (4.13)

Having already determined the evolution of the background, the dynamics of the perturbation d¢
can then be filtered out as]

I [(0/=8) 8" + /=g (68") dvp + /=88" 3y (39)] — (63/=8) V.o —/—8V 1pp 9 = 0.,

(4.14)

We see that the dynamics of d¢ is coupled to that of dg;y. To simplify the calculations, we fix a
specific gauge such that two out of the four scalar functions are eliminated from the perturbed
metric. This is due to the fact that by choosing appropriately 6x° and dx' = 9’ f in an infinitesimal
coordinate transformation x# — x# 4 §x#, one can induce perturbations in the metric which cancel
out two of the four scalar functions (A, B, ¢, E) in Eq. #.12). We choose the gauge in which ¢ =
B = 0 [97], as the calculations are easier to perform. In this gauge, the Fourier modes dg, (77, k)
become

_ (24 (1) 0
58;41/(7%1()( ‘6 (~2kik Ex) az(ﬂ))- (4.15)

Making use of the background equations of motion, Eq. (4.14) can be expressed in the Fourier
space as

0@ + 2189y + (K + a*V,pp ) 0@k + 2Axa*V,p —¢(Ax +K*Ex) =0, (4.16)

where k? := k - k. Further, using the Einstein’s equations for the perturbations 6G,, = 6Ty /M3
which are given by [97]

PoPx
2A = , 417
k M%h 417)
. . o d (@
21 _ 0@k ¢
Ay + k“Ex —712) 7d77 <h> , (4.18)

2The entities appearing without a § are understood to be the ones corresponding to the homogeneous background.
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the metric perturbations Ay and Ey can be expressed in terms of y. This yields a closed equation
for 5§0k

5w + 2hé i +

1 d [a%¢?
2 2 %
K +a V,W—Tﬂ2 i (h )] 5 =0. (4.19)

To be able to compare more explicitly with the discussion presented in chapter 5| Eq. @19) is also
expressed in terms of the cosmic time ¢ below

1 d a3(d(p/dt)2
2,y “ _
k 9Q I%ﬂ3 it ( I ) 5(Pk 0. (420)

d—zé +3H£(5 +
dt2 q’)k dt (Pk

In terms of u(#,x) and z(1) defined as
u(n,x) :=adp(y,x), z 1= aMpy/2¢ey, (4.21)
Eq. (4.19) takes the compact form

i) + (= ) () 0. @2)

We note that Eq. (4.22) can also be obtained from the action
55@ =X [ay [ Px |02 — sioudu + 22 4.23
=5 7 X |uc— lu]u—i-gu . (4.23)

We see from the discussion presented in this section that the dynamics of all the scalar degrees
of freedom, and hence any physical quantity of interest that is a function of the scalar perturba-
tions only, can be determined by d¢p. However, one needs to be careful as the calculations were
performed in a specific gauge. While it makes the calculations simpler, working within a specific
gauge has the disadvantage of including unphysical gauge artifacts. To eliminate this possibility,
one can instead construct and work with quantities which remain invariant under infinitesimal
coordinate transformations. One such quantity is the Mukhanov-Sasaki variable [111} 93]

Opg :=105¢p — (p%. (4.24)
Working with the gauge-invariant variables from the very beginning instead of choosing a specific
gauge, one arrives at the gauge-invariant version of the action in which u — ug := adgq
[111,193,192]]. From now onwards it will be implicitly assumed that the perturbations correspond
to their gauge-invariant versions as defined in Eq. (#.24), but without explicitly retaining the index
g in the subscript.

4.3 Quantization

From the action (4.23), the Lagrangian in the Fourier space can be identified as

L= [ ket =5 [ @k (linP - Folu(nP) , @b =k k-1 @2s)
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Identifying the conjugate momentum

L (k)
) = 5 426
k(”) auk(;?) ( )
for the complex field uy (77), the Hamiltonian is obtained to be
1 . .
H= 5 /d3k (ﬂk(ﬂ)ﬂk(iy) —l—w,%(iy)uk(iy)uk(;y)) . (4.27)

Its clear that the real (uX (1)) and the imaginary (u{ (77)) parts form independent degrees of free-
dom. Quantization is performed by imposing the commutation relations

[ 00, 7, (n)| = [k, (), 2, ()] = 0 (11 — ko). (428)

The probability for the perturbations to have a configuration u(#, x) is given by the wavefunctional
Y[u(n,x)], which can be written as [88]

¥, u(x) = [T R (4.29)

The individual elements of the product on the right hand side satisfy the Schrédinger equation

2
.0 LRI rRi1 _ 1 —id RIN2| @RI RI
z%‘Yk [U/”k } =3 (5TII§I + (wk(iy)uk > Y {n,uk } . (4.30)
Eq. (4.30) can be solved with the Gaussian ansatz
2
¥ [ ] = Niclp)em w008, (4.31)
with the constraints
Ne . S o2 i 5
Ne —iy (1), O = =210 (1) + Ewk(ﬂ)/ (4.32)

imposed by the Schrodinger equation. It is clear that only the real part of ) influences the prob-
ability distribution P[uy], whose normalization gives an additional constraint

2 1/4
PuR] = N () e M)’ o mRefn}, Nl = (2Z) . (4.33)
k U p=
The solution to the second equation in reads [88]
;o
O () = — L 20) (4.34)

“2f)”
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where fi (77) is the solution to the differential equation (4.22). Using the first equality in Eq. (4.32)
we get N = 1// f such that

(uR)2 ik
P - e e"p{_ T } plutd] = 4] 2 [] = i gmee{ - e}
(4.35)

Since the perturbations in the real space are a linear combination of the different modes d¢y, we
infer that the underlying probability distribution for the perturbations in the real space must also
be a Gaussian. This remains true as long as we are interested in the regime where the perturbations
predominantly evolve linearly [103] ﬂ Nevertheless, within this regime, to determine the statis-
tical properties of the perturbations, it is sufficient to calculate the two-point correlation. This is
parametrized by the power spectrum of the inflationary perturbations which is then constrained
by observations.

4.4 The power spectrum

Upon quantization (back in the Heisenberg picture), the status of the classical perturbation u(7, x)
is raised to that of a field operator 7(7, x) such that

Bk
(%) = / 7z ORIk X)) (4.36)

Further, the operator 7 (7) can be written in terms of the creation and annihilation operators as

() = v () + o ()" . (4.37)

The power spectrum P, (to be defined later) of the operator (7, x) is related to the two-point
correlation function C, (x, x") [103] 109} 10] which is given by

Cu(x,x',17) = (0| aa(y7,x" ) (n, x) |0) . (4.38)
Using Egs. and we get

/ Sk £ ilkex+k X))
Cu(x,x', 1) = /(271)3 (0] 2™ 1 10) v (17) v (17)e . (4.39)

From the standard commutation relations of the creation and annihilation operators and integrat-
ing over k’, Eq. (#.39) becomes

Pk s
Cu(X, X/, 7’]) = /(27_[)3|Uk(11)|261k( ) (440)

Next we complete the angular integrals in the reciprocal space to obtain

* dkk? sin(kr)
/ _ 2
Cu(xlx /77) - A 271,2 |Uk(77)| kT 4

3 A discussion on non-Gaussianity can be found in [7].

ri=|x—x|. (4.41)
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We see that the Copernican principle holds at a statistical level because the correlation depends
only on r, making it invariant under both translations and rotations [103]. The power spectrum
can be defined in terms of the starting two-point correlation such that

W%, 1) /dln )Pu(k )Sm( N, (4.42)
which implies
K3 )
Pulk, ) = 5 loe(n) [ (4.43)

From the discussion in Sec. we see that for a given inflationary model, the power spectrum
encodes the predictions for the observed statistical properties of the cosmological perturbations.
One such quantity of interest which is observationally constrained is the comoving curvature per-
turbation R. It is related to # as

5. - 59g 1 dp ¢ )
R = - 5o 12¥ ) 444
2= ey oMy ( P drH (444)

In the last equation, while it was implicit, the subscript g has been re-introduced to emphasize
that R is the gauge-invariant version of the metric perturbation 1, which is related to the intrinsic
spatial curvature on hypersurfaces of constant conformal time #. It is thus called the comoving
curvature perturbation as the comoving gauge is defined by the condition d¢ = 0 [109].

The power spectrum Pg of R can be obtained from the power spectrum of P, as P = P, /z2.
The modes vy (77), that enter the expression of the power spectrum, are the solutions to differential
equation (.22). In the perfect de Sitter limit, in which one ignores the contributions coming from
the slow-roll parameter (Eq. (4.11)), the Hubble parameter can be treated as a constant and we
have the relations

a(n) = =1/(Hy),  —=~-~-5. (4.45)
In this limit, the solution to Eq. for the modes v, (77) gives

A(—Li(,;{”) —sin(ky)) B (f cos(kn) + %)

Uk(ﬂ) = \/ﬂ + \/2?

To fix the free parameters A and B, one imposes the Bunch-Davies vacuum condition [103} {109, [10].
Such a condition demands the system to be in the ground state |0) of the Hamiltonian correspond-
ing to the action functional for u [cf. Eq. #23)] at 7 — —oo. The differential equation satisfied by
the modes in this limit is identical to that of a simple harmonic oscillator. For the simple harmonic
oscillator, the time evolution of the creation and annihilation operators in the Heisenberg picture
yields the following constraint for i in Eq.

(4.46)

(Dl eo = W @47)

Ok
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This gives B = —1 and A = i. In the perfect de Sitter limit, the full solution vy (#) then reads [103]

e~ ik (1 — i)
_ 7k

In the superhorizon limit ky < 1, that is, when we consider a cosmological perturbation of wave-
length a/k much larger than the length scale 1/ H, the expression for the modes in Eq. (4.48) sim-
plifies to [103]

( kn<1 i 1

v N ———.

k\7 \@ I x3/2

Using this result, we obtain the power spectrum Py in the superhorizon limit to be

Pulk, ) 1 ( H )2
_ a ). 450
R a2 M2 T 26,M2 \ 27 (4.50)

(4.49)

We see that for a perfect de Sitter solution of the modes (c.f. Eq. #48)), the power spectrum is
independent of both the conformal time 7 and the scale k. In a more general treatment in which the
slow-roll dependence is taken into account, the power spectrum acquires a mild scale dependence.
The power spectrum is then parametrized as [109] [103]]

k VlR—l
Pr = Al <k> . (4.51)

In the power law parameterization of the power spectrum in Eq. (£.51), the amplitude A denotes
the strength of the power spectrum at a certain wavenumber, while the parameter ny is the mea-
sure of the deviation of the power spectrum from perfect scale invariance. The closer ny is to
unity, the weaker is the scale dependence.

4.5 Discussion

The Planck CMB anisotropy measurements constrain the values of A% and nJ,, at the pivot scale
k. = 0.05 Mpc’l, to be

AR = (2.099 +£0.014) x 107? and nx = 0.9649 £ 0.0042, (4.52)

at the 68% confidence level. In the following chapters the inflationary dynamics is studied in two
different contexts. In chapter |5} a model of inflation is considered that leads to the production of
small Primordial Black Holes (PBHs) after the end of inflation. If the number of PBHs produced
are just right, the model would then offer a possible explanation for the observed cold dark matter
content in the universe. PBHs sourced by the inflationary perturbations require the amplitude of
the perturbations to be significantly higher on certain length scales which are much smaller com-
pared to the ones probed by the CMB measurements. The model constructed must be such that it
respects the constraints mentioned in Eq. (.52), while at the same time, leads to an amplification
of the power spectrum on a smaller length scale, say k. An increased value of the power spec-
trum at kysy essentially implies a larger variance of the underlying Gaussian probability density
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corresponding to the same length scale. This makes it more likely to generate a large amplitude
perturbation and thus more primordial black holes with a mass that is related to the value of k.

Then, in chapter[6] we investigate if the models of wavefunction collapse, as presented in chap-
ter [3, can be generalized to a cosmological setting such that they are consistent with the CMB
constraints. The derivation of the power spectrum here was presented within the standard quan-
tization scheme. When the Schrédinger equation is modified as in collapse models, there will be
corrections induced to the power spectrum whose numerical value would depend upon the free
parameters of the models of wavefunction collapse. Via the power spectrum, the CMB observa-
tions therefore offer the possibility to constrain the parameters of the collapse models, apart from
the constrains that are already imposed from the standard laboratory experiments.
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Chapter 5

Primordial black holes from
inflationary dynamics

Primordial Black Holes (PBHs) may provide an explanation of the origin of Cold Dark Matter
(CDM) without assuming new particles. Their formation can be triggered by the large density
fluctuations generated during inflation. In addition to the relevance of PBHs in explaining the ob-
served CDM, they also provide constraints on inflationary models complementary to those coming
from the observations of the Cosmic Microwave Background (CMB). Therefore, they offer the pos-
sibility to break the degeneracy between a number of different inflationary models which are all
compatible with the CMB observations. A review of the topic and the various cosmological and
astrophysical constraints that have been put on PBHs can be found in [30}[80, 27, 28] and the refer-
ences therein. As mentioned in chapter [, PBH generation requires the amplification of the power
spectrum on a certain length scale. The inflationary power spectrum is in turn completely deter-
mined by the potential of the scalar field driving inflaton. The challenge then becomes to come up
with a suitable model of inflation that results in such an amplification of the power spectrum, while
being compatible with all the observational constraints. In the next section, inspired from Starobin-
sky’s quadratic model of f(R) gravity [118], such a two-field model of inflation is constructed. The
model is found to be compatible with the CMB observations and offers the possibility to account
for the observed CDM content. The discussion presented here is based on publication I [[68] and
publication II [70].

5.1 The model

We begin with Starobinsky’s model which is defined by the action [118]
Mp [ iy = 1 e

It contains two dimensionful parameters: the reduced Planck mass Mp = 1/1/87nGy and the
scalaron mass 1. As in chapter[d we adopt the reduced Planck units.
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For large curvatures R/m3 > 1, the R? term in Eq. dominates. In this regime, the action
is rendered invariant under the global scale transformations g, = & ~2g,y, where a is a constant.
This is because, under these transformations, the Ricci scalar transforms as R = a2R and there-
fore \/—gR?> = /—gR>. At high curvatures/energies, action (5.1) is thus asymptotically scale
invariant. This symmetry is desirable to have for the realization of the (almost) scale invariant
inflationary power spectrum. Indeed, the predictions of the Starobinsky model are found to be in
perfect agreement with the recent Planck data [3].

However, it might still not be apparent how action (5.1)) is related to the discussion presented
in chapter [ in which inflation was driven by a scalar field with a corresponding scalar potential.
We shall see in the next section that the modified gravity terms, such as the R? term, contain an
additional scalar propagating degree of freedom, the scalaron [120, [118], which plays the role of
the inflaton driving inflation.

5.1.1 Inflation from modified gravity

Action (5.1) belongs to the more general class of models for which the action reads

Slg ¢l = / d*x\/=g {f (R, ¢) — ;g”“awav(p}- (5.2)

Eq. (6.2), in addition to action (5.1), includes a scalar field ¢ with a generic scalar potential V(¢)
and a generic coupling to gravity. To extract the additional scalar degree of freedom, we see that
Eq. can be equivalently written as

Sls. 0,91 = [ /=g ) + (R=9)fal0r9) — 30,99")]. 53)

In Eq. (5.3), an additional scalar field ¢ has been introduced which functionally replaces R in the
function f. The equation of motion for i is given by

fayp(R—¢) =0. (5.4)
Since we are interested in a modified gravity action such that f(R, ¢) contains also second or
higher powers of R, we have f yy # 0. The EOM then implies 1 = R. Therefore, on-shell, we
see that action (5.3) is equivalent to the original action (5.2). Next, we define the scalaron x by

K= fu(gre). (5.5)
The explicit functional form of f(¢, ¢) (or equivalently f(R, ¢)), together with the condition f gy 7#

0, allows one to invert Eq. (5.5) and to express ¢ = ¢(x, ¢) as a function of x and ¢. In particular,
we can write action in terms of the scalaron yx as

1
Slg ¢, x] = / d*x/—g {sz — 599" —W(x, ¢)| - (5.6)
Here, the two-field scalar potential has been identified to be
Wi o) = xX¢(x.9) — f@(x, 9). 9). (5.7)

The action in Eq. has now been brought into a more familiar form. In chapter[the inflationar
dynamics was considered to be driven by a single scalar field ¢, minimally coupled to gravityﬁ

IMinimal coupling implies that the only coupling between the gravity sector and the scalar field is through the presence

of \/—§8.
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Instead, when one considers f(R, ¢) models of gravity, the additional scalar degree of freedom
which is extracted from the modified gravity sector, turns out to be non-minimally coupled to
gravity. With a conformal transformation, however, even this non-minimal coupling can be made
to disappear. As presented in more detail in [69], under the conformal transformation

R 1 M3
S = Q¢uv, QO:= 5 721) , (5.8)
action becomes
M3 . N .
S[g . X = /d4x -3 TPR — %e \/;A}PBMPBF ¢ — z0uRHFX—W(K @) |, (5.9)

with,

— Vi Wi, 610

V2 A M3
= v6MpIn ( f ;W %)= éw(q)/x)
X=X

We see that starting from a generic f(R, ¢) model, an inflationary potential can be algorithmically
extracted. For Starobinsky’s model (5.I), in which ¢ = 0, one gets the single-field potential

. 2
Wstar (%) := W(%, 9)lp=0 = §m MP< —exp (— ;;CL)) : (5.11)

The potential features the desirable constant plateau for large values of §. In fact, Fig.[f.T|depicting
the typical inflationary potential in chapter [l was obtained for the Starobinsky potential itself.

5.1.2 Generalization of Starobinsky’s model

In the new model that is proposed in the thesis, Starobinsky’s model is considered in the presence
of a scalar field. In addition, the dimensionful constants (M3, m3) in Eq. (5.I) are replaced with
general functions of ¢ such that

F(R, @) = u(z(”> (R + 6M§(¢)R2> — V(). (5.12)

Following the same algorithm as before, the scalar two-field potential extracted from Eq. (5.12)
reads

2
W(p %) = ;/2((?) + Zmz(@ M3 (1 - Mégﬁzﬁ)) , F(R):=exp ( 30 ) (5.13)

where m?(¢) is defined to be

Mg

m2((P) = Mz((P) U(q)) :

(5.14)
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In order to specify the model completely, the following assumptions are made

U(p) = Mp + 397, (5.15)

mz((p) = m% + gfpz, (5.16)
A

Vip) = 9" (5.17)

For (5.15)-(5.17), the two-field potential W((p, %) in Eq. (5.13) reduces to

2
2
At +3M3 (m3 + {9?) (1 + ‘-51\%2, — F)
4F2 :

Wt @) = (5.18)
We see that in addition to the two mass parameters Mp and m present in Starobinsky’s model
(1), the new two-field potential depends also on the three dimensionless parameters &, {, and A.

The assumptions (5.15)-(5.17) are motivated by the following considerations. The First motiva-
tion is that Starobinsky’s model is recovered in the limit ¢ — 0 so that its compatibility with
the CMB constraints can be inherited. Then, an additional ¢ — — ¢ symmetry is assumed leaving
only ¢-even terms. Finally, higher powers of ¢ in Egs. and are also assumed to be
un-important for inflationary dynamics. A term of the form m2 ¢? in (5.17), in the view of the EF
potential (5.18), is also neglected since it would be irrelevant as long as m? < {M3 or m% < c:fm%.
Moreover, as we shall see later, since a significant PBH production requires ¢ > 1, the term m3 ¢?
can be neglected as long as m? < m3. It would be interesting to study the impact of a large mass
m2, > m3, which, however, goes beyond the scope of the work presented here.

5.2 Covariant multi-field formalism

5.2.1 Background dynamics

In the new model we have two scalar fields. The field ¢ and the scalaron X extracted from the mod-
ified gravity sector. To compare the dynamics with single-field inflation, this extra dimensionality
of the field-space is most elegantly captured by recasting Eq. in the form

S[¢, ® /d4x\ﬁ

Mpp & GUd)IdD] w] (5.19)

Here, the scalars ®/(x) are regarded as local coordinates of the scalar field-space with the metric

Gy, such that
1 (X 1 0
@((P), Gy (®) = (0 F (X))' 520

We see that the field-space metric Gy; is not flat. That is, there does not exist a transformation
(X, ¢) = (X', ¢') for which Gj; = diag(1,1). Alternatively, one can also compute the Ricci scalar
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for the metric Gj; and see that it is non-zero. This observation calls for the introduction of the
covariant time derivative Dy

DV = V! + &I (@)VE, (5.21)

where the Christoffel connection T}K is defined with respect to the field-space metric (5.20). In
terms of Dy, the background Friedmann equations and the Klein-Gordon equations for the homo-
geneous scalar fields ®/(t) read

. R
H :TP Gy &+ W(d)|, (5.22)
. M;% .
H= — TPGUqﬂ@f, (5.23)
Did' = —3H®' - GIW,;. (5.24)

As in chapter [ the homogeneous and the isotropic background dynamics of the metric is deter-
mined by the flat Friedmann-Lemaitre-Robertson-Walker (FLRW) line element

ds? = —dt* + a*Sdx'dy/,  H= g- (5:25)

Here, t is the cosmic Friedmann time, a(t) is the scale factor, the indices (i, j) denote spatial in-
dices and take values from 1 to 3 and 51-]- = diag(1,1,1). The calculations in this chapter make no
reference to the conformal time 7. The overdot in this chapter represents a derivative taken with
respect to the cosmic time ¢ and not the conformal time as in chapter [4}

Coming back to the background dynamics, further simplification occurs in introducing the unit
vector ¢/ which is tangential to the inflationary trajectory such that

P! —
Al . Ala] P
o=, Gyl =1 o:=/G PP (5.26)

Since the field-space is two dimensional, the two-field background dynamics is decomposed into
a direction along ¢! and a direction along the unit vector §! orthogonal to ¢,

Gs'el =1, Gyslel =o. (5.27)

The two conditions in Eq. (5.27) completely determine the two components of ' upto a sign. For
that, we adopt the convention in which §' is proportional to the acceleration vector w!

I

w! = Do, §I::%, w = /Gywlwl. (5.28)

Since the field-space (%, ¢) is two dimensional, it is completely spanned by the unit vectors (¢7,37).
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Projecting (5.22)-(5.24) along ¢! and 3§ yields

M52 /1 .
H? = —L2 [ ¢ 2

Tt +W) , (5.29)

. M52
H= — TP o2, (5.30)
0= —3Ho—-W,, (5.31)

W/S
_ 32
w e (5.32)

where, the derivatives of W along 6T and §! are defined by

oW W,
g’ W= gt
We see that Egs. (5.29)-(5.31) resemble closely the background equations @.8)-({@.10), obtained for

single-field inflation in chapter (). The same resemblance also holds at the level of perturbations.
The additional parameter w in Eq. , which is absent in single-field inflation, plays a crucial
role in the amplification of Px as we shall see next.

Wy = (5.33)

5.2.2 Perturbations

As we have seen in chapter [} the perturbed FLRW line element (including only the scalar degrees
of freedom) reads

ds® = — (1+2A) df* + 2aB;dx'dt + a® (5 + 2E;;) dx'dx/. (5.34)

Here Ejj := 1/J(5ij +Ejj. The only difference is that instead of a single matter-field perturbation é¢,
we have a two dimensional column vector of perturbations

_( 9%
ol = ( 59 ) . (5.35)

Like in single-field inflation, the gauge-invariant multi-field Mukhanov-Sasaki variables can be
constructed as [63]

I @
0Py := 6P + ﬁt,b. (5.36)
Projecting Eq. (5.36) along ¢! and §! we get
Qo = 0/G oy, Qs =9/Gody. (5.37)

The comoving curvature perturbation R is related to Q. as [103]

R(t k) = %Qo(t/ k), (5.38)
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which is identical to its relationship with é¢ in single-field models of inflation (c.f. Eq. (4.44)).

There is, however, a crucial difference. While R depends explicitly only on Q,, the time evolu-
tion of Qy is coupled to that of Qs. In single-field inflationary models there is no additional matter
scalar field that can influence the dynamics of d¢. This coupling between Q, and Qs is essentially
what would lead to the amplification of R as we desire for the production of PBHs. To see this, we
look at the equations of motion for Q, and Qs. Eq. in chapter[d]governs the time evolution of
d¢ in single-field models of inflation. In two-field models of inflation one derives the EOM for the
column vector of perturbations 5<I>é [112, 97, [63]. Projecting it along ¢! and &' yields the coupled
EOMs for Q. and Qs. They are given by

Qo(t k) +3HQu(t, k) + Qoo (t, k) Qo (t k) = f(d/dt)(wQs), (5.39)

Qs(t1) + 3HQs (1, k) +mi3 (1, k) Qs (£, k) = 0. (5.40)
Following the conventions in [69] the following quantities are defined
3
Q=M — Mp%a Dy (2@%,) . Q=010 - W?, (5.41)
k? A KL 2 _ ala) 2
My = ;+V1V]W+R1K]L<D o, mg = 8§88 My +3w”, (5.42)

while the source term appearing on the right hand side of Eq. (5.39) is given by

d W, H
f(d/dt) .—2L1t ( - +H>] . (5.43)
Eq. shows that the adiabatic modes Q,(t, k) are sourced by the product wQs(t, k). We see
that the two additional quantities which have no analogue in single-field dynamics: the turnrate
w in Eq. at the level of the background dynamics and the isocurvature perturbation Qs in
Eq. at the level of the perturbations, combine together to allow for an amplification of the
power spectrum. Only when the combination of w and Qs is sufficiently large, are the modes
Qo (t, k) amplified, leading to the amplification of the comoving curvature power spectrum. In the
next section, by elaborating more on the properties of the two-field potential W, we shall see why
the model allows for the isocurvature pumping mechanism to work.

5.3 The two-field potential landscape

As shown in Fig. the landscape of the two-field potential (5.18) is dominated by three valleys
separated by two hills symmetrically located around ¢ = 0. The background trajectory, with
arbitrary starting point, is expected to fall into one of these valleys whose solution is determined

by solving the valley equation

Wy (%, ¢) = 0. (5.44)
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That the background trajectory must satisfy the condition (5.44) follows from the background dy-
namics (of ¢ in particular)

r 2
¢+ (en —3) [ & — M3 W" + lp. (AN 0 (5.45)
Pw 2°*\F ’
/ W /
¢" + (en—3)F (‘; — M3 W"’) - F,XX’% ~0. (5.46)

Here, the prime denotes the derivative with respect to the dimensionless time parameter N, de-
fined by dN = —Hdt. Physically, AN = —1 means that the scale factor has multipled by a factor of
e, such that a(N) = a(N;)eNi~N. N is therefore referred to as the number of e-folds or the e-folding
number. For conventional reasons, N is counted backwards with N = 0 at the end of inflation.

For a fixed %, we see that a necessary condition to reach a stationary point in the phase space
(¢, ¢') (which is to have ¢/ = ¢" = 0)is W, |z = 0. Thus, as { takes different values during
the background evolution, the classical trajectory is obtained by solving for ¢(X). For the
two-field potential W in Eq. (5.18), Eq. gives five solutions

(X)) =0, o7 (%), o (%) (5.47)

The solutions correspond to the central valley at ¢y, the two outer valleys at ¢, and the two
hills at ;. The solutions ¢ () and ¢;- (%) are only presented symbolically. It does not add to the
discussion to present their lengthy expressions in terms of § explicitly.

At the onset of the inflationary dynamics, the initial value §; must be sufficiently large %;/ Mp >
1 in order to guarantee that inflation lasts for at least N ~ 60 efolds. As the dynamics proceeds,
the two outer valleys ¢ merge with ¢g at some §. After the valleys merge with ¢y, the potential
landscape only features one central valley at ¢y = 0. This can be seen more clearly in Fig.

Therefore, the inflationary background trajectories, irrespective of their starting points, even-
tually end up running along the ¢g valley. However, there is a field value {. at which the local
¢o minimum turns into an unstable maximum (the right plot in Fig.[5.1). The critical point {. is
determined by the condition

W(P(P ()e/ (P) |4,:0 =0. (5.48)
The solution of only depends on my/Mp and &/ and is given by
2
£o = Mp\/gln 1 +2§ <A”/}°> ] . (5.49)
P

At X = Xc, when the second derivative Wrrpqv turns negative, the local minimum along the ¢
direction turns into an unstable local maximum and the two valleys symmetrically located around
¢o emerge again (c.f. Fig.[5.2).

The inflationary trajectory which was previously running along ¢y would now be pushed into
one of the adjacent valleys that appear for ¥ < fc. Itis this instability and the fall of the inflationary
trajectory that ultimately leads to the amplification of the power spectrum as we shall see next.

Before proceeding, it is important to mention that the reduction of the two-field potential into
a global attractor along ¢ = 0 only happens if a certain parameter combination is realized. The
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Figure 5.2: Overview of the two-field potential (5.18). The red lines sketch the inflationary trajec-
tories running along the valleys in the direction of the arrows. ¢ is a global attractor as the two
valleys ¢F merge with @g. After the valleys merge with ¢, the potential landscape only features
one central valley at ¢g = 0. However, when we reach the critical point ¥ = %, we see that ¢
turns into a hill such that two valleys bifurcate adjacent to ¢g = 0 for ¥ < Xe.

necessary condition for that to occur is

6@2m2
x = /\MI%O <1. (5.50)

When x > 1, the potential landscape never reduces to a single global attractor. This is shown in
Fig. In such a scenario, if the initial conditions are such that the dynamics starts off inside one
of the valleys ¢F, the trajectory stays in the valley forever, and does not go through the richer dy-
namics in which it is first brought along ¢ = 0 and is then pushed outwards due to the instability
that occurs around f.. In such a scenario the predictions of the model would be dependent upon
the initial conditions. If we start along ¢ = 0 in scenario two, as in the previous situation, the
trajectory is pushed off the ¢ = 0 attractor for § < X. allowing for the amplification mechanism to
work. If we start inside ¢, nothing dramatic happens and we get no amplification of the power
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spectrum. Thus, the request for the predictions of the model to be independent of the initial values
of the fields leads us to only consider scenario one in which the inequality (5.50) is satisfied.

. A
-0.5 0.0 0.5
¢/Mp

Figure 5.3: Figure depicting how in scenario two the valleys @y and ¢ never merge for any %.

5.4 The amplification mechanism

We have seen in Sec.[5.3|that irrespective of where the inflationary trajectory starts on the potential
landscape, it always ends up in the central valley @9 = 0. Therefore, the inflationary dynamics
predominantly occurs along the { direction in the field-space such that & = { (c.f. Eq. (5.26)). The
amplification of Q, in Eq. requires as a necessary condition that Qs in Eq. be non-zero.
Having identified the inflaton direction & with {, we see that Q, o X and Qs o« J¢. The growth of
Qs in Eq. is dictated by the effective mass m2, which in our situation is proportional to W, .

When the inflationary trajectory runs along ¢ = 0, well before reaching the critical point %,
the potential along the ¢ direction is concave, i.e., W,y >> 0. This suppresses any possible growth

~

of Qs. However, as the trajectory reaches the critical point X, W,y, approaches zero and turns
negative beyond the critical point .. The inflationary trajectory which was earlier in a stable
equilibrium along ¢ = 0, is now in an unstable equilibrium. During the small time the inflationary
trajectory spends on this convex hill, and due to the negative effective mass m?2 o W,q,q, that Qs
J¢@ experiences along the hill, Qs grows exponentially. Shortly after going beyond f., being in
an unstable equilibrium, the trajectory slips down to one of the valleys adjacent to the hill along
¢ = 0. We see that the time at which the inflationary trajectory slips, which leads to the change in
the inflaton direction ¢ and hence the growth of the turn rate w defined in Eq. (5.28), is inevitably
correlated to the time at which Qs starts growing. Thus, the general conditions that are required
for the sourcing of Q, (and hence R), which to have the increase in the product wQ;, are naturally
realized within the model.
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5.5 The stochastic formalism

In general, the properties of Py for single-field inflationary models can be determined analytically.
The same is more difficult to achieve for multifield models, especially when the background dy-
namics is as complicated as described above. In such a situation the power spectrum is computed
by solving Eqs. (6:22)-(5.24) and Egs. (5.39)-(5.40) numerically. While the time evolution of the per-
turbations is dependent upon the background, typically, the converse is not true. Therefore, one
first solves the background equations (5.22)-(5.24) and then, using those solutions, solve for the
perturbations Q;(t, k) and Q. (¢, k). This strategy works in most of the multi-field models of infla-
tion but not for the two-field model under consideration. The reason is that if one doesn’t take into
account the feedback of the quantum fluctuations onto the background, the inflationary trajectory
would roll forever in an unstable equilibrium along ¢y = 0, even after crossing the critical point
Xc. However, physically, what is expected to happen is that the inevitable quantum fluctuations
would eventually provide the required kick such that the trajectory falls into one of the adjacent
valleys at some ¥ < X..

In the vicinity of the critical point X, the restoring classical force which keeps the trajectory fo-
cused to the ¢ attractor, is no longer sufficiently strong to counteract the diffusive force that orig-
inates from the unavoidable quantum zero-point fluctuations which the trajectory experiences in
the ¢ direction. For § < {c, m? turns negative and the solution ¢y becomes unstable. At the same
time, the perturbation J¢ starts to grow and even dominates over the classical solution ¢. In sit-
uations where the quantum diffusive force dominates the classical background drift, the standard
formalism in which the background dynamics of the scalar fields is considered independently of
the time evolution of the quantum fluctuations, breaks down.

Instead, the application of the stochastic formalism [119], which properly takes into account
the back reaction of quantum fluctuations on the coarse grained classical background dynamics,
is required. In the stochastic formalism, the dynamics of ¢ during the transition stage around f.
is determined by a probability density function P(¢, N) that specifies the probability of the field
having the value ¢ at a time N. The time evolution of P(¢, N) is described by the Fokker-Planck
equation (c.f. [127] and Eq. in chapter[2),

oP J 19°

N~ a7 2
The right-hand-side of the Fokker-Planck equation is characterized by two terms: a classical
drift term with the coefficient D (¢, N) and a quantum diffusion term with the coefficient 7 (¢, N).
For the decomposition ¢(N,x) = §(N) + d¢(N, x) into a homogeneous background $(N) and a
Gaussian random fluctuation d¢(N, x) with (6¢) = 0, the coefficients are obtained as

p-dle) - p_dioeh) (5.52)

FD]. (5.51)

dN’ dN
In the following we omit the bar over a background quantity. Assuming slow-roll in the ¥ and
[ directionsﬂ the equation of motion (5.46) reduces to the single-field dynamics of ¢ depending
only parametrically on {(N),

~

FRW.y (2.9)

I~
¢~ =2 (5.53)

2Within the slow-roll approximation ¢” ~ 0, &y < 1 and the term proportional to F4%'¢’/F can can also be neglected

in 530)
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Since we are interested in the dynamics around ¢ = 0, Taylor expansion of W,, yields the lin-
earized equation which determines the drift coefficient

2
m "
D(p,N) ="~ 2050, mo(N) = FW,gp [o—. (5.54)
The variance (J¢?) after coarse graining over k > aH is given in terms of the power spectrum
Py(k) of the scalar perturbation d¢ (c.f. Eq. (#.42) in chapter @),

<5¢z> _ /0 el Py(k)dInk. (5.55)

Within the time interval —AN (remembering that the number of efolds decrease as inflation
proceeds), as the scale factor increases, some of the modes which were earlier averaged over
now influence the background dynamics as they cross the horizon scale satisfying k = aH =
a.e(N"N-)H. They effectively provide an extra kick to the background dynamics by giving an ex-
tra contribution to the integral by increasing its upper bound. Treating H as a constant, we
obtain dInk ~ —dN such that F in Eq. becomes (c.f. Eq. #50))

2
FIN) = = Pyl) oy =~ - <§T> . (5.56)
From Eq. we also see that the precise choice of the coarse graining length scale is not impor-
tant. Even if the dynamics was coarse grained over a different length scale k ~ eaH, we see that
the coefficient / would still be the same as the relationship between dInk and dN is unchanged
for a constant e. Nevertheless, 1/H serves a natural length scale for the inflationary background
dynamics such that the effective dynamics is obtained by averaging over the modes with physical
wavelengths a/k < 1/H. Inserting (5.54) and (5.56) into (5.51), P(¢, N) satisfies the Fokker-Planck
equation

oP __ my 3(gP)  H2 &P (5.57)
N~ 3HZ 39  872a¢” '

The Fokker-Planck equation (5.57) is solved by a Gaussian ansatz with a time dependent variance
S(N) = (¢*)(N),

1 @? )
P(p,N) = ——exp | ———— | . 5.58
Inserting (5.58) into (5.57) yields an equation for S,

s omy  H?

IN 3HZS 1 (5:59)

Eq. (5.59) for the variance S is interpreted as determining the time evolution of effective amplitude
of the scalar field by identifying [108],

@(N) = ,/S(N). (5.60)
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The stochastic formalism is applied for a period in which the quantum diffusive term H? /47>
dominates the classical term ZméS /(3H?) in Eq. (5.59). The stochastic stage starts at some point
X > Xc at which mfp falls from large positive values towards zero, and ends when it takes large
negative values for some ¥ < X.. The onset of the stochastic stage can be determined by the
condition Zm%p /3H? < 1. This ensures that for any inevitable initial increment of S(N) ~ H?2 /472
the diffusive term dominates the classical one. Similarly, the end of stochastic phase can be roughly
estimated by the condition 2m%p /3H? ~ —1.

To estimate the duration AN of Stage 2, the time taken by mep/ 3H? to change from 1 to —1

must be computed. For the potential (5.18), the ratio Zm%, /3H? around ¢ = 0 is given by

2m?3 M2 F
P _ P _
3R 4CF m% 8§F 1 (5.61)
that, in turn, provides the estimate
1 m?
AF(R) = =—3. (5.62)
M3

Along ¢, the difference AF can be estimated from Starobinsky inflation AF ~ AN (c.f. Eq. (98) in
[69]), leading to

AN =~ = 0 (5.63)

which gives a direct relationship between the duration of the stochastic stage and the free param-
eters of the model.

5.6 Numerical treatment

The background evolution can be divided into three stages. The dynamics during Stage 1 where
X > X and Stage 3 where ¥ < £, can be determined via the standard techniques, in which
one ignores the feedback of the quantum fluctuations onto the background dynamics. Instead,
the background dynamics during Stage 2 where § ~ X. is obtained by applying the stochastic
formalism. This is because it is only during this phase that the changes in the field ¢ are dominated
by the diffusive kicks due to the quantum modes d ¢y rather than the gradients of the background
potential. The entire background dynamics is obtained by patching the numerical solutions of
the equations in the individual stages in a way such that the preceding stage provides the initial
conditions for the subsequent one.

During Stage 1 and Stage 3, the exact equations of motion and are solved numer-
ically for both the scalar fields. During Stage 2, for which the stochastic formalism is used to
describe the ¢ dynamics, the following equations are solved numerically

s  omy  H?

AN 3H2S (5.64)
A% gy Wy
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In order to patch the numerical solutions obtained in the different stages, one needs to find the
transition moments between them. During the first phase along ¢, the steep positive curvature
of the potential along the ¢ direction provides a strong restoring force which immediately erases
the effect of the continuous quantum kicks trying to drive ¢ away from ¢ = 0. The moment Nj of
the transition between Stage 1 and Stage 2 is taken to be the moment at which for the first time the
effect of a quantum kick will not be erased. This will be true when the drift term in becomes
comparable to the diffusive term for S(N;) = H2(N;)/(47?). The resulting condition is solved
numerically for Nj as

my(Np) = gHZ(Nl). (5.66)
Since S = ¢? is effectively zero before Nj, the complete set of initial conditions which result from
patching Stage 1 and Stage 2 read

S(Ny) =0, (5.67)
ds s2 dr sl

5152 151 X X
X|?\]1 = X‘?\h’ dN =

= (5.68)

Ny
Stage 2 lasts until the curvature of the potential becomes dominant again (but this time with a
negative sign). The time N, at which Stage 2 ends, is determined numerically from the condition

2
2 my(N2) H?(N2)
_z S(N,) = ——~7, 5.69
3 HZ(N,) (N2) = =1 (5.69)
The initial conditions for Stage 3 are
do | 1 ds
3 _ ¢l/2 ¢ _ 7
olN, = S*(N) Ny, ~ 2v5dN|y,’ (5.70)
ds s3 dr s2
T NT] X X
A2 = 212 |y, = avl. (5.71)
2 2

It should be emphasized that the second stage typically lasts for less than one efold (|JAN| < 1)
and that the values acquired by ¢ at the beginning of Stage 3 are very small. This a posteriori
justifies the assumptions of slow-roll along ¢ in (5.53), the Taylor expansion of the potential in
(5:54), and the Gaussian solution to the Fokker-Planck equation (5.57).

The numerical solutions for ¢(N), £(N) and a(N) are then used in the equations for the per-
turbations and (5.40), which are solved numerically with Bunch-Davis initial conditions
imposed in the deep subhorizon regime. Finally, the power spectrum Pg is then computed nu-
merically by considering that the pivot scale k. = 0.002Mpc~! crosses the horizon at N = 60
[3,[103]. The numerical results are presented in the next section.

5.7 The power spectrum

5.7.1 Starobinsky’s model

Since the new model proposed in the thesis is a generalization of Starobinsky’s model, it is in-
structive to begin by looking at the predictions of the latter. The power spectrum of the comoving
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curvature perturbation for Starobinsky’s model is shown in Fig. Since it is a single-field
model of inflation, Q, is the only perturbation that we have with Q; = 0. As described in the pre-
vious sections, Fig. is obtained by numerically determining the time evolution of Q(t, k) until
the end of inflation which then yields the dependence of the comoving curvature perturbation
R (K, teng) on k, at the end of inflation fe,g (c.f. Eq. (5.38)).

As mentioned in chapter El the power spectrum Py (k) is typically parametrized as a power
law

k

k3 ) np—1
Pr(k tend) = ﬁ“z(k/ tend)|” = A% () ’

E (5.72)

with the values of A% and n%, for the reference scale k. = 0.05Mpc !, experimentally constrained
to be [3]

AR = (2.099 +£0.014) x 107? and np = 0.9649 + 0.0042. (5.73)

In Fig. the parameters A}, and nJ, are obtained by making a straight line fit to the (numerically
obtained) log;, (Pr (k, tend)) Vs log;(k/ks) plot. The precise value of A% depends upon the free
parameter g in Starobinsky’s model which is adjusted to fit the observational bounds. The value
of the spectral index n%,, however, does not depend explicitly upon the free parameter m of the
model. It can be seen that the predictions of Starobinsky’s model are in perfect agreement with
observations.
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Figure 5.4: The log-log plot of the power spectra Pr for Starobinsky’s model plotted for the
wavenumbers 2 x 10~ *Mpc ™! < kemp < 2Mpe ™! accessible to Planck [B].

5.7.2 The two-field inflationary model

In Sec.p.4)it was argued that the two-field generalization of Starobinsky’s model might lead
to the amplification of the power spectrum on a certain length scale. Having taken into account
the subtleties of the model described in S and Sec. R(K, teng) can again be determined
numerically by solving the coupled Egs. (5.39) and (5.40). The formation of a peak in the power
spectrum Py of the comoving curvature perturbation is shown in Fig.

Fig. shows the weak logarithmic k dependence of the power spectrum Px for large wave-
lengths (small k) during the first slow-roll phase along ¢ in Stage 1 with the amplitude Pr ~ 107
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Figure 5.5: The log-log plot of the power spectra Py evaluated at the end of inflation N = 0 as a
function of the wave number k.

required for the consistency with CMB measurements. At smaller wavelengths (larger k), Pr expe-
riences a strong amplification leading to a peak centered around kp / k. ~ 10'> with the amplitude
Pr = 1072, This peak corresponds to the modes which cross the horizon during the turn/fall of
the inflationary trajectory. For modes that cross the horizon during the slow-roll phase in Stage 3,
the amplitude of Pr ~ 10710 is slightly smaller than that for the modes that cross the horizon
during Stage 1.

As argued before, different modes start seeing the potential and its gradients at different times.
This is because the k? /2% term becomes subdominant with respect to the curvature of the potential
at different times for different modes. Simply speaking, smaller wavelength (larger k) modes
require the scale factor to be bigger in order for the k? term to be subdominant (c.f. Eq. (5.42)). For
the large wavelength modes (for instance kcyp), which begin to see the potential during Stage 1
itself, the perturbation Qs is suppressed due to the large positive effective mass m? during Stage 1.
For these modes Q, never gets amplified. The modes which begin to see the potential when {
reaches the critical point {., Qc gets amplified because the perturbation Qs o« d¢ for these modes
exits the horizon (i.e when k = aH) at a finite value. Unlike the kcyp modes Qs is therefore
non-zero at { = X, which is the time at which the amplification mechanism begins. The modes
corresponding to even smaller wavelengths begin to see the inflationary potential only after the
trajectory has already fallen into the adjacent valleys, near the end of inflation. They never get
amplified since they exit the horizon after the amplification mechanism is over.

This provides a qualitative explanation of Fig.[5.5)in which we see that the power spectrum is
amplified only for only a small window of length scales. In particular, the mechanism renders the
predictions of the model the same as Starobinsky’s model for the length scales probed by Planck.

5.8 PBH formation

Primordial black holes can form during the radiation dominated era, after the end of inflation, by
the collapse triggered by large density perturbations imprinted during inflation. As mentioned in
chapter [ the probability of generating such a perturbation with a large amplitude is enhanced
by the peaks in the inflationary power spectrum of the curvature perturbation [116), [75] 162} 22]. A
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PBH forms whenever the overdensity
5(t,x) = P —pl) (5.74)
pt)
exceeds a critical value & in a given (spherical) Hubble volume V() := 473 (t) /3. The Hubble
radius is defined as ryy(t) := 1/H(t) and the background density in a flat FLRW universe is given
by p(t) = 3H?(t)/(87tGy). With the help of numerical simulations, one arrives at the following

relationship between the mass of the PBH Mpgy, the horizon mass My = p(t¢) Vii(te) at the time
of formation t; and the amplitude of the perturbation §

Mppu (0, tr) = KMy (t¢) (6 — 6c)7 . (5.75)
The parameters K, 6. and v in Eq. (5.75)) are determined numerically [76} 115,94} 149].

5.8.1 PBH abundance

In order to calculate the PBH abundance, it is useful to define the fraction of the mass in the
universe which collapsed into PBHs at the time of formation. This fraction f is defined as

preH (tf)
t) i = ———=. (5.76)
PUD =tk
In the Press-Schechter formalism p is calculated as [106]
* « Mppu(4, tf)
t)) =2 dé ————2P(6, ). 5.77
B(te) A M (tf) (6, ) (5.77)

Here, P (6, t¢) is the probability density function of generating an overdensity with amplitude ¢ at
the moment of formation ;. Assuming that the perturbations ¢ are independent random variables,
they follow Gaussian statisticsEl The lower integration bound in is determined by the critical
collapse density d.. The probability density of having an overdensity with amplitude ¢ is given by

P(s,t) = 27;2(”) exp{ (;(ﬂ‘if)) } (578)

Hence, the perturbations forming PBHs are very rare and lie near the tail of the Gaussian PDF

(5.78). Calculating B from (5.77) requires calculating the variance o (t¢) = (6%(t)) in (5.78). The

Fourier transform of the density contrast §(t, x) is given by

S
5(t,x) = / (2(;1_[)1;/2611"‘(51((15). (5.79)

As described in chapter@ 0% (t) is completely determined by the power spectrum Ps(t, k) via the
two-point correlation function such that

o3 (t) = /O ood(lnk) Ps(t, k), (5.80)
* 27T2 3 /
(G(D)i (1) = =5 Pa(t, )& (k — ). (5.81)

3For a discussion on non-Gaussian effects, see e.g. [2311132,152 [134].
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Since the perturbations di(t) arise from the comoving curvature perturbations Ry (t) amplified
during inflation, Ps(t, k) is related to the inflationary power spectrum Pg (t, k). The linear relation
between Jy in the radiation dominated era and Ry is given by

2
S(t) = g (a';[) T(t )R (). (5.82)

The transfer function T(t k) describes the sub-horizon dynamics k > aH of é(t) after horizon
re-entry, while T(t, k) = 1 for superhorizon scales k < aH. Thus, the variance is obtained as

) 4
A2(t) = /0 d(lnk)éi’(M) T2(,K) Pr (4 K). (5.83)

The integral (5.83) diverges at the upper integration bound for small wavelengths A = 1/k. This is
avoided by smoothing 4(t, x) with a unit normalized window function W(x —y, R) at a smoothing
scale R,

Sr(tx) = / Sy W(x—y, R)5(ty). (5.84)

Physically, the coarse graining induced by the smoothing means that at every point x, the smoothed
overdensity Jr (¢, x) represents the average of 4(t,x) over a spherical region of radius R centered
at x, i.e. the substructures in the overdensity (¢, x) below the resolution scale R are smoothed out
in 6g(t,x) by the averaging procedure. We choose a modified Gaussian window function Wg in
(5.84). Following the conventions in [131]], the window function in Fourier space readsﬂ

Wg(kR) = exp [ (ki)z} . (5.85)

The window function strongly damps out contributions from modes much larger than the
“smoothing mode” kg = 1/R. Since we assume that a PBH forms when the modes Jy (t) re-enter
the horizon at t = t;, the smoothing mode should be identified with the comoving Hubble radius
at formation

kr = a(te)H(tg). (5.86)
The variance at t;, smoothed at the horizon scale, acquires the form

) 4
aﬁ(tf):/o d(lnk):£<k';) W2 (k/kg) Pr(t;, k). (5.87)

In order to have a sizable mass fraction (5.77), the smoothed variance must be sufficiently
large. This is naturally realized for the power spectrum which features a strong amplification at
k~k R-

4For a discussion taking into account the effects of the more general non-linear relation between the curvature pertur-
bations and the density contrast see [55}[134].

Note the additional factor of 1/2 in the argument of the exponential in (5.85). For a comparison of the impact of
different window function see [59]].
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Moreover, the horizon mass My (1) at the time of formation is related to the peak scale k, [96]
such that

2
k
Mpgy (kp) =~ 6.3 x 1012M. P , 5.88
peH (kp) ® (Mpc_l (5.88)

where ky, is the scale at which the inflationary power spectrum peaks and M, denotes the mass of
the sun. For instance, kp ~ 10?Mpc ! in Fig. If we are interested in generating PBHs within
a given mass range, relation gives an estimate for the peak location in Pg, which ultimately
depends on the free parameters of the model. If we demand that all CDM that we observe today
is made of PBHs, only a narrow range for the PBH mass is observationally allowed. The scale
kp at which Pr must be strongly amplified is thus strongly constrained by observations thereby
resulting in strong constraints on the free parameters of the model. It is also important to realize
via Egs. and that both the mass and the abundance of PBHs are determined by the
inflationary power spectrum Pr.

5.8.2 Primordial black holes as cold dark matter

In the case when sufficiently large number of PBHs are formed in the radiation dominated era,
they could make up a large fraction of the presently observed CDM content in the Universe [73,
33]120,129] 28] [61]. Since the mass spectrum of PBHs is already considerably constrained on a broad
range of scales, there are only a few PBH mass windows in which this possibility can be realized
[27,28]. The observationally allowed masses for PBHs making up the whole of CDM are

107"Me < Mgy < 10710M,, (5.89)
107 8BMg < ML, <1079Me. (5.90)

In addition to Mbg; and MLL,, the detection of binary black hole mergers at LIGO/Virgo has
renewed interest in the possibility of a primordial origin of CDM for PBHs in the mass range

10M, < Mpgy S 10°Me. (5.91)

Although the possibility of explaining all the observed CDM by PBHs in the mass window ML,
seems to be ruled out observationally [27, 28, [113], a peak leading to the production of PBHs in the
mass range ML, would provide an inflationary explanation for the observed merger events. For
these reasons, only the parameter combinations which lead to PBHs in these three mass windows
are considered in this work, as they are the most observationally relevant ones. The mass intervals
(6:89)-(.91) directly translate into k intervals in which the peak featured in Pg, centered at kp,

must lie (c.f. Eq. (5.88)):

kf, ~ 10°Mpc 1, (5.92)
10°Mpe ™" > k' = 10" Mpce ™, (5.93)
kp! &~ 10°Mpc . (5.94)
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In order to quantify the fraction of CDM that is made up of PBHs, the parameter Fppyy is defined
in terms of the distribution f(Mppy)

FpeH 3:/_ f(Mpgn)d In Mppy, (5.95)

such that Fpgg = 1 when the CDM energy density pcpm(fo) as observed today is equal to the
energy density due to primordial black holes ppp(to), Fpp < 1 when ppp(to) < pcpm(to) and
Fppy > 1 when pppri(to) > pcpm(to). As discussed before, the probability that a PBH forms is
related to the amplitude of the power spectrum Pg. Therefore, while the observational constraints
(5-89)-(5.97) determine the scale at which the power spectrum must peak, demanding that Fppy =
1 determines the amplitude of the peak of the power spectrum on those scales. The distribution
f(Mppp) typically assumes a log-normal shape given by

f(Mppn) = _Am exp {— In (Mppi1/ Mo)[* } , (5.96)

/5 A2 2A2
2t M M

and is ultimately determined by the inflationary power spectrum. This is because f(Mppy) is
related to B (Eq. (5.77)). B in turn depends on P(6). P(6) depends on 02 (Eq. (5.78)) and ¢ depends
on Pr (Eq. (5.87)). The relationship between f(Mppy), which encodes the distribution of the PBH
masses, and 0%, which is related to the inflationary power spectrum, is rather involved and is
derived in the appendix of publication I [68] (Eq. (A23)). Nevertheless, it is clear that starting
from the inflationary power spectrum the mass distribution of the PBHs can be computed. Using
the expression derived in publication I [68]], this distrubtion is plotted in the figures presented in
Sec.B.9l

In the next section it is shown that there exists a suitable combination of the free parameters
(€,Z,A) that leads to Fppy = 1 for the mass windows M{,BH and M{)IBH While the observational
constraints rule out the possibility of CDM being made of PBHs lying in the mass window M},
we also show for completeness that a suitable parameter combination can still lead to maximally
allowed PBH production within this mass window such that Fppgy S 10-2-1073 [27, 28, 113].

5.9 Results

5.9.1 Mass windows MII)BH and MII)IBH

For appropriate parameter values of the two-field generalization of Starobinsky’s model, it is
shown in this section that the mass distributions f(Mppy) with Fpgyy = 1 can be realized in both
mass windows MLy and MIL .. In Fig.|5.6/a sample parameter combination is chosen for which
Pr, peaks at kp ~ 10"®Mpc ! and generates a significant amount of CDM in mass window Mgy
The left plot in Fig.|5.6|shows a mass distribution f(Mppy) which leads to Fpgyy = 0.69 for ¢ = 38.
The right plot in Fi illustrates the sensitivity of f(Mppy) on ¢. For a ¢ larger by only 0.5%,
the amplification mechanism is already too strong and leads to the observationally unacceptable
large value of Fppy = 1.4.

Similarly, Fig. @ shows f(Mppy) for two parameter combinations in the mass window MLL ..
The left plot in Fig.[5.7/shows an observationally viable scenario with Fpgyy = 0.5, while the right
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Figure 5.6: Left: f(Mppy) for A =105, & =38, { = 3.30 x 1010 leading to the log-normal fit
with Ap = 0.003835, Ap = 0.592179 and kp = 3.04 x 10'°Mpc~'. Right: f(Mppy) for A =105,
g =382, {=331x10"" leading to the log-normal fit with Ap = 0.00391, A, = 0.5919 and
kp =3.03 x 1015Mpc_1. Both plots are obtained for 1 as in (5.100).
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Figure 5.7: Left: f(Mppy) for A =1075, & =36, { =2.29 x 10710 leading to the log-normal
fit with A, = 0.00485, Ap = 0.6360 and kp = 3.69 x 10"?Mpc ™. Right: f(Mppy) for A = 1075,
g =365 ¢=231x10"1" leading to the log-normal fit with A, =0.0051, Ap = 0.6348 and
kp = 3.46 x 102Mpc . Both plots are obtained for 11 as in (5.100).

plot leads to a an unacceptable value Fppy = 2.1. This illustrates that the model parameters can be
adjusted such that a significant fraction of CDM (including all CDM) is made of PBHs in the two

mass windows (5.89)-(5.90).

5.9.2 LIGO mass window MII)IBJH

If the observed LIGO black hole merger events are of inflationary origin, the merger rates may
be used to constrain the power spectrum via the PBH mass distribution f(Mppg). Observation-
ally, in the LIGO mass window 4@, the upper bound on the total fraction Fpgyy is most likely
constrained to lie between 1073-10~2, c.f. [28]. There seems to be some ambiguity concerning the

precise upper bound on Fpgy for the LIGO mass window M{DIBIH. Some works [34, [107, 60, 43]]
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suggest that Fppyy is closer to 103 while others indicate that Fpgy could attain much higher values
[77,[133, (78} 135].
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Figure 5.8: Left: f(Mppy) obtained for the LIGO mass window Mppy ~ 10Mg for parameter
values A = 107%, ¢ = 34 and { = 1.345 x 10710, Right: f(Mppy) in the LIGO mass window
Mppy ~ 10M, for parameter values A = 107>, ¢ = 36.70 and { = 1.396 x 10!, Both plots are

obtained for mg as in (5.100).

Fig. shows that the chosen model parameters generate a distribution f(Mppy) consistent with
the observational constraints. The total fraction Fppy is highly sensitive to the model parameters,
in particular to ¢, as can be seen by comparing the two plots in Fig where Fppy = 4.1 x 1072
for the left plot and Fpgyy = 0.9 for the right plot. Therefore, by fine tuning the model parameters
any numerical value Fpgpy < 1 can be obtained.

5.10 Identification with the Higgs field

While in Starobinsky’s model inflation is driven by the additional scalar degree of freedom ex-
tracted from the R? term (Eq. (5.1)), in Higgs inflation, the inflaton is identified with the Standard
Model (SM) Higgs boson non-minimally coupled to the Ricci scalar [18]. More explicitly, f,(R, ¢)
in Eq. for Higgs inflation is taken to be

fn(R, @) = @R = Vie), (5.97)

with U(¢) = M3 + ¢¢? and V(¢) = A¢*/4 being the same as in Eqs. and respectively
The starting action is of the same form as Eq. with an additional simplification that we
only have one scalar field, since the additional scalar field would only appear if one had modified
gravity terms in the starting action. As before, we get rid of the non-minimal coupling to the
gravity sector by making a conformal transformation ¢,, = Q(¢)g,» such that action reads [18]

M2, 1 .
TPR — anaaﬂa —-W(@a) |, (5.98)

Sulg i = [ dtry/=§

%Since v/ Mp ~ 1071°, we neglect the constant v present in the Higgs potential for the inflationary analysis.
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where Q(¢) := 1+ &@?/M3, dii/dg := \/(Q + 66292/ MZ) /0% and W = V(e(11))/Q*(1).
For large field values ¢ > Mp/+/, the effective inflationary potential W(il) can be shown to
take the same functional form as the Starobinsky potential [18]. Therefore, the model of
Higgs inflation in which the scalar field is non-minimally coupled to gravity via the ¢¢? term,
and Starobinsky’s model, in which inflation is governed by the scalaron extracted from the R?
term, yield the same predictions for the inflationary observables. The new two-field model
considered in this work, which leads to the two-field inflationary potential (5.18), can therefore be
seen as a combination of the two models with an additional assumption that the R? term is also
non-minimally coupled to the Higgs field via the coupling constant {.

The combination of Higgs inflation and Starobsinksy inflation in which ¢ = 0 has already been
studied in previous works [48), [129] [74] [69]. It was concluded that also this simple combination
of the two models yields the same predictions for the inflationary observables as Higgs inflation
and/or Starobinsky inflation. However, with { = 0, the amplification of the power spectrum can-
not be realized. As we have seen, by paying the price of introducing this additional non-minimal
coupling between the R? term and the Higgs field, the amplification of the power spectrum can be
realized which then offers the possibility to explain the observed CDM content in terms of PBHs.

In the SM, the value of the quartic Higgs coupling A ~ 107! is determined by the symmetry
breaking scale v and the Higgs mass M. In view of the energy gap between the electroweak
energy scale and the inflationary energy scale, the RG flow is needed to determine the value of
A during inflation [17) 44} [8]. An analysis of the full RG system of the extended scalaron-Higgs
model would be required for a precise determination of the running A at the inflationary energy
scale which is not done here.

Instead, it is shown that for the likely values of 1072 < A < 107° that maybe realized for the
Higgs field during inflation [71} [16] [72], the other parameters of the model allow for a sufficient
amplification of the power spectrum so as to generate sufficient PBHs within the observationally
constrained mass windows Mbg,; and ML, to account for the observed CDM content.

511 Constraining the parameters

Let us assume for the sake of argument that PBHs accounting for CDM have masses ranging
within the mass window M&L,.. Then the first constraint on the inflationary model is provided by
the CMB observations on length scales 2 x 10~*Mpc ! < keyp < 2Mpe L. The second constraint
is provided by the fact that the power spectrum must peak at a scale kb, to generate PBHs within
M{L;;. The third constraint is provided by the desire that the amplitude of the power spectrum
peak must be just right so that one can account for the whole of dark matter. For a given value of
A that might lie somewhere between 1072 < A < 107, these three constraints completely fix the
remaining free parameters of the model.

5.11.1 CMB constraint

Since the CMB modes satisty kcyp < kII)I , they start seeing the inflationary potential much before
the inflationary trajectory reaches the critical point. Before reaching the critical point, the inflation-
ary trajectory is along ¢ = 0 where the two field potential reduces to the Starobisnky potential.
The predictions for the power spectrum Pg (k) for the CMB modes would then be the same as
Starobinsky’s model. It was mentioned before that while the predicted value of the spectral index
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ng for Starobinsky’s model is independent of the parameter 1, the amplitude A depends ex-
plicitly on this value. An oversimplified way of seeing this is to recall from Eq. of chapter (@)
that Pr « H? and within the slow roll approximation H? « W. From Eq. we see further
that W o« m2. Thus, the CMB constraints on the scalar power spectrum fix the value of my. More
precisely, in Starobinsky inflation we have the relations

c NEmgo 2
AR = 242 N2 np ~1 N (5.99)
where, as mentioned before, N serves as the dimensionless time parameter which counts the num-
ber of efolds remaining from the end of inflation. This means that for a given N, the scale factor
is smaller by a factor of e=N compared to its value at the end of inflation. N, is the efolding
number at which the mode k. crosses the horizon (which is to say that it satisfies the condition
k. = a(N,)H(N,)). Planck data [3] constraints A%, n% at k. = 0.05 Mpc ! at values already spec-
ified in Eq. (5.73).

Taking N, = 60 for k. = 0.002Mpc_1, the scalaron mass is fixed to be

mo ~ 1.18 x 107> Mp. (5.100)

5.11.2 Constraint imposed by the PBH mass

In this section the relationship between the model parameters ¢ and ¢ and the PBH mass is ob-
tained. Using the definition of the number of efolds N, — N = Ina/a., for modes which cross the
horizon at k = aH and k. = a,H with constant H ~ H, respectively, we obtain N, — N = Ink/k,.
During the phase of effective Starobinsky inflation, there is a simple relation between N and the
field value § given by N({) ~ F(%) (with F({) defined as in Eq. (5.13)). The peak in Pg (k) is
centered around the modes k ~ kp &= Ak which cross the horizon in the vicinity of .. Hence, we
can express kp in terms of X defined in by the relation

¢ m )
ky = ki exp (N* —-1-22—]. (5.101)
P
M3
Since Mpgy is related to the peak scale kp, via (5.88) we finally obtain Mppy in terms of the model
parameters, the pivot scale k; and the total number of efolds Ny,

1N‘OI\)

-2 m
4 %1077k, —2(N.—1)+4f
XO) e tu (5.102)

M ~ M
PBH o) < Mpcfl

For N, = 60, k., = 0.002 Mpcfl, and my as in (5.100), we obtain the linear scaling relation between
¢ and ¢ with a Mppp-dependent proportionality coefficient

M -1
[~56x10710 [m (10331“)} z (5.103)
Mg
Thus, the observational constraint that the PBHs accounting for CDM can either belong to Mby;
or MIL,, imposes a relationship between the parameters { and ¢ leaving only one out of the two
free. Next, we obtain a relation involving A and ¢ from the requirement that Fppyy = 1 for a mass

distribution f(Mppy) centred around a given Mpgy.
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5.11.3 Constraint imposed by the peak amplitude

In view of the complex inflationary dynamics around peak formation, going beyond an order of
magnitude estimate based on various simplifying assumptions is rather difficult. Since in any case
the results are obtained by a full numerical treatment, the discussion in this section is only meant
to provide a rough understanding of how the parameters of the model control the amplification
mechanism of the power spectrum.

We begin by noting that Pg (k) is related to the perturbation Q. (N, x) in position space by

2 X
/dlnk’PR(k) = 281H<Q”](\%’ ).

(5.104)
According to Eq. (537), Qr is related to 6% and 6¢ via Q, = G;0'6®/, with ®! and G;; defined in
Eq. (5.20). During most of the inflationary dynamics along ¢ and the later part of the dynamics in
@5, the inflaton vector ¢! points in the ¥ direction and Q, exclusively receives contribution from
0%. Only during the short peak formation stage in the vicinity of g., where the trajectory turns
and ¢! has a non-zero component in g-direction, Q, also receives contribution from é¢. Here, we
assume that during this period ¢! points in the g-direction such that (6?)? = F (c.f. Eq. )El
For modes k ~ kp + Ak, which cross the horizon during this period, reduces to

kp+Ak 1 < 5 (P2>
dInkPr (k) ~ . 5.105
For a simplified treatment we take the sharp peak limit P (k) ~ Apd(Ink —Ink ) such that (5.105)
becomes

1

N (69°)
P GeF M2 (5.106)

Although the slow-roll dynamics along ¢ slightly differs from that of the effective Starobinsky

inflation along ¢y, for an order of magnitude estimate we use the background relations of Starobin-

sky inflation F(¥) ~ N and &, (N) ~ 1/N? evaluated at N, := N(%.), so that (5.106) reduces t(ﬂ
. Ne (¢ (P2>

Ap ~ -~ :
Pm2 M

(5.107)

As discussed in Sec.[5.5] close to {c quantum diffusive effects dominate and a stochastic treatment
is required during which ¢(N) is identified with (5¢*(N,x))!/2. But even after the stochastic
phase, during the fall from ¢y to ¢, both d¢ and ¢ continue to grow together — 5¢ because
W/W is still negative, and ¢ because it moves away from ¢ = 0 to larger field values until it
reaches ¢ (inside one of the two adjacent valleys that re-emerge for £ < £c). Hence /(3¢?)
is bounded from above by the maximum distance between the hill and one of the two valleys
PF (Xmax) — 9o = @F (Xmax)- This value of ¥max can be obtained by solving

29 (%)
X

—0, suchthat  (6¢%) < |@F (fmax)|” - (5.108)

Xmax

"The exact dynamics is more complicated and involves a short phase in which ¢ and 6% simultaneously contribute to

Qo

8To produce PBHs in the mass windows M}, and MEL,, we find N & 40 and N, ~ 25, respectively.
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A strong amplification of Px, (k) requires a large 6 and hence a large |9 ({max)|- The inequality in
can be parametrized by (6¢?) ~ a?|@F (Xmax)|? with a € [0.1,1]P| The analytic expression

for |@F (Xmax)|? is found from and the first equation in (5.108) a
+ 2 M
|93 (Rmax)|* = fOL(x), (5.109)

with x is the same as in Eq. (5.50), and the function L(x) defined by
_2-2y/1—x—x

X

L(x):

As discussed in Sec. the predictions of the model are independent of the point where the
inflationary trajectory starts on the two-field potential only if x < 1. Taking this to be the case,
the function takes arguments from x € [0, 1) which means that takes values in the
interval L(x) € [0,1). For an order of magnitude estimate we approximate L(x) = x/4 + O(x?)
and obtain

(5.110)

22
(69%) = ®| 9y (Rmax)[* = 4€°x. (5.111)
Combining (5.107) with (5.111), we obtain the analytic estimate for the peak amplitude
N¢ m% 5
Ap " — —a°x. 5.112

It was argued in Sec.that AN ~ m3/(M3() corresponds to the duration of the stochastic phase.
This phase must be sufficiently short AN < 1 in order to produce a narrow peak in Pg (k). If
AN > 1, a larger window of modes would feel the amplification mechanism leading to a broader
peak of Pg (k) which then risks to produce a broader distribution f(Mppy) incompatible with the
observational constraints. Since N. = O(10), the magnitude of the total prefactor in is
estimated to be of order N. ANa2/8 ~ 102, leading to the condition

Ap ~ 10 %x. (5.113)

Since a significant Fpgy ~ 1 requires a peak amplitude A, ~ 10-2-103 [113} [68], it is clear that x
cannot be much smaller than one and we finally obtain the estimate

x =~ 1. (5.114)
This yields the approximate scaling relation
MG
AR 6—5C". (5.115)
M

9Geometrically, the inflection point which lies between ¢ and ¢ cannot be too close to ¢g = 0. In addition, the inertia
of the background dynamics carries the trajectory along ¢( even after reaching the bifurcation point shown in the left plot
of Fig. such that the fall into ¢ happens only after the valleys reach a sufficient separation, justifying the lower bound
on a.
10The criterion to determine {max in (5.108) only applies to Scenario I. Only in this scenario, the valleys re-emerge at the
bifurcation point g, turn and again move towards ¢ = 0.
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Inserting the scalaron mass m from (5.100), we obtain
A~ 107722, (5.116)

The precise value of Fppy for a given power spectrum P (k) ~ Apd(Ink — Ink,) is exponentially
sensitive to the peak amplitude A [68]. This is the main reason why any attempt to obtain a pre-
cise analytical relation for Fppyy in terms of the model parameters is hard to realize. Nevertheless,
in view of (5.113), the amplification only depends on x such that the same amplification is achieved
for different values of ¢ and A as long as they are related by the scaling relation (5.116). In general,
the exact numerical factor in the quadratic scaling law (5.116), depends on the values of Fppyy and
the PBH mass Mppy at which the mass distribution f(Mppy) peaks, but the scaling law A o &2
will be the same for all mass windows and total mass fractions.

Finally, the analytical estimates (5.103) and (5.115) are confirmed by an exact numerical analy-
sis. A systematic parameter scan is performed for different values of A, ¢ and  such that a mass
distribution f(Mppy) in the window MII)IBH centered around Mppy = 10~ M, with Fpgy ~ 1 is
realized. The parameters A, ¢ and ( that permit such realizations, are related to each other by the
scaling relations shown in Fig.[5.9] which are remarkably close to the analytical estimates

and (5.115).
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Figure 5.9: Numerically obtained scaling relations for the parameters leading to Fpgy ~ 1 for
f(Mpgp) centered around Mppy = 10~ "M, Left: Linear scaling relation between ¢ and ¢. Nu-
merically generated points (red) linear fit (blue). Right: Quadratic scaling relation between A and
¢. Numerically generated points (red) quadratic fit (blue).

The linear and quadratic fits to the numerically found scaling relations in Fig.[5.9)are given by
7=423x10712¢, A =247x107° (5.117)

In addition to the correct functional form of the scaling relations, also the numerical coefficients
in (5.117) agree well with those predicted by the analytic estimates (5.103) and (5.116), thereby
numerically confirming them.
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5.12 Discussion

All parameters of the extended scalaron-Higgs model are fixed. The parameter my is fixed by
the CMB constraint on the scalar inflationary power spectrum at large wavelengths, in-
dependently of the value of A. In contrast, the non-minimal couplings { and ¢ are ultimately
determined in terms of A by the scaling relations and (5.115). The relations are determined
by the requirement that the peak in P (k) leads to a significant Fpgyy with a PBH mass distribution
f(Mpgpy) centered around Mpgy. It is shown in this work that an analytic relationship between
the parameters of the new proposed model can be determined such that the model can offer to
account for the whole of dark matter within the observationally viable mass windows while at the
same time being compatible with the CMB constraints. Since this relationship holds for a range
of values of A, that might be acquired by the Higgs field at inflationary energy scales, the conclu-
sion is that by considering Starobinsky’s model in which both the Ricci scalar and the Starobinsky
term are non-minimally coupled to a scalar field, possibly the Higgs field, one can simultaneously
account for the CMB observations and the observed CDM content in the universe.
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Chapter 6

Inflationary cosmology and its
implications for dynamical collapse
models

The discussion presented in chapter[f|shows how the various theoretically well motivated models
of inflation offer to account for the CMB observations. Even if we cannot yet pinpoint at the nature
of the inflaton, cosmological inflation is still widely regarded to be a part of standard cosmology.
In particular, the quantum fluctuations of the inflaton field are regarded as the most likely ori-
gin for the large-scale structure in the universe. This, however, also raises conceptual questions
concerning its quantum-to-classical transition. The subject is still actively debated within the com-
munity, where some argue for decoherence as an explanation [4}[105) 82], while others suggest the
need for a modification to the standard quantum dynamics [102} 121}, 104} 32} [98]].

Several works have applied the models of wavefunction collapse to cosmology in a similar
context [102) [84] 45, [85] 41} 42} [88) 87]. In this chapter, a plasuible generalization of the mass pro-
portional Continuous Spontaneous Localization (CSL) model [101), 58], which is the most studied
among the dynamical collapse models, is proposed and its consequences for the evolution of the
scalar perturbations during the early universe are investigated.

Under the influence of CSL dynamics, the corrections to the expectation value of any observ-
able can be computed by using standard perturbation theory. This can be done by identifying
a suitable stochastic perturbation to the original Hamiltonian, depending upon the choice of the
collapse operator. The observable of interest for which the corrections will be computed is the co-
moving curvature perturbation R. Since the modified dynamics a priori does not guarantee even
the large wavelength modes of R to remain constant after the end of inflation, the power spec-
trum Pg under the modified CSL dynamics is evaluated both during inflation and the radiation
dominated era. The discussion presented here concerns publication III [67].

6.1 Mass proportional CSL model

As introduced in chapter[3} dynamical collapse models are phenomenological models which mod-
ify the standard Schrédinger evolution through the addition of nonlinear and stochastic terms. The
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model is defined through the SDE

~

dlp) = [—int+ \n/TZ/dx [MI(x) — (M(x))] dWi(x)
—ﬁ / dxdy [NI(x) — (MI(x))] G(x—y) [N(y) = (M(y))]dt| |y} . (6D

Here, H is the Hamiltonian of the system, 7y encodes the strength of the collapse process, (-) de-
notes the expectation value computed with respect to the state |¢), the noise W;(x) is defined in
terms of the temporal and spatial correlations

xey)2
1 _ %’)

E[¢(x)r(y)] = G(x—y)d(t—t'),  where G(X*y)IWé’ e, (62

with &;(x) = dWi(x)/dt, the symbol E[-] indicates the stochastic average, 7. denotes the second
phenomenological parameter of the model, mj is the reference mass scale taken to be the mass of
the nucleon and the operator M(x) in Eq. is the mass density operator which involves the
creation and annihilation operators of different types of particles

M(x) = ijﬁ;(x)ﬁj(x). (6.3)
]

Note that in this chapter we only work with the physical process such that |) denotes the nor-
malized physical statevector and not the one representing the raw process as in chapter

The expectation value E[(i| O [¢)] of an arbitrary operator O can be calculated in terms of the
density operator p as E[(| O |)] = Tr[Op]. As described in chapter@ under the influence of CSL
dynamics, the time evolution of the density matrix corresponding to the statevector is the
same as the one obtained for the statevector which, instead, satisfies the Schrédinger equation (in
the Stratonovich representation) in the presence of an additional stochastic Hamiltonian. For the
SDE and the CSL noise (6.2), this stochastic Hamiltonian H, must be identified with

fog = Y7 / AxNI(X)E (x) - (6.4)

L]

6.2 Interaction picture framework

Modifications due to CSL dynamics can be quantified via perturbative approach. The total Hamil-
tonian H can be decomposed as
H = Hy + Hes, (6-5)

where Hj is the Hamiltonian of the system and H, is the additional contribution due to dynam-
ical collapse models. The calculations are then performed in the interaction picture where, after
identifying Hy as the time dependent background Hamiltonian, the operators O' and the states

|y'(t)) are given by

O'(t) = Uy ' (t,10)OUo(t,t0),  [9'(1)) = Ues (8, to) [(t0)), (6.6)
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with

Uy (t, ty) = T{exp [ . dt Hy(t )]} , Ues (t,19) = T{exp [ dt A, (t )] } . (6.7)

to

Here, 7 denotes the time-ordering operator and H. the appropriate stochastic Hamiltonian in
the interaction picture. The general discussion can be presented without making a specific choice
for the collapse operator. Thus, for now, we consider the stochastic Hamiltonian Hc to be given

by
Heo () = / dx & (x) Lest (1, %), (6.8)

where Lcy (t,x) is an operator yet to be specified but 7y, mg and & (x) are the same as in Eq. (6.1).
Taking into account the time dependence of both the operator O'(t) and the state |i(¢)), and re-
taining only the leading order term in -y, we get

(0) = ('(1)| O'(t) IlPI(f)>

~ (i) |14 [ arfy () - / [ avar oL )| o) [i—z’ AL ()
to to Jty to
6.9)
- / v AL () AL >] (ko))
= W) |00 =1 [ ar [0, A ()] - / t dde (B (), [ (), 0] | 1(t0))

The next step involves taking the stochastic average over all the realizations of the noise such that

0 = E[(0)] ~ (9(10)| O0) (o) ~ T ["a” [ X BIes )] (900)| [O/0), Eta ¢, X)) 90

t
Y ot ! .0 / 7 " ’ I I Al
[ e fas / BB 8 ()5 ()] ((00)| [EL (76", [ (), O] 00,
(6.10)

Afetr using Eq. (6.2), the expression simplifies further to be
O (y (to)l O‘( £) [ (to))

dt /dx /dx”e 4
to

2 o) [ (), (B (0 O] [9(k0)), (611

where A := 7/ (4m’§)3/ 2. The full expectation value O can be written as the sum of the original
expectation value in the absence of collapse dynamics and the leading order correction that it
induces

Ql

= <O(t)>0 +56(t)CSL‘ (6.12)
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Here,

(O(1)o = (Y(to)| O'(t) (ko)) ,
0

— A t ’ / 7 4;2)(,)2 1 N/ 1 IAVANNG
Oew =~z [ ' [ @ [ax’e” 2 (gtao) [Fea (0", [Fia (), 0] 900
(6.13)

6.3 Choice of the collapse operator

The FLRW background spacetime offers a simple generalization of the CSL noise (6.2). It is
achieved by demanding that, in terms of the physical coordinates x, and the cosmic time ¢, the
same correlations for the noise are obtained as in Eq. (6.2). However, since it will be more con-
venient to work with the conformal time 7 and the comoving coordinates x, the noise ¢;(x) is
expressed in terms of the same, such that the condition mentioned before is satisfied. It is there-
fore given by

_ () (x=y)?
2

E[¢,(x)] =0, E[CU(X)éq/(y)]=WG(x—y), c<x—y>=(4ml2)3/2e
(6.14)

In the terms of the same coordinates, the expectation value of the operator O can then be expressed
as

(O(n))o = (010'(n)[0) ,
(')

(')
50(1)en = — /” i / X’ / ax'e VR (0] [ X, [ (X, O'n)]] 10).
2mg Jy, a(n’) )
(6.15)

Having proposed a suitable generalization of the CSL noise, we now proceed towards the choice
of the collapse operator in a cosmological setting. Working within the framework of cosmological
perturbation theory, we remember that only the perturbations of the background quantities are
quantized. Therefore, any Hermitian operator Q(77,x) can be written as Q(17)1 + 6Q(#, x). Since
the collapse operator appears in the form M(x) — (M(x)) in Eq. (6.1), we see that the background
dynamics Q(#)1 does not influence the choice of the collapse operator [87]. Since the generaliza-
tion is confined to this framework, the classicality of the background dynamics makes it sufficient
to choose a collapse operator that is a function of the scalar perturbations only.

While different choices for the collapse operator have been previously proposed, most of the
choices are either linear or, to leading order, linearized in the field perturbations. In some works,
for instance, the collapse operator was taken to be the rescaled variable i = aé¢ (c.f. Eq. @24))
itself [86] 24]. Similarly, in [87], the perturbed matter-energy density ép, which is related to the
zero-zero component of the stress energy-momentum tensor, was taken to be the collapse operator.
These choices differ from the standard CSL model (applied to laboratory situations) in which the
collapse operator is quadratic in the creation and annihilation operators and not linear. This trait
is important as one would like that the collapse operator couples different Fourier modes as in the
standard case [2], which is not possible when the collapse operator is linear in the fields.
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In the present work, the collapse operator is taken to be the Hamiltonian density of the scalar
cosmological perturbations such that L. (17,x) = #}(17,x). During inflation, following the dis-
cussion in chapter [ it is the Hamiltonian corresponding to the action (.23). This choice allows
one to respect the essentials of both the CSL model and the cosmological perturbation theory, as
within its standard framework the Hamiltonian density is already quadratic in the creation and
annihilation operators upto leading order in the perturbations. This choice of the collapse operator
can also be viewed as making a relativistic generalization of the non-relativistic mass density in
the standard laboratory situations.

To proceed towards the goal of computing the CSL modifications to the power spectrum Py,
in Eq. , the initial state will be taken to be the Bunch-Davies vacuum state |0) and the op-
erator O to be R2. The CSL corrections are evaluated over two cosmological epochs. The first
one is the phase of cosmological inflation described in Sec. and the second one is that of the
radiation dominated era described in Sec. These two are separated at # = 7. by a phase
of reheating, with 7, denoting the end of inflation. For a simplified treatment, as in Ref. [87], it
will be assumed that the collapse dynamics does not introduce any substantial corrections during
this phase connecting the two epochs of interest. In the first epoch, 779 would correspond to the
beginning of inflation and the correction to R? due to collapse models is computed at the end of
inflation. During the radiation dominated epoch, the initial time is taken to be the end of inflation

and the correction to R2 is computed at the end of radiation dominated era 7;.

6.4 CSL corrections to the power spectrum

6.4.1 Inflation
Having taken the collapse operator to be Lo, = Hey = Ho, from Egs. and we get

AL, (p) = g [ ey AL 1., (6.16)

where H., = Ua 90(5,x) Uy represents the Hamiltonian density of the scalar perturbations in
the interaction picture. This coincides with the Hamiltonian density of the scalar perturbations
in the Heisenberg picture in standard cosmology, where one does not have additional contribu-

tions coming from collapse dynamics. During inflation, H/, = ﬁglf. The latter is the standard

inflationary Hamiltonian corresponding to the action in Eq. given by
. 1 . o . 2
Hi};lf = E/dx {uz(iy, x) + élfaiu(iy,x)aju(iy,x) — 772u2(17,x)} . (6.17)
The field operator #1(77,x) in the Fourier space reads (as described before in chapter [4)
fi = dk ik fi 6.18
(1, x) = WeXp(l X) (1), (6.18)

where the Fourier components #y (1) are specified in terms of the modes v (1) and the creation
and annilation operators as

A

iy (17) = o ()ax + o ()t (6.19)
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Using Egs. (6.19) and (6.18), the normal ordered Hamiltonian in terms of the creation and annihi-
lation operators is obtained to be

N el(p+a)x Pyt ot coat
Tl (1,%) = //dq LT (b,7 dpig +diyat gap + by P’ jat  +d;PYat a q) . (6.20)

Here, the following notations are introduced

», ] ; 2
bﬁ’q=15q—(p q-+ >f’”’, d$q=lv’7’q—<P A+ )877 , (621)

with

i =op(mog(n), gy =op(mog(n), 5T =0p(n)oa(n), 1T =0p(n)0;(n).  (6.22)

We remember further from chapter[dthat in the perfect de Sitter limit, during inflation, the solution
for vy (1) reads

ek (1 — L
vWﬁz(éwﬂa- (6.23)

The comoving curvature perturbation R is also related to 7 (and therefore to the modes vy) as

2 -2
R x) = TN 0 (6.24)
1 z? 2¢ineMBa?(17)

where ¢;,¢ is the slow-roll parameter during inflation (c.f. Eq. (4.11) in which it was denoted by ¢)
and z := aMp+/2¢eiy¢ (c.f. Eq (4.21)). From Eq. (6.15), we see that the correction induced by the CSL
model is encoded in the term

o " a2(y) (<" —x)? . . .
OR2(1) o, = —%/ i /dx /dX”e 4 (0| [Héﬂ(iy’,x”), [%ICSL(W’,x’),RZ(U,x)H 0).
2mg Jyy @ (6.25)

By expressing the Hamiltonian density L, (17, x) and the comoving curvature perturbation R (7, x)
in terms of the creation and annihilation operators, the correction term becomes

— Ar3 T dy (CH‘P) , -q,— =\ *
SR (M)es, = = : / ! / / dqdpe o e [by? {4, P

8einsMam3a? () %2 Jy, at(n
—q4,—P\*x 91
—(By )y H

(6.26)

Noticing that the exponential is invariant under the interchange of the integration variables p and
q, the properties of the functions b,‘}’p, dg’P, fi'¥, and gz’p can be used to write the above result as

_ Ar3 o dy j(atp)?
SR2(1)es = — < / //d d ~Eh fR‘*, 6.27
e = e e (1) 72 e o2

o
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where
7:P/‘l _ P9 9P ( 99\ * P9/3,9P\*x PP

The goal is to calculate the correction 6Pg at the end of inflation when = 7,. By substituting
vx(17) with its solution in Eq. (6.23), the expression for F: };’,’q is obtained to be

Fh =

(= +in'p+1) (0 —in'g=1) = (' = )(n'g = i) (n*(p- @) +2) ) x
< ((n*p2+in'p=1) (0 —in'a—=1) = (r'p+i)or'a—i) (n*(p- @) +2) )] -

1 i i
sty () (1)
(= +in'p+1) (0 —in'q=1) = ('p = )(n'g =) (n*(p- @) +2) ) x
< (= (P +in'p=1) (0P +in'g=1) = (rp+ g +i) (n*(p- 0 +2))]]. 629

For times close to the end of inflation, the condition gy’ < 1 is satisfied by all the modes of
cosmological interest since their physical wavelengths a(17)A; become larger than the length scale
1/Hing (cf. discussion below Eq. (#48)). At earlier times, if this condition is not satisfied, then
the exponential appearing in Eq. suppresses their contributions. Indeed, during inflation,

using the time evolution of the scale factor given by a(y7) ~ —1/(yHpy) (c.f. Eq. (45)), the

exponential function in Eq. becomes exp{—r2Hine2n'* (p + q)2} where Hiy is the value of

the Hubble parameter during inflation. To have an estimate of the orders of magnitudes involved,
we notice that the value of r., which, for the Ghirardi-Rimini-Weber (GRW) model [56], is equal to
Te & 1027MI§ 1 (~ 107 meters), is much bigger than 1/ Hjy¢ = 105MIT ! such that reHyps > 1 during
inflation. Therefore, we can safely expand Eq. in powers of g1’ (or pn’), which to leading
order gives

gpa_ L (_ 20t letner® 4pdqn” 32\ (6.30)
U 8p3q417/8 9 9 7]62 97762

Here, the leading order expression presented above contains only the terms that would survive

after computing the integral in Eq. (6.27). That is, terms which are symmetrical in p and q but

appear with opposite signs would not contribute to the integral and therefore do not appear in

the effectively leading order expression in Eq. (6.30). Since |17.| < |1f’|, the last two terms on the

RHS in Eq. give the dominant contribution to the corrections with F ;,’q ~ —1/02¢%1%n"?) —

4/(99%4"*p?). Since p and q are dummy integration variables, to leading order F. ;,’q effectively

depends only on g (or p). After completing the p integral in Eq. (6.27), which now becomes a
standard three dimensional Gaussian integral, we get

— 17 AHp /’7@

2 ~ — — . .
OR?(e)csr 36 e Man2 dlny /dlnq (6.31)

o
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Following the definition of the power spectrum Py, the correction 6P to the power spectrum P
is identified with 6R?(#7,)cs. = [ dInq6Pp leading to the final expression

17 AHinf® <n>
Pr~———"—+—In|—|. 6.32
R 36 mlei M2 m2 "o (6.32)

To obtain the numerical value of 6Pg, 7o is taken to be 779 ~ —k;1 ~ —10°M, !, where
ke = 5 x 10’60MP is the pivot scale which first crosses the horizon at the efolding number N,
satisfying a(N.) = k«/H(Ny). The e-folding number N, satisfies 50 < N, < 60 [3]. The value
N, = 60 is taken for the numerical estimate. The scale factor at the end of inflation a(7,) can then
be determined from the relation a(7,) = a(N,) exp(Ny). By setting €;,¢ = 0.005 [87], we find

SPR(K, 1e) ~ A/ Ay x 10774, (6.33)

where Agy = 10710571 [9]. By comparing 6P (k, 17.) with the observational error of Pg, which
is of order ~ 10~ [3], one obtains an upper bound A < 107 s~!, which is 17 orders of magnitude
weaker than the latest bound A < 1071051 [128].

6.4.2 Radiation dominated era

At the perturbative level, the action for u during the radiation dominated era reads [87]
65 = X [ay [ ax|u? - Govouam + 2o 6.34
=5 [ dn | dxjit = lu]u—s—gu , (6.34)

where ¢ is the speed of sound with ¢; = 1 during inflation and ¢s = 1/+/3 during the radiation
dominated era. The general definition of z also depends on the speed of sound with

z:= aMpv/2e/cs. (6.35)

The parameter ¢ is still the same as ¢, in Eq. , the difference being that the time evolution
of the Hubble parameter is different after the end of inflation. Note that during inflation when
¢s = 1, the factor z reduces to its definition during inflation given in Eq. #21). As stated before,
we neglect in our analysis the reheating stage [87]. By matching the boundary conditions, the scale
factor during the radiation dominated era can then be approximated as

1
a(n) = Hog? (n—21e) . (6.36)

By using this expression of a(1) in the definition of ¢, one can show that ¢ = 2 during the radiation
dominated era. From this result, as well as the linear dependence of the scale factor on 7, the
definition of z in Eq. leads to Z = 0. The equation of motion during the radiation dominated
thus becomes

1
fip + §kzuk =0. (6.37)
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In contrast to the dynamics during inflation (4.22), the term proportional to Z does not appear. We
can decompose u in terms of the modes vy (#) as in Eq. (6.19), where now the modes satisfy

(1) + 5F0x(7) = 0. (6.39)

As in Ref. [87], the initial conditions required to specify the solution for the modes during the
radiation dominated era are determined by matching the curvature perturbation and its derivative
at the end of inflation. The full solution of v (#) then becomes

n—1"e

oul) = W\/ifkm@ik”" { (14 V3) (ke)? = VB —i(1+ V3)kp | e

+[(1 = VB) (k) + V3 = i(1 = V3)kne | e""”ﬁf} . (6.39)

Now, one obtains the Hamiltonian density during the radiation dominated era from Eq. (6.34). It
reads

. N 1/, 1 .
AL (1,3 = A, = 3 (01,50 + 30920001, 9,01,%) ). (6.40)

From the expression of the operator #(1, x) in Eq. (6.18), and its decomposition in terms of the
modes vy (77) of Eq. (6.19), straightforward calculations lead to an expression for H/, (77, x) that has
the structure of Eq. (6.20), but with the functions b,c;’p and d,‘}’p defined as

a1 o apap 1 ,
by =i" 3@ pfy’, a4t =5" - (- p)sy” (6:41)

Here, the functions appearing on the RHS of the equalities in Eq. are the same as in Eq. (6.22).
During the radiation dominated era, the same operator O'(17) = R?(57,x) defined in Eq.
reads 2(7,%)
R2(n,x) = =510, 6.42
(1,%) 2022 (1) (6.42)
where the time evolution of the scale factor is instead given by Eq. during the radiation dom-
inated era. The fact that e(77, < 17 < 7,) = 2 and ¢? = 1/3 during the radiation dominated era (7,
denotes the conformal time at the end of this stage) have also been used in writing Eq. (6.42). The
contribution to the modification of the comoving curvature power spectrum during the radiation
dominated era is given by Eq. (6.25), where one substitutes 7y with 77, and # with 7,.
Using Egs. (6.40), (6-42) and (6.36), and calculating the double commutator explicitly, we obtain

=7 Ard " dy’ — 2 (grpp
SR2 () s = — 7 / / / dqdpe =0 TP FPa 6.43
(UV)CS 48M12)m%a2(17r)ﬂ9/2 e ﬂ4(77/) q Pe 7 ( )
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where the function F ’f,’q is given by (c.f. Egs. (6:22), (6-28) and (6.41))

1 _ 2i(p(y —ne) +q (1" 411 —21)) 2i(p+9) (4 ~1e)
Pq _ _ /3 V3 . _ 3.3 S\ 5
Ty 8p5q583172196 3 ( e ¥ (p-q) ( 2q1e (q e —2q1e + \@l) 3) p
2i(p(y’ ~1e)+4(y" +2yr ~31e))
+e V3 (p-a) (2. (—°n +2qmc +3i) =3) p°

2i(p+2q) (7' =11e) 2i(pn’ +2q4r—(p+29)1¢)
V3

+20° (PP = (p-@)?) (4p"n —2p%2 +3) {e AT te

2i(p(n’ —1e)+q(n’ +1r=211¢))
V3

e g (47* 4 (g + - 0% —2p°4% (2(p - Q)p* + °p* +a(p- @) 12

4i(py +qyr —(p+q)1je) ‘
+3(2(p- QP+ P+ (p-a)) ) +e 5 P(=pa+p-a)? (2o (P12 —2pne— Vi) +3)
4i(p+q) (7' ~1e) .
+e 5 Plpa+p-a)? (2pne (P02 —2pme — V3i) +3)
2i(2py’ +9y" +qyr =2(p+)1je) .
+2e v 7 (P72 = (p-2)?) (2pm. (P02 —2pme - V3i) +3)
4ig(' —1je) 4ig(r—1je)

+° (2pne (P02 —2pne + V3i) +3) {(—pﬁp-q)ze Bote V3 q3(pq+p-q)2}

2iq (" +1r—21¢)

+2e 5 g (P = (p-@)?) (2pme (P20 — 2pme + V3i) +3)) : (644)

We now consider, as in the inflationary era, the expansion of ]-';’,’q in powers of q1’, q17. and g1y
The leading order term reads

54
Pendlé’
where the terms that are symmetric in p and q but appear with opposite signs have been discarded

in the effectively leading order expression of Eq. (6.45) as they would yield a zero contribution to

the integral in Eq. (6.43). Using the leading order expansion of Eq. (6.45) in Eq. (6.43), as was
the case for the inflationary era, the p integral becomes a standard three dimensional Gaussian

integral. After completing the p integral first we get

f,f/‘l ~— (6.45)

=5 9AHinn? r
OR? LR mnt Je / din(n' =2 /dln . (6.46)
(171 )cs 2M2E (1 — 21027222 ), ( 7e) q

The correction 6P to the power spectrum Py, is given by

9AH3 .12 _
PR~ gl <2’7€ ’7r>. (6.47)
2Mgey ;(1r — 21e)? T2m e

Borrowing the values of the constants from the inflationary dynamics and setting 77, = 3 x 109°M, !
(which is estimated by using the fact that a(1,)/a(.) ~ 3 x 10%° [135]) the correction turns out to
be almost zero with

PRk, 1y) ~ A/ Agrw x 10781, (6.48)
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We must note that strictly speaking, due to the coupling between the modes in Eq. (6.43), the
cosmological modes which might be outside the horizon in the outer p integral can also receive
contributions from the subhorizon modes which satisfy py’ > 1, for which the approximation
scheme breaks down. This was not a problem during inflation because in that era the scale

factor is given by a = _ﬁ' Consequently the exponential function in Eq. (6.27) becomes

exp{ (—rgHinfzn’ 2(p + q)z) }, and as explained before, since typically . > 1/Hjys, it becomes

necessary to have p?’ 2« 1(and q217’2 < 1) for the integrand to be non-zero. Due to the modified
functional dependence of the scale factor during the radiation dominated era given in Eq. (6.36),

the exponential function becomes exp{ ((p + q)2 12 Hing*r? ﬁ) } Clearly, it is no longer nec-

essary to have py’ < 1 in order for the exponent to be non-zero. While the condition p7, < 1 still
remains valid, as all the modes of interest are outside the horizon at the end of inflation, the ex-
pansion in py’ and py, needs further justification. In order to see this we notice that the exact
expression in Eq. depends on 7’ and #, only via the terms py’ and p1, appearing in the oscil-
lating phases. Thus, when a mode enters the horizon during the radiation dominated era (i.e. the
mode p now satisfies py’ > 1 compared to py. < 1 at the end of inflation), this phase is expected
to oscillate strongly and would not yield any significant contribution to the integrand. Moreover,
the a* factor in the denominator would also suppress the contribution for a given mode p at a
later time, when p enters the horizon and py’ > 1. Therefore, the assumption that py’ < 1 and
pnr < 1 for all modes p and at all times 7’ is expected to provide an upper bound on the integral.

6.5 Discussion

The results presented here differ from the conclusion reached in [87]. Taking Jp to be the collapse
operator, for the same values of A and 7, in [87], the CSL corrections were found to be too large
to be compatible with the CMB constraints. Strictly speaking, the results obtained in [87] were
found to depend upon which gauge-invariant construction one uses for the choice of the collapse
operator. It was argued that even though there are various possible ways of constructing a guage-
invariant version of the energy density contrast § := Jp/p, only if one uses the construction J;,
[87]

O ::5+(U+B)§, (6.49)

does one end up with a collapse operator that is consistent with the CMB constraints. Here, B
is the metric perturbation as in Eq. and v the peculiar velocity. On the grounds of this fine
tuning that is required for the consistency of the collapse operator, it was argued in [87] that CMB
rules out the mass proportional CSL model.

We see that even with the existing difficulties in making a relativistic generalization of the col-
lapse models [[14}[123][13}12,[95][124], one can come up with a reasonable ansatz that can be applied
to a cosmological setting and obtain precise estimates for the observables of interest. However, the
work presented here stresses the fact that an eventual validation or discard of the CSL model from
cosmological observations depends strongly upon the choice of the collapse operator and cannot
be made without addressing the issue of its generalization to the relativistic regime.
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Chapter 7

The electromagnetic vacuum as the
environment of an electron

Numerous physical phenomena such as the Casimir effect [31} (19, [99]], the Unruh effect [125, 53]
122]] and the Lamb shift [[15} 183} 130} 40] are attributed to the presence of vacuum fluctuations. The
possibility of decoherence due to vacuum fluctuations, as being fundamental and unavoidable,
has also been discussed in various works [81}[79] 51} 11}, 110} 147} |6, 21] without arriving at a general
consensus.

The interaction of an electron with the vacuum fluctuations can be studied within the frame-
work of open quantum systems. In this final part of the thesis, this formalism is applied to study
two specific phenomena. The first is the motion of an electron under the influence of an exter-
nal potential and radiation reaction. The second is decoherence due to interactions with vacuum
fluctuations.

The quantum mechanical version of the classical Abraham-Lorentz (AL) equation, which de-
scribes the recoil force experienced by an accelerated electron due to the emission of radiation
[39, [100, |64} 36], has been previously derived, for example, in [40]. Instead of the electron’s posi-
tion, the equation was obtained for the position operator and it was then argued why this operator
equation is fundamentally different from the classical one. The implications of the operator equa-
tion for the classical AL equation were not understood clearly and the difficulties in making this
connection were attributed to the presence of the additional transverse electric field operator of
the electromagnetic vacuum, which is zero classically. Similar problem persists concerning the
interpretation of the quantum Langevin equation obtained in [6] for an electron interacting with
vacuum fluctuations. It is important to mention that even after a quantum mechanical treatment,
neither [40] nor [6] found where the solutions to the problems associated with the AL formula
could lie.

In this work, the path-integral formalism is used to obtain the explicit expression of the reduced
density matrix in the position basis. The main difference between the approach followed in this
work compared to the ones followed before, is that instead of the Langevin equation, the master
equation is derived which yields the EOM for the expectation value of the position operator which
provides a direct correspondence with the classical dynamics. In the presence of an arbitrary
potential, it will be shown that the classical EOM is the same as the one obtained from the reduced
quantum dynamics. Moreover, the equation that emerges after a quantum mechanical treatment
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appears to be free of the problems associated with the AL equation: the existence of the runaway
solution which leads to an exponential increase of the electron’s acceleration, even in the absence
of an external potential [39] 100 [64].

Concerning decoherence, it will be shown that the loss of coherence due to vacuum fluctuations
at the level of the reduced density matrix is only apparent and reversible. To this end, by switching
off the interactions with the EM field, the original coherence is shown to be restored at the level
of the electron. Moreover, the expression for the decoherence factor that is obtained differs from
the ones obtained in [6} 21] where the authors argue for a finite loss of coherence for momentum
superpositions, due to vacuum fluctuations, but with different estimates for the magnitude of
decoherence.

The discussion presented in this chapter is based on the preprint [[66].

7.1 The Lagrangian and the Hamiltonian formalism

We begin by formulating the Lagrangian and the Hamiltonian relevant for the dynamics of a non-
relativistic electron in the presence of an external potential and an external radiation field.

7.1.1 The Lagrangian

In the Coulomb gauge, the standard Lagrangian for the dynamics of a non-relativistic electron in
the presence of an external potential and an external radiation field is given by [37]

2
L= i vy(r)+ 2 / r (B2 (r) ~ B(r)) + / Bri(r) - A (r) — / LI

2 2 1/2 €0k2
Here, r, denotes the position of the electron, m the bare mass, e the electric charge, Vj(r.) an arbi-
trary bare external potential acting only on the electron, E | the transverse electric field (obtained
by taking the negative partial time derivative of the vector potential A | (r, t)), B the magnetic field
(obtained by taking the curl of A | (r,t)), €y the permittivity of free space, ¢ the speed of light, p(r)

the charge density and j(r) the corresponding current density.

The last term in Eq. describes the Coulomb potential between different particles which is
written in Fourier space where the symbol [} ,, means that the integral is taken over half the vol-
ume in the reciprocal space. For a single particle, it reduces to the particle’s Coulomb self energy
Ecoul- After the introduction of a suitable cut-off, which is also necessary for the calculations that
are to follow, it takes a finite value given by Ecoy = afiw,.../ 7T [36]]. Since this term is a constant, it
does not affect the motion of the electron.

Further, within a point particle treatment of the electron, p(r) = —ed(r — r.) and the current
density is given by j(r) = —eid(r — r.). The interaction term thus becomes —ef.A | (r,,t). For the
electron traveling at non-relativistic speeds, the time derivative can be shifted from its position
onto the transverse vector potential. This is because in addition to a total derivative term, a term
of the form er,v'0;A 1 (r,t) appears (where vl = ). After the wave expansion of A |, this term
is seen to be negligible with respect to ereAL(re, t) = —er.E, (r,,t) as long as wy > vkorv < c.
Therefore, for the non-relativistic electron, the Lagrangian relevant for the dynamics reduces to

L(t) ~ %mi'g ~ Vore) + 2 / r (B2 (r) ~ B2(r)) — encE, (x.). 72)
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InEq. the total derivative d/dt(r,A | (r.)) and the constant self energy term have been omitted
as these do not affect the electron’s dynamics.

7.1.2 The Hamiltonian

In terms of the canonical variables r., p, A and IT, with p and II being the conjugate momentums
for the variables r, and A respectively, the Hamiltonian corresponding to the Lagrangian (7.2)
can be written in the form

H = H; + Hpy + Hint - (7.3)

To write its explicit expression, first the quantity IT, = —II/¢p is defined since it appears repeat-
edly in the calculations. The different components of the full Hamiltonian can then be written
as Huy = 9 [d®r(I12(x) 4+ ¢*B?(x)), which is the free field Hamiltonian of the radiation field,
Hint = er.Il:(r.), which is the term that encodes the interaction between the electron and the
radiation field and

2

2
P € i /
Hs = S + Vo(re) + E da”rléijr_n (r— rE)énJ;j(r —re)rl, (74)

which is the system Hamiltonian. The transverse Dirac delta 51# (r —r.) that appears in the expres-
sion for Hs is defined to be [36]

Si(r—r, / 4’k ( i — k2 >e"k'<”e). (7.5)

It appears instead of the Dirac delta due to the coupling of the position of the electron with the
transverse electric field in Eq. . The form of Hg calls for an identification of the full effective
potential V(r,) governing the dynamics of the electron such that

&
2¢g
It should be emphasized that the extra term V(r,) is not added to the bare potential by hand, but
arises due to the r.E | coupling in the Lagrangian (72). Although it gives a divergent contribution

V(re) := Vo(re) + Viu(re), Vam(te) = /d3rri(5$1(r — r3)5j1‘]~(r — rg)rj. (7.6)

2
26—5%( )r rl, after regularizing the transverse delta function on a minimum length scale ryin =

1/kmax, the contribution coming from this term becomes finite and scales as O (25 zk?nax) To

be more precise, this convergence is restored by imposing the cut-off consistently throughout the
calculations, by introducing the convergence factor e =¥/ na for the integrals in the Fourier space
(c.f. Sec. . Using this procedure, the expression for (Sil, (0) is obtained to be

(SL /dkkz —k/kmax/d0< ij — k2 ) . (77)

First evaluating the angular integral, which gives a factor T”(Sij, and then the radial integral, we
get

2, .3
e~w
Viu(re) = 37‘[2631;3 I'% . (7.8)
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The contribution of Viy(r.) to the electron dynamics is cancelled exactly by another term that ap-
pears later in the calculations (upto second order in the interactions), as shown in Sec. There-
fore, for all practical purposes, Viy(r,) turns out to have no consequences on the dynamics of the
electron.

7.2 The master equation

Having obtained the Hamiltonian, we can now study the quantum dynamics. The probability
amplitude for a particle to be at the position x, at some final time t, starting from the position x; at
some initial time ¢;, is given by [5]

N — it 4 (Hylx,p]—px i
(el Q6 ) ) = [, Dl ple HEAERT0 [ plgetsid, - 79)
x(t)=x; x(t)=x;
where H; is the full Hamiltonian and S; is the corresponding action describing some general dy-
namics. From Eq. the expression for the density matrix at time f can be written as [25]

(xi] p(t) |x:) = %cm:xf, D[x, ]eh S I=S g, x, ), (7.10)

x'(t)=x}

where the integrals over x; and x/ are included within the path integral. The expression analogous
to Eq. also exists for (p;| U(t;t;) |p;) in which the boundary conditions are fixed on p(t) and
the phase-space weighing function is instead given by exp{ 7' f; dt’ (Hy[x, p] + xp)} such that

(U (8) |ps) = A 1y, Dl pleHI A Ohp ) 711)
p(ti)=pi
The case that is of interest here, also involves integrating over the degrees of freedom of the ra-
diation field. For that, with a slight abuse of notation, exp{%SEM} is understood to be simply
the appropriate phase-space weighing function appearing inside the path integral with Sy, :=
— fti d3rdt' (Hey — TTA ) or Spy = — fti dBrdt' (Hey + A L TT) depending upon the basis states be-
tween which the transition amplitudes are calculated.

We are interested in the dynamics of the electron, having taken into account its interaction with
the radiation field environment. With this distinction, the total phase-space function can be written
as Sy = Ss[x] + Seu[p] + Sint[x, IT:], where Ss denotes the system action, Sey (] := Spu[A L, I1;] the
phase-space function governing the time evolution of the free radiation field in which y denotes
its phase-space degrees of freedom and S, [x, 1] := —e |, ; dt'xIT, encodes the interaction between
the two. The expression for the system-environment denslity matrix can then be written as

<xf;Hé[/ p(t) xdn{> - ﬂm:xf, DI, x'Jef S-S pg (], x;, 1)
X! (t)=x}
. /He(t):ng, D[, 1/ Sl +Sim & XIS 1 ~Sim e Te]) (7T (1), TT, (1), 1),
g (1) =11/

(7.12)
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where ’H,{ > denotes the basis state of the environment In writing Eq. (7.12) we have also as-
sumed the full density matrix p(t;) to be in the product state p(t;) = ps(t;) ® Peu(t;) at the ini-
tial time f;. We notice that Sp,[y] is quadratic in the environmental degrees of freedom while

Sint[%, IL;] is linear in both x and I1,. After tracing over the environment, that is integrating over
IT;(t) = II;(t), the term in the second line of Eq. (7.12) yields a Gaussian in x such that [25]

/ dHE(t)D[‘u, y/]e%(SEM[V,]+Sint[x,,Hé]*SEM[H}*Sint[X,HE])prM — e# ff dtldtzMab(tl;tz)xa(tl)xh(tz) ,
g (t) ©)
(7.13)

where pi, := ppu(TT.(t;), T1(t;), ;). The vector notation with the convention x* = x fora = 1,
x" =x'fora=2and x, = nubxb with 77,, = diag(—1, 1), has also been introduced. It is the matrix
elements M, which determine the effective action of the system and contain the information about
its interaction with the environment. They can be obtained by acting with L xb | ja—yb—q (Where

x" and x? are set to zero after taking the derivatives) on Eq. (7.13) such that

162

dTT, (#)D[p, /]I (#) TIL (£2) er (Selp]=Seli) pi, (7.14)
B S =my)

M®(ty;t) =
Here, in the light of the standard non-relativistic dipole approximation, the spatial dependence of
the canonical fields has been neglected (c.f. Sec.[7.3). Depending upon the value of the indices
a and b, the matrix elements correspond to the expectation values of the time-ordered, anti-time
ordered, path-ordered or anti-path ordered correlations in the Heisenberg picture [25]. For the
dynamics of the non-relativistic electron that is being considered here, the expression for M,
reads

1= 2 [FOGD, @)
Ma) = G [ i), (T, 719

The zero in the subscript denotes that the expectation values are calculated by disregarding the
interaction with the system, while 7 and 7 denote the time-ordered and the anti-time ordered
products respectively. It is also understood that since the electron’s motion is considered to be
along the x-axis, only the x-component of the canonical field operator enters the expression for
M_p. In terms of the creation and annihilation operators, and the x-component of the unit polar-
ization vector &, it is given by [38]

A iy hic 3 i(k'r—wt)
IT(r,t) =i (260(27[)3) /d k\/%Zas el +c.c. (7.16)

Since the initial state of the environment is taken to be the vacuum state |0) of the radiation field,

(-)o = (0] - |0). After tracing over the environment, the reduced density matrix of the electron is
obtained from Eq. (7.12) to be

D[xl X ]eh (SS[ i SS[X]+SIF[X,X,])pr (x;’ X, tl) , (717)

INote that the precise choice of the basis states is unimportant since the reduced density matrix is obtained after tracing
over the environment
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where the so-called influence functional Sy [50] is given by

‘52 t
Sulx, x'] = %/t dtrdty [(T{IL(t)1T(f2) }) o x(t1)x(t2) — (TLe(t1)1Te(t2) )y x(t1) X' (2)

— (T (t2)TTe (1) ) ' (1) x(2) + (T{IL (1)1 (f2) }) o X' (t1) X' (£2)] -
(7.18)

The integral [, ; stands for both the ¢; and the #; integrals which run from ¢; to t. Alternatively, the
influence functional S;; can be written in the matrix notation as

n_1 [ / My M| [x(t2)
SIF[xrx ] - E " dtldtz [x(tl) X (tl)] ’ M>; Moy ’ xl(tz) . (719)
As it is more convenient, we make a change of basis to (X, u) defined by

X(t) :=(x'(t) + x(t)) /2, u(t) =x'(t) —x(t), (7.20)

in which the influence functional transforms as

M M X(tz)
S [X, u] /dtldt2 (t1) u(tr)]- {1\712 M;ﬂ : [u(tz)} , (7.21)
where
{Mll ?\:412] _ [ Mi1 + M + Mo + M % (M12 — Ma1) + (Ma2 — Mu))] (7.22)
My M (=(M12 = M21) + (M — M11)) (M1 +Ma) — (Mia +Mn))|

Further, from Eq. (7.15), we have the following relations

P52
Myt + My = —(Miz + Mar) = = ({(L(1), T (12)}), (723)
2
Mz — Moy = " ([T1(62), (1)), (7:24)
152
Mp — My = % ([Me(t1), Te(2)] ) sgn(t1 — £2) - (7.25)

Using these relations, M takes the simplified form

[Affn 1\2112} _ ie* [ X 0 <[fI( 2), ﬂE(tl)D 0(tr —t1)
My Mp ho[([Ts(t), Tg(t2)] ), 0(t1 — £2) 3 ({TT(t1), T(t) }),

where 6(t) is the Heaviside step function. Thus, in the (X, u) basis, the influence functional in
Eq. (7.18) takes the compact form

} . (7.26)

Sl X, ) ( / dtidt, { N(tl’tZ) (f2) +u(t1)D(t1;t2)X(t2)} , (7.27)
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where the noise kernel N and the dissipation kernel D are defined as
2
e . .
N(t1,‘ ty) ::E <{HE(t1)/ HE(tZ)}>O ,

% <[ﬁE(f1),fIE(f2)] >0 9(f1 — tz) . (7.28)

Having determined the full effective action for the electron in terms of the influence functional,
the master equation can now be derived. From Eq. (7.17), it can be seen that the time derivative of
the reduced density matrix will have, in addition to the standard Liouville-von Neuman term, the
contribution coming from the influence functional. In order to compute that, the rate of change of
S; needs to be evaluated. It is given by

D(tl; tz) =

t
aiSa[X,u) = u(t) [ dtr N (5 t)u(t) + D(t)X(R)) (7.29)

t

In terms of the original (x, x’) basis, the master equation can now be written as

atpr(xf/,xf, t) = —;l< ’ [Hs/Pr] |xf> ) [x x ]étsm[x x]eh(ss[ - Ss[x}-‘rSlE[X,x/])pr(x;,xi, ti)

i A
~ — 2 (] [Hopr] ) + ()= Dlx, x)5:Sy [, x]en S 1=550D o (2! x,. )

] (1] 1)

n
1 i /
— - /dth (5 tl)/() fD[x,x’}(x’(tl)fx(h))eﬁ“ﬁ“‘]‘SS[X})pr(x{-,xi,ti)
¥ (b)=x
+ (=) ' D(t; 1) D[x, ¥'|(x'(t1) + x(t1))er SET=Ssb o (& x; ;)
7 £ £ . 1 st x(t):Xf, ’ 1 1 Or irrirti) .
f ¥ (b)=x{

(7.30)

For the second term on the right hand side in the second line of Eq. (7.30), S; has been omitted in
the exponential. This is because Sy is second order in the coupling constant and is already present
adjacent to the exponential. Since the calculations are limited to second order in the interactions,
Si can be neglected inside the exponential.

To simplify the master equation further, we note that the last two lines of Eq. can be
written much more compactly. This is due to the following identity [25]

%‘(t) Xf D[x xl] /(tl)e%(ss[xqiss[x})Pr(xgzXi, ti) =

S
R
H-
=
(:>
/\
o
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o
/'\
~
o
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A A~

(
= <xf U, (£ 1) 2Us (41 £) U5 (85 4) Us (85 4)pr (1) U5 (15 5) |x)

= (x| Us (1) 20 (5 41)pr (1) [x0) = (x{] 2, (= T)pr (1) [) , (7.31)
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where
R (—7) = Ut — T )2Us(E—T5t), Ti=t—t. (7.32)

Here, the operator Us(t — 7;t) is the unitary operator that evolves the statevector of the system
from time t to t — T via the system Hamiltonian H; only and the operator £ without the subscript
is the usual Schrodinger operator such that

£.,(0) =%, (7.33)

Similarly, we also have the analogous relation

Dlx, x’]x(tl)e%(SS["I]*SS[XDp,(xf, xi ti) = (xf| pr(t)Ru (—T) |x0) (7.34)

x(t)=xy,
X' (t)=x}

Using these relations, and replacing the t; integral with the T integral (f; = f — 7), the master
equation takes the compact form

atpr(xf// Xi, t) = % <xf/’ [Hs,ﬁr(f)} ’xf>

1 t—t;
- gl =x) [ a0 (1
n 0

[£u, (=7), 0r ()] [ x:)

t—t;
+ﬁ<x;—xf>/0 D5t — ) () B (~) 6 (D} |x) . (7.35)

The eigenvalues outside of the integrals in Eq. (7.35) can be obtained by acting with the position
operator £ such that

<xf’ otfr |x) = — *< /’ [HSfPr B)] [xe)
t—t;
5 AN =) (3] (2 (=) (0]) )
i t—t;
+ ﬁ dtD(t;t — ) (x{| [£, { &0, (—7), pr (1) }] |x0) - (7.36)

The master equation in the operator form can therefore be written as

atpr = - % [I:Is/pr}
1 t—t;
3 [ AN =D [ (<))
C et
+ ﬁ dTD(tt — 1) [, {2 (= 1), pr(D)}] - (7.37)

The first line of the master equation is the usual Liouville-von Neuman evolution and involves
only the system Hamiltonian Hs, while the second and the third lines encode the system’s interac-
tion with the environment.
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We remember that due to the coupling between the position of the electron and the transverse
electric field in Eq. (7.2), the system Hamiltonian receives an additional contribution such that
Hs = p?/(2m) + Vo(x) + Viu(x), where, having introduced a cut-off scale in the calculations and

considering the motion of the electron along the x-axis only, Vi (x) = 3672:2"5‘(‘;’;3 #2 (c.f. Sec.[7.1.2).
Moreover, since the master equation is valid upto second order in the interactions and since the
operator £, (—T) appears alongside the dissipation and the noise kernels (which are already sec-
ond order in ¢), the time evolution governed by Us(t — 7;t) in Eq. is understood to involve
only Vj and not V4. Therefore, upto second order in the interactions, V;, only contributes via the

Liouville-von Neuman term.

7.3 The dissipation and the noise kernels

In order to solve the master equation (7.37), the kernels need to be evaluated explicitly. To achieve
that, we begin with the expression for the vacuum expectation value of the correlator

<0|m<x<t1>,t1>m<x<tz>,tz>|o>—‘”“ﬁ{i /O dke”‘”(el‘”—el’”)}, (7.38)

26047'[2

where
. 1
ri=|x(t) —x(k)|, T:=t—t, D::—C—za%+a$. (7.39)

Here, the right hand side of Eq. is obtained with the help of the expression of the quantized
canonical transverse electric field operator in Eq. (7.16). The expression in Eq. becomes
convergent after resorting to the standard Hadamard finite part prescription [25], in which the
convergence factor e~“k/@max is introduced inside the integral (with wy = kc). Physically, this
prescription cuts off the contribution coming from the modes wy > w,,, and mathematically it
is the same as using the ie prescription where one sends T — 7 — i€, with € = 1/w,,,. After
completing the integral by using this prescription, we get

. N he = 1 hic 1
(O (DI:(2) [0) = 50 {rz T i€)2} pEr Y Te—rl (7.40)

For the correlator in Eq. (7.40), we ignore the spatial dependence of the fields in the spirit of the
non-relativistic approximation r < c7. In this limit, the correlator becomes
h

I

(O TL(1)IT(2) |0) ~ m

(7.41)

Using Eq. (7.41), the expressions for the noise and the dissipation kernels are obtained to be

2 (e*—6e?1? + %)
n2egcd (€2 4 12)*

8¢’ et(e* —12)
m2epc (€2 + 72)*

N(1) = (7.42)

D(t) = o(t). (7.43)
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Further, with some algebraic manipulation, the dissipation kernel can be expressed more com-
pactly as

P = —5 o)L (. (7.44)
- 3m2epcd dr3 \ 2 +¢€2 )" '
Noticing that

d _
m - E tan 1(T/€) - 7-[55('1-) ’ (745)

we arrive at the expression

2 d3

¢ (1) =50 (7). (7.46)

D(t) = ——=

(7) 3megc’
The last equality in Eq. (7.45) can be understood in the limit € — 0 when the function tan~!(7/€)
takes the shape of a step function. Such an expression for D would yield infinite results. For
that, we keep in mind that these functions are always well behaved for a finite € and that J. only
behaves like a Dirac delta for 7 >> €.

7.4 Integrals involving the dissipation kernel

In this section we derive an identity involving the integrals of the form [ dtD(7)f (7). To proceed,
we keep in mind the situation where € is small but finite so that all the derivatives of the smoothed
Dirac delta are large but finite. However, for times T >> €, we have é.(7) = /(1) = §/(t) = 0.
In addition, since the derivative of the Dirac delta is an odd function of T, we also have §.(0) = 0.
In computing the integral of D (1) multiplying an arbitrary function f(7), we shift the derivatives
acting on J¢ one by one onto f(7) by integrating by parts. Since the calculations of interest involve
integrating fot dtD(7)f(7), where T takes only non-negative values from 0 to ¢, the step function
() can be omitted inside the integral.

The first integration by parts gives (the constant pre-factors appearing in Eq. will be
plugged in at the end)

t t ;
[ awsr@f = - [l o + @l (7.47)

0 0

Since 6/ (t) = 0, only the boundary term —§//(0) f(0) survives. Further,

- [t = [ s £l (7.48)
0 0

Since 6.(t) = 6L(0) = 0 (6.(t) being an odd function of T), both the boundary terms vanish.
Proceeding further we get

[ @ = - [ s+t 10l (7.49)
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As before, the boundary term at T = t is zero and only the term —4.(0) f”(0) survives. Finally,
since 0 (T) goes to zero much faster than a generic function f(7) for a small €, it can be treated like
a Dirac delta such that

t 1"
- / dro(t)f"(t) = L 2(0). (7.50)
0

The factor of half comes because the integral is performed from 0 to ¢. Collecting the two boundary
terms we get the result

t _ _f/”(O) _ ey s
; 10 (T)f(7) = =75 = 0c(0)f7(0) — ¢¢ (0) £ (0) . (7.51)
From Eq. we have 0.(0) = 1/ (7€) = W/ and 67 (0) = —2w3_ /7 such that
f Zoch ” 4aHW oy 20%w3
| aTP@F) = 35700 = ) + S f(0). 752)

Here, the constant prefactor appearing in Eq. (7.46) has now been plugged back.

7.5 The Abraham-Lorentz equation as a classical limit

The rate of change of the expectation values can be obtained with the help of the master equa-
tion (7.37). For the position operator it is given by

d i it

G =Te@ip) =~ e (2 [Ap)) + 5 [ aeD(sE =0T (2 [2 (5 (-2, 5 (1))
1 t—t;
~% ), dtN (tt—T)Tr (£ [R, [Re, (—7), 0 ()]]) - (7.53)
Due to the identity
Tr(A-[B,C]) =Tr ([4,B]-C), (7.54)
the terms involving the dissipation and the noise kernels vanish and we get
d, i e (p)
$<x> - _ﬁTr (py . [x,HS}) - W . (755)

Here, we remember that the system Hamiltonian H; receives a contrlbution from V,,, in addition
to the bare potential V such that (c.f. the discussion between Egs. (7-4) and (7-8))

52 2. .3

~ ecw?
I (t) = Zim V(e ) + 552 2. (7.56)

Similarly, for the momentum operator the following relation is obtained

i . it
D) =T (ppr) == 3T ([P -5 + 55 [ arD(6E =) Te (5,9 (5,8 ()
_% 0 BN (B —O)Te ([p, 6] - [ (— 1), pr(B)]) - (7.57)
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Since [%, p] = il1, the term involving the noise kernel vanishes and Eq. (7.57) simplifies to

d . 202053 t—t;
G =) = 3o 1 e (p() [ dD@(D) . 05
Evaluating the integral using Eq. (7.52), we see that the last term in the integral gives the contri-
bution ;ié‘e] z‘“gg (%) to £(p) in Eq. and cancels the contribution coming from V.. The EOM
therefore reduces to
0) =~ o)) = 2 (1) (0| ) - 2 (5 ) (-0 )

It is interesting to compare the quantum mechanical EOM with the one derived classically. Within
classical electrodynamics, a charged spherical shell of radius R which is accelerated by an external
force Fext, experiences an extra recoil force (radiation reaction) due to the emission of radiation. By
taking the limit R — 0 in the equation describing its dynamics, one obtains the Abraham-Lorentz
formula

M = Fou + 2% (7.60)

3c

where m;, denotes the observed renormalized mass. See for example [100, [65] and the references
therein for the derivation of the AL formula. The triple derivative term appearing in Eq.
can be interpreted as the friction term that leads to energy loss due to radiation emission. For
instance, when the external potential is taken to be Vy(x) = (1/2)mw3x?, one has ¥ ~ —w3x [36].
However, the issue with Eq. is that the same triple derivative term persists even when the
external potential is switched off, leading to an exponentially increase of the particle’s acceleration.
Defining 1y := 3:31?22’ we get (in the absence of any external force) for the acceleration a(t) of

the charged particle

a(t) = alto) exp{(t — to)/To} - (7.61)

One may try to circumvent the problem by simply assuming a(tp) = 0. This, however, does not
work. To see why, we consider an external force such that

0, fort <0
Fext = f(t) , for0<t<th (7.62)
0 fort > t;.

It can be shown that in the presence of the triple time derivative term ¥ as in Eq. (7.60), the accel-
eration a(t) changes continuously even if Fext does not. If we set the initial conditions such that
a=0fort <0, weget

0, fort <0
a(t) = < alt), for0<t<t (7.63)
ai(ty) exp{(t —t1)/ 10} fort >t.
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We see that the run-away solution for t > t; persists since 4,() is non-zero in the presence of
a generic Feyxt. We may set the initial conditions such that a(t;) = 0 (and therefore a(t) = 0
for t > t;) to avoid the run-away solution. However, since a(t) changes continuously due to
the presence of X in the differential equation, by matching the boundary conditions we see that
if a(t;) = 0, a(0) # 0, implying that the particle started accelerating before the external force
was even switched on. This behaviour is clearly acausal and also unacceptable. Thus, the choice
of the initial value of the acceleration only allows us to trade between acausality and the run-
away solution, both of which are physically unacceptable. A more elaborate discussion of the AL
formula and the problems associated with it can be found in [39} 100} [64, 65] and the references
therein.

To see if these problems persist at a quantum mechanical for Eq. (7.59), first we consider the
situation when the external potential is switched off. To proceed, we note that the time derivatives
of %y, in Eq. can be easily computed, since from Eq. we have the relation (upto leading
order in the interactions)

d i [~ p2
(-0 = 5 [0+ £ g ()] (7,64

Taking another time derivative of £,_, with Vy(x) = 0, we get

N2T 52 [42
! P~ P s
= | = —, == = 7.
o () e [sa]] = s
where, in Eq. (7.65), the relation %,,,(0) = £ has also been used. Similarly, the third derivative term

appearing in Eq. (7.59) also vanishes. Therefore, when Vp(x) = 0, Eq. (7.59) simply reduces to

d 5\ —
(=0 (7.66)

a2
ﬁxns(—ﬂ

Unlike the AL formula (7.60), we see that upto second order in the interactions there are no so-
lutions which allow for an exponential increase of the particle’s acceleration in the absence of an
external potential.

Next we consider the case when the external potential is switched on. When the potential does
not depend explicitly on time, the double and triple derivative terms in Eq. yield double
and triple commutators with respect to the system Hamiltonian respectively (discarding Vi, upto
second order). Eq. can then be written as

d %10 ( 1 N 2uh < i N
Tr —=Pr
h3

P =+ ST (1) [B 1, ) = 51 (5500) 88 [P 61,9 ) - 069

Here, the external force is defined to be Fey := —(Vp(x),» ). Due to the presence of Vo(x), the com-
mutators of Hs with £ no longer vanish. To simplify the equation further, we shift the commutators
onto the density matrix using the cyclic property such that

Tr (o, [Hs, [Hs, £]]) = Tr (2 [Hs, [Hs, 6r]]) - (7.68)

The same relationship is also obtained for the triple commutator term, with an additional minus
sign. Remembering that the master equation is only valid upto second order in the interaction, it is
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sufficient to evaluate the trace in Eq. at 0" order. This implies that within the trace, the time
dependence of the density matrix can be evaluated only by retaining the Liouville-von Neuman
term in Eq. (7.37). The right hand side of Eq. thus becomes proportional to Tr(£0p,). With
these simplifications, Eq. can be written as

a2 . 20t d°
mRﬁ@C) = Fext + @ﬁ<x> . (769)
After identifying the observed electron mass with the re-normalized mass m; := m + %,

Eq. reduces to the Abraham-Lorentz formula (7.60). The same result also holds true for
the case in which the bare potential Vy(x,t) depends explicitly on time (c.f. Appendix E of the
preprint [66]). It must be remarked that the equation of motion derived quantum mechanically
only reduces to Eq. in the presence of an external potential. When the external potential is
switched off, the EOM reduces to Eq. and is therefore free of the runaway solution.

7.6 Decoherence

In this final section, having already obtained the master equation, we are interested in assessing if
the spatial superposition of a charged particle at rest can be suppressed via its interaction with the
vacuum fluctuations alone. We begin by writing the position space representation of the master
equation (7.37) relevant for decoherence

dipr = [(x'—"h)zf\/l(t) o, (7.70)

where N (7) is defined to be

_ dan (% — 37€?)
3rc? (12 +€2)3

T
Ny (1) = / dTN (7)) = 7.71)
0
Here, the initial time has been set to t; = 0 and only the second term involving the noise kernel in
Eq. (7.37) has been retained. This is because the other terms typically give subdominant contribu-
tions when the question of interest is to evaluate the rate of decay of the off-diagonal elements of

the density matrix at late times [114} 25]. We have also used the expression of the noise kernel in
Eq. (7.42) inside the integral to obtain the expression for Nj. Integrating Eq. (7.70) we get

('~ x)

pr(x',x,t) = exp (—hj\/z(t)) pr(x,x,0), (7.72)

where N, (t) := fot dtN7(t). The function NV;(t) is inversely proportional to the coherence length

Iy (t) defined by I, (t) := (h/Na(t)) 3. After performing the integral over \V; the expression for the
coherence length is obtained to be

3tz (24€2)2 1se [3m 1
Le(t) = . = — . 7.7
«(t) \/Zawz 4+ 3t2¢2 20 Ko 773

max
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We see that the coherence length approaches a constant value on time scales much larger than
€ = 1/w,, and that its value scales inversely with the UV cut-off. Taken literally, if one sets
kv = 1/Ag4, where Ay, is the de Broglie wavelength of the electron, one would arrive at the
conclusion that vacuum fluctuations lead to decoherence with the coherence length of the charged
particle asymptotically reducing to I ~ 25\, within the time scales t ~ Ay, /c.

False Decoherence. It is clearly unsatisfactory to have an observable effect scale explicitly with the
UV cut-off, since the precise numerical value of the cut-off is strictly speaking arbitrary. A sim-
ilar situation was encountered in [126] in a different context of a harmonic oscillator coupled to
a massive scalar field. However, it was argued in [126] that the reduced density matrix of the
harmonic oscillator described false decoherence. In such a situation, the off-diagonal elements of
the density matrix are suppressed simply because the state of the environment goes into different
configurations depending upon the spatial location of the system. However, these changes in the
environmental states remain locally around the system and are reversible. For the electron inter-
acting with vacuum fluctuations, we therefore take the point of view that if the reduced density
matrix describes false decoherence, then after adiabatically switching off the interactions with the
environment (after having adiabatically switched it on initially), the original coherence must be
fully restored at the level of the system.

To formulate the argument we consider a time dependent coupling q(t) = —ef(t) such that
f(t) = 1 for most of the dynamics between the initial time t = 0 and the final time t = T, while
f(0) = f(T) = 0. The quantity relevant for decoherence is the noise kernel which, under the
time-dependent coupling, transforms as

N = N = f(t)f(2)N (ti;t2) = f(t1) f(E)N (11 — 1) (7.74)

The decoherence factor in the double commutator in Eq. (7.37) involves replacing ¢, with t; — T
and then integrating over 7. Therefore, the function N transforms as N7 — N3, with N given by

Ni(t) = f(t) /Ot1 dtf(t — TN(7). (7.75)

From the definitions of A7 and N, we have N' = (d/dt)Ny, N1 = (d/dt)N, and N1(0) =
N2(0) = 0. Using these relations and integrating by parts, Eq. becomes

Rl =f (NGO + F)N()f0) +£00) [ oo iyt @7)

In the limit € — 0 (taking the UV cut-off to infinity), we see from Eq. (7.73) that \/; looses any time
dependence. We can therefore bring N outside the integral such that

Ni(t) = fF(t)NL(H) F(0) + F(E)N2£ (0) = f(H)N2(f(0) = f (1)) (7.77)
The terms involving f(0) cancel out and we get
Ni(t) = f(t)N (1) f(0) + f (1) N2f (1) - (7.78)

After integrating by parts Eq. (7.78), in order to obtain N> (T) = fOT dty N1 (t1), we get

T T
No(T) =F(0) (F(TIAR(T) = FOIN(0) ~ FO)NG [ anf+ 22 [Canpr. @7
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In the limit € — 0, as we noted earlier, NV, (t) takes a constant value for any time t > 0 but is zero
at f = 0 from the way it is defined. After completing the remaining integrals we get

K1) =22 (£(0) + £(D) 7.80)

Since we assume that the interactions are switched off in the very beginning and at the very end,
we see that N> (T) = 0 such that Eq. becomes p(x/,x, T) = p,(x’,x,0). Therefore, by adia-
batically switching off the interactions we recover the original coherence within the system.

This is different from standard collisional decoherence where, for example, one originally has
[T14]

00, (¥, x, 1) = —A(x — x)%0, (', x, ). (7.81)

When in this case we send A — A = f(t)A, we get

pr(x, x,t) = exp{—A(x’ —x)? /tdt’f(t’)}p,(x’, x,0) (7.82)
0

The density matrix depends on the integral of f(t) rather than its end points and we see that
coherence is indeed lost irreversibly.

7.7 Discussion

In this work, the interaction of a non-relativistic electron with the radiation field is formulated
within the framework of open quantum systems and the explicit expression for the master equa-
tion of the reduced electron dynamics in the position basis is obtained. It is shown that the classical
limit of the quantum dynamics is free of the problems associated with the purely classical deriva-
tion of the Abraham-Lorentz formula. With respect to possible decoherence induced by vacuum
fluctuations alone, the apparent decoherence at the level of the reduced density matrix is shown
to be reversible and an artifact of the formalism used. In mathematically tracing over the environ-
ment, one traces over the degrees of freedom that physically surround the system being observed.
These degrees of freedom must be regarded as the part of the system being observed (possibly as
its dressed states [47] [126]), rather than the environment. This interpretation stems from the fact
that one restores full initial coherence back into the system after switching off the interactions with
the environment adiabatically.
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Chapter 8

Summary and outlook

There has been a rising interest in adding the dark matter problem to the list of cosmological
puzzles already solved by inflation. While the general mechanism leading to the formation of
primordial black holes triggered by inflationary perturbations has already been fairly well estab-
lished and discussed extensively in the literature, the search for specific theoretically well moti-
vated models of inflation that lead to the formation of PBHs is not yet over. In the first part of the
thesis, one such model is constructed which is a simple combination of Starobinsky’s model and
the model of non-minimal Higgs inflation. It inherits the compatibility of the two models with the
CMB observations and also offers the possibility to account for the observed CDM content in the
universe.

For a given value of the quartic self-coupling A, it is shown that the remaining free parame-
ters of the model, the scalaron mass my and the non-minimal coupling parameters ¢ and ¢, must
all attain a specific value such that the model is consistent with CMB observations and generates
sufficiently many PBHs, in an observationally viable mass window, in order to simultaneously
account for the observed CDM content in the universe. The model leads to some specific predic-
tions that can be falsified by future observations. For instance, the predictions of the model on
wavelengths probed by the CMB are identical to that of Starobinsky’s model. Thus, a measure-
ment of the tensor-to-scalar ratio higher than that predicted by Starobinsky’s model would rule
this model out. While the value of the free parameters of the model can account for any fraction of
dark matter that might be attributed to PBHs by future observations, it can only produce a single
peak in the adiabatic power spectrum, such that the mass of the PBHs can only lie within a narrow
interval. Therefore, the model could also be tested against the possibility of detecting PBHs with
very different masses. It would also be interesting to see if the detection of gravitational waves,
that might accompany the formation of PBHs [113], puts additional constraints on the model.

As mentioned in the introduction to the thesis, if one believes in the validity of the standard
linear quantum dynamics for any system under consideration, one is logically led towards the
Everett’s interpretation. If, instead, we require the observed measurement record in an experiment
to be the only one around which the universal wavefunction localizes, one may instead arrive at
the dynamical collapse models which achieve this localization continuously and asymptotically in
time. The task then becomes to see if the collapse models are indeed consistent with observations
and to constrain the free parameters of the modified, non-linear and stochastic quantum dynamics
that they postulate.
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In generalizing to a cosmological setting, while the authors in [87] claim that the mass pro-
portional CSL model is incompatible with the CMB observations (for most of the gauge-invariant
constructions of their choice of the collapse operator), the work presented in the second part of the
thesis shows and emphasizes that this conclusion strongly depends upon how the model is gen-
eralized and applied during inflation. Instead of considering the perturbed matter-energy density
as the collapse operator (as in [87]), the Hamiltonian density of the scalar perturbations is assumed
to play the role of the collapse operator during inflation and the radiation dominated era. At the
level of first order cosmological perturbations, this generalization is shown to give negligible cor-
rections to the power spectrum of the comoving curvature perturbation. The constraints imposed
by the inflationary dynamics on the free parameters of the CSL model are further found to be
insignificant compared to those already imposed by the state of the art laboratory experiments.
Thus, the work presented here not only shows that the CSL model can be generalized in a manner
that is consistent with CMB observations, but also that we first need to arrive at a general con-
sensus on how the various collapse models should be generalized to a relativistic regime before
arriving at a final conclusion concerning their compatibility with the CMB observations.

In the third and final part of the thesis, the dynamics of a non-relativistic electron is studied
in the presence of vacuum fluctuations. The subject again relates to the foundational aspects of
quantum mechanics where the question of interest is whether or not the environment of vacuum
fluctuations of the radiation field, which is fundamental and unavoidable, behaves somewhat like
an ordinary environment, such as that comprising of thermal photons, and if it leads to decoher-
ence effects for an electron in a superposition of two spatial locations.

To address this question, standard quantum electrodynamics techniques are applied within the
framework of open quantum systems to derive the master equation for the reduced density matrix
of the electron in the position basis. From the master equation, it is deduced that the environment
of vacuum fluctuations does not behave like an ordinary one and does not lead to decoherence
of an electron in a spatial superposition. It is shown that although the off-diagonal elements of
the reduced density matrix are suppressed, it does not imply that the vacuum fluctuations lead
to irreversible loss of coherence for an electron (at rest) in a superposition of two different spatial
locations. This is because full coherence is restored at the level of the electron simply by switching-
off its interaction with the radiation field at late times. This would not have been the case had the
loss of coherence been genuine and irreversible. Furthermore, the same mathematical formalism
is also applied in addressing the well-known and long-standing problems associated with the
Abraham-Lorentz formula. It is shown in this thesis that the equation of motion obtained for the
expectation value of the position operator, obtained after averaging over the radiation field, is
free of the instability problems associated with the Abraham-Lorentz formula that one faces in a
purely classical derivation. While there has been a general expectation that these problems might
not persist at a quantum mechanical level, it might be for the first time that this is demonstrated
clearly.
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