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A B S T R A C T

This study employs a probabilistic methodology to forecast cruise ship emissions during the itinerary planning
phase, considering environmental factors (current, waves, wind), fouling, shallow water, loading conditions,
and Fresh Water (FW) production effects. Probability distributions of environmental parameters are established
based on statistical data and utilized for generating deterministic scenarios through Monte Carlo sampling.
The resulting scenarios are simulated to define probability distributions for carbon dioxide emissions, carbon
intensity indicators, and other pertinent quantities. The simulation model is validated using data from an
existing ship. To demonstrate the effectiveness of the proposed methodology in strategic itinerary planning,
multiple alternatives for an existing itinerary are simulated. Specifically, a Mediterranean cruise is simulated in
both the original sequence and in reverse, with and without FW production. The reverse sequence without FW
production demonstrates a potential reduction of approximately 190 tCO2e/week emissions. Furthermore, in
this scenario, a comparison is made between a standard Power Management System (PMS) with an equal load
on all engines and an optimized PMS with optimized engine loads, resulting in an additional average reduction
of 86 tCO2e. In the latter itinerary, the most probable rating according to Carbon Intensity Indicator is reduced
from original E to C.
1. Introduction

Following the interruption caused by the COVID-19 pandemic, the
cruise market has resumed its growth, reaching rates comparable to
those observed in the previous decade (Sucheran, 2021; Lin et al.,
2022). Despite the increasing demand, the cruise industry is antic-
ipated to encounter several challenges in the near future, primarily
driven by the imperative of decarbonization. Stringent international
and European regulations are compelling cruise companies to imple-
ment measures aimed at reducing emissions from their ships (Ancona
et al., 2018; Lindstad and Rialland, 2020; Bertagna et al., 2023).
Specifically, the International Maritime Organization (IMO) has intro-
duced the Energy Efficiency Existing Ship Index (EEXI) and the Carbon
Intensity Indicator (CII) to steer efforts towards achieving net-zero
emissions by 2050 (IMO, 2023b). Additionally, the European Union,
through the Fit for 55 regulation (European Commission, 2021), has
mandated shipping companies to progressively purchase and surrender
emissions allowances on the European Emissions Trading System (ETS).
Consequently, the imperative to reduce emissions is no longer merely
ethical but is now driven by mounting economic pressures.

In this context, significant strides can be made by designing new
itineraries with a lower environmental footprint. Cruise companies start
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itinerary planning at a strategic level years before their actual deploy-
ment. This process involves a delicate balance between environmental,
technical, commercial, and economic factors, aiming to minimize en-
vironmental impact while selecting the most profitable option for the
shipping company. The main objectives of itinerary planning, given
a specific itinerary, include assessing the technical feasibility of all
legs/calls and evaluating overall itinerary performance (environmental,
technical, economic). This work primarily focuses on the environmental
aspect, which is inherently correlated with the others. An itinerary must
be technically feasible, and emissions are predominantly driven by fuel
consumption: the second-largest expenditure for cruise ships (after crew
wedges) and the most susceptible to uncertainty. Moreover, cruise ships
exhibit a peculiarity compared to other vessels concerning Fresh Water
(FW). On cruise vessels, FW consumption surpasses fuel consumption
by an order of magnitude, significantly impacting the loading condition
or necessitating onboard production means that affect emissions due to
their electric energy demand.

The forecasting of fuel consumption, FW consumption/production,
and the associated emissions is inherently a probabilistic problem.
This is due to their dependence on various factors, including envi-
ronmental conditions (waves, wind, current, season, etc.), the number
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of persons onboard, and the human factor, which encompasses how
the ship and its main systems are operated. Cruise companies employ
various approaches to forecast the fuel consumption of a ship during
itinerary planning, ranging from design data provided by the shipyard
to historical data from previous years of ship operation. However,
historical data are often affected by human errors in main systems’
operation (Vasilikis et al., 2022): if not properly utilized, generators
and main machinery could involve higher energy absorption than
design values. Furthermore, applying purely data-driven approaches
may fail to capture and model the behaviour of complex systems, such
as the ship propulsion system, chiller units, etc. On the other hand,
design data provided by the shipyard can lead to optimistic predictions,
as they are based on predefined design conditions that do not account
for actual environmental conditions and fouling accumulation, both of
which strongly impact ship emissions (Uzun et al., 2019).

These considerations advocate for the adoption of physical simu-
lation models (white-box or, possibly, grey-box capable of accurately
modelling the complexities of cruise ship systems based on the values
of several stochastic variables. Such models can simulate ideal ship
operation in realistic environmental conditions while applying consis-
tently all the cruise companies’ procedures and requirements about
machinery and systems operation and voyage schedule, thereby re-
moving possible disruptions due to human factors. Shipping companies
are committed to accurately assessing emissions and fuel consumption
during itinerary planning. However, incorporating human factors in
this assessment, while providing a more realistic prediction of the status
quo, is not considered beneficial by cruise company management. It
might encourage the adoption of incorrect behaviours in ship operation
(such as keeping an excessive number of diesel generators running),
leading to increased fuel consumption and, consequently, emissions.
Hence, planned itineraries should be regarded as a realistically ideal
scenario, serving as a target for the ship’s crew through respecting the
itinerary schedule (i.e. speed) while operating machinery and systems
according to company recommendations and procedures. Moreover, the
computational effort required for simulations should be minimized to
provide cruise management with not only informative results but also
reasonably fast responses during itinerary planning, where multiple
alternatives are usually considered. Hence, high-fidelity tools such
as fully dynamic time-domain simulations and computational fluid
dynamics, cannot be directly applied in this phase suggesting the
application of simplified physical simulation methods.

Currently, several simulation models are present in the literature,
as will be discussed extensively later on. However, none of them is
specialized for cruise ships which are usually more complex to operate
compared to other merchant or naval ships. Besides, in the literature,
only a few works such as Ambrosino and Asta (2021) addressed the
cruise itinerary planning phase. None of them accounts for the envi-
ronmental aspects or adopts a probabilistic approach, using very poor
methods to estimate fuel consumption. Hence, there is a gap in the
literature concerning itinerary planning for cruise ships, although major
cruise companies are showing increasing attention in this critical phase.

To address such a market need, this work presents a simulation
model of a cruise ship developed for itinerary planning, capable of
predicting the probability distributions of emissions and the probability
of achieving a CII rating. The novelty of the work is twofold: first the
formulation of a probabilistic approach to the emissions assessment
applicable during the itinerary planning; second, the development of
a deterministic physical simulation model specialized for cruise ships,
requiring a limited number of input data already owned by cruise
companies to foster its fast application. The proposed methodology
considers seasonal weather conditions during navigation using wave,
wind, and current statistics, manoeuvring phases (entering and leaving
a port), and the electric load at berth. It does not include human factor,
providing an ideal benchmark for cruise operations. The potential of the
proposed technique in itinerary planning is showcased by comparing
2

four one-week itineraries calling the same ports, with variations in
sequence (original and reversed) and FW production (active in naviga-
tion or disabled). Furthermore, the itinerary with the lowest emissions
is also simulated, considering an optimized load on diesel generators
as opposed to the current practice of an equal distribution of load.
This illustrates the capability of the proposed technique to evaluate
enhancements in the setup and operation of onboard main machinery.

The remainder of the paper is organized as follows. In Section 2
a literature review is provided to deeply discuss the research gap
and need for a novel comprehensive approach applicable to cruise
ship itinerary planning. Section 3 provides the proposed methodology
focusing on assumption and data sources, adopted simulation process,
assessment of ship heading and resistance, and emissions assessment.
In Sections 4 and 5 the test ship and test itineraries are presented,
respectively. In Section 6 the results related to PMS maps, validation of
the deterministic model, sensitivity analysis on the number of scenarios
and probabilistic simulations are provided, while they are discussed in
Section 7. Section 8 summarizes the main conclusions of the study and
future work needed to improve the proposed methodology.

2. Literature review

Several simulation models found in the literature aim to assess
emissions (Bouman et al., 2017; Nunes et al., 2017) and/or fuel con-
sumption of ships (Fan et al., 2022). These methods are primarily used
to solve two types of problems that require a large number of individual
simulations for their operation:

• Emission inventory at the global, regional, or local scale,
• Weather routing, which typically aims to minimize fuel consump-

tion (and consequently emissions).

For both types of problems, the adopted simulation techniques can vary
significantly, focusing on different aspects of the same problem with the
appropriate level of detail.

Emission inventory typically involves the reanalysis of a large num-
ber of ships, with only limited technical data available (usually public
information from class societies or other sources). Therefore, it is
conducted after the studied event based on historical datasets. In this
context, two main approaches can be adopted: the top-down or the
bottom-up approach.

The top-down approach estimates pollutant emissions based on the
amount of bunkered fuel (Merien-Paul et al., 2018). Conversely, the
bottom-up approach (Schwarzkopf et al., 2021) is based on the reanaly-
sis of maritime traffic, both in ports and during navigation, utilizing the
Automatic Identification System (AIS), which collects historical data
on speed, heading, and environmental parameters (Johansson et al.,
2017). In such cases, a physical simulation model is needed to assess
the actual fuel consumption and related emissions based on the known
route and environmental conditions. This process must be repeated for
a large number of ships, which increases with the geographical region
under analysis.

In weather routing, weather forecasts can be used to optimize the
speed and route of a specific vessel with a particular position and
destination at a specific time (Zis et al., 2020). This problem is related
to a single ship, for which the optimization has to be performed
immediately before departure and/or adjusted during the voyage ac-
cording to short-term weather forecasts. Therefore, the environmental
conditions are usually fixed (Simonsen et al., 2015) or subject to some
uncertainty (Kepaptsoglou et al., 2015), while multiple ship routes
are inherently considered in the optimization process. If an ensemble
method is used to capture weather forecasts uncertainties (Sandvik
et al., 2021; Vettor and Guedes Soares, 2022; Jeuring et al., 2024),
multiple scenarios can be generated also in solving weather routing
problems by introducing perturbations on initial conditions of the
employed model. These methods can be used also in hindcasting of

wind and wave conditions to quantify the model error, study extreme
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Table 1
Comparison of different problem statements highlighting their differences from itinerary planning.

Emissions Inventory Weather routing Itinerary planning

Number of ships Multiple One One
(or multiple if a fleet is considered)

Ship route One Multiple Multiple
(historic record) (variable of the problem) (alternative itineraries under study)

Environmental condition One One Multiple
(historic record) (short-term weather forecast) (matching historic probability distributions)

Execution After fleet voyage Days-hours before ship voyage Years before ship voyage
events or increase the sample size for statistical studies (Osinski and
Radtke, 2020).

The problem addressed in this study differs significantly from pre-
vious ones as summarized by Table 1. It aims to forecast the most
probable outcomes of a proposed itinerary and the probability distri-
butions of its main performance indicators (e.g. fuel consumptions,
emissions) well in advance. This task is incompatible with relying on
weather forecasts, even if an ensemble method is applied. In fact,
weather forecasts cannot give any insight about expected weather
conditions one or two years in advance. Nonetheless, this is the time
frame between itinerary planning and itinerary deployment. Therefore,
statistical modelling of hindcast data is necessary for all relevant envi-
ronmental parameters, as proposed in Kuroda and Sugimoto (2022) for
cargo ships, focusing solely on added resistance. Consequently, the new
problem addressed by the proposed methodology entails simulating
multiple scenarios based on probability distributions for all pertinent
environmental factors, while considering a single ship operating along
a specific route, i.e. the itinerary under analysis.

Currently, there is no comprehensive method in the literature for
predicting the impact of environmental factors on a specific route using
a probabilistic approach, despite its necessity for accounting for envi-
ronmental conditions in itinerary planning. As mentioned, for this task,
among the available methods, those requiring time-domain simulations
such as Kobayashi et al. (2015), Donatini et al. (2019), Fan et al. (2020)
or numerical techniques such as Tadros et al. (2022) are unsuitable
due to their prohibitive computational demands. Usability, fast set-up
and fast response are key elements, especially if the simulations are
conducted in a business environment instead of an academic one. Con-
sequently, simplified methods are typically employed to simulate ship
behaviour in tasks requiring a large number of simulations (e.g. both
emissions inventory and weather routing).

For instance, Toscano and Murena (2019) employed the top-down
method to study emissions in ports based on maritime traffic of cruise
and merchant ships. Simplified regressions for various pollutants such
as sulphur oxides (SO𝑥) and nitrogen oxides (NO𝑥) during manoeuvring
and berthing phases in ports were defined, considering consumptions
attributed to hotel loads. However, the lack of reliable data on fuel
quantities bunkered during port stays (Fuentes García et al., 2022)
complicates the application of the top-down method, which proves
effective when complemented with emission analyses during naviga-
tion. The fourth IMO GHG study (IMO, 2020) utilizes, in addition to
the top-down method, a bottom-up approach. The use of AIS tracking
systems (Woo and Im, 2021) allows for the identification of instanta-
neous speed, heading, and draft to employ power estimation methods,
as done by the Maritime Transport Environmental Assessment Model
(mariTEAM) by Bouman et al. (2016), Muri et al. (2019). This method,
based on fleet power estimation for different ship types, calculates calm
water resistance using various empirical methods (Holtrop et al., 1982;
Van Oortmerssen, 1971), considering corrections for air resistance (Ki-
tamura et al., 2017), added resistance (Liu and Papanikolaou, 2020),
and fouling on the propeller and hull (Tadros et al., 2023; Kytariolou
and Themelis, 2023), which lead to significant increases in resistance.
Although being a reliable tool for the estimation of overall emissions
on a large fleet with limited technical information, this approach might
be too simplistic when applied to a single vessel since it does not
3

account for corrections due to ship true heading, current, shallow water
phenomena, interactions between propeller, rudder, and additional
resistance due to the presence of stabilizing fins in rough sea condi-
tions. Moreover, the estimation of fuel consumption is obtained with a
simplified algorithm based on load factors (Kramel et al., 2021), which,
for complex diesel–electric systems used on cruise ships, may result in
low accuracy due to human error in selecting active generators. Similar
issues have been observed for naval ships by Vasilikis et al. (2022).

As noted earlier, weather routing typically employs simplified simu-
lation algorithms, although shipowners usually have more information
available about the vessel under study compared to the public data used
in emissions inventories (but still incomplete compared to shipyards).
This simplification aims to manage the computational burden of the
optimization process, crucial for weather routing’s operational use (Si-
monsen et al., 2015). For instance, Zaccone et al. (2018) presented
3D programming methods to select a route and speed profile based
on meteorological maps for optimizing fuel consumption, taking into
account ship motions and passenger comfort. However, this model
neglects all environmental aspects other than sea state and wind.
Advancement can be seen in Kytariolou and Themelis (2023), where a
genetic algorithm is used to optimize fuel consumption for orthodromic
or loxodromic routes. This approach considers the effects of fouling and
current in addition to sea state and wind. Nonetheless, current effects
are addressed in a very simple cinematic manner, and the model still
does not account for the ship’s true heading, shallow water phenomena,
interactions between propeller and rudder, and additional resistance
due to the presence of stabilizing fins in rough sea conditions.

An enhancement to these simulation models could be achieved if
historical operational datasets were available for a single ship (Wang
et al., 2022). In such cases, Black Box Methods (BBM) or Grey Box
methods (GBM) could be considered. BBM utilizes statistical models
and machine learning tools, such as regressions or neural networks,
to directly estimate fuel consumption from a data sample based on
a set of variables. Thus, given a new set of variables’ values, the
black box can estimate the response (e.g., emissions, fuel consumption,
etc.). GBM are a hybrid solution employing physical methods combined
with components based on machine learning. The main drawback of
these approaches, apart from the need for data collection and storage
facilities as prerequisites and the lengthy setup and training time, is
the quality of the data. Specifically, the data may contain human errors
that cannot be easily detected without the aid of a physical simulation
model (Fan et al., 2022). This issue might be limited on merchant
ships with simple propulsion systems using two-stroke engines and
limited electric loads for other users, but it may not be acceptable for
a cruise ship, where improper operation of the main machinery could
significantly increase fuel consumption. Hence, while BBM and GBM
may provide accurate estimates of the status-quo, they cannot establish
reliable targets for the crew.

All these considerations underscore the importance of adopting a
physical model with multiple Degrees of Freedom (DoF), as previ-
ously introduced by Tillig and Ringsberg (2019) for merchant ships.
However, the literature has given very little attention to cruise ships,
which have several peculiarities compared to other types of vessels
(which will be discussed in detail later). None of the simulation models
described in the literature have incorporated external air conditions
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into the set of considered environmental factors, despite their notable
influence on the power demand for air conditioning (Baldi et al., 2018).
Only (Ambrosino and Asta, 2021; Asta et al., 2018; Ambrosino et al.,
2019) addressed the problem of cruise ship itinerary optimization at a
strategic level, with a primary focus on commercial and economic con-
siderations. However, these studies have greatly oversimplified techni-
cal aspects, making it impossible to achieve an accurate estimation of
the impact of environmental conditions and, consequently, operating
costs. Hence, the literature review highlights the need for a compre-
hensive probabilistic method applicable to cruise ships, with immediate
practical application in itinerary planning.

3. Methodology

In the present section, the applied methodology is presented in
detail starting from the main assumptions and adopted data sources.
Then the overall simulation process is discussed, detailing the most
important steps.

3.1. Assumptions and data sources

In pursuit of strategically planning cruise itineraries through a
probabilistic approach, this study introduces various simplifying hy-
potheses and assumptions to model the itinerary, the loading condition
of the ship, its power system, and environmental conditions. These
simplifications are instrumental in facilitating the execution of a con-
siderable number of simulations at a reasonable computational cost.
Subsequently, the primary assumptions, along with the utilized data
sources, are elaborated upon.

3.1.1. Itinerary modelling
In the present study, the cruise itinerary of the ship is modelled

through legs that connect one port to another. These legs are further
subdivided into sublegs, representing straight segments characterized
by constant ship speed, heading, loading condition, adopted fuel type,
and environmental conditions. Each subleg is categorized as follows:

• Navigation: During this phase, the ship operates at or close to
cruise speed in open or shallow waters.

• Transit: This phase occurs as the ship approaches a port, moving
at a relatively low speed in restricted or shallow waters to reach
the berth.

• Manoeuvring: This phase encompasses the ship’s approach to
the berth for mooring, during which bow and stern thrusters are
active.

• Port stay: In this phase, the ship is moored at the berth with no
propulsion service.

.1.2. Loading condition
On a navigating ship, consumables influence the displacement and,

onsequently, the floating position. The vessel is assumed to maintain
n even trim, but the actual loading conditions are considered to
etermine the actual draught 𝑇 . The loading condition of a cruise
hip is heavily affected by the procedures and standards applied for
unkering/resupply or the statistics from previous voyages. This is why
he following assumptions have been defined in close interaction with

major cruise company in order to reflect their actual procedures
egarding bunkering, and resupply and to benefit from their historic
atasets for modelling passengers/crew occupancy and consumables
onsumption.

It is important to note that modern cruise vessels can utilize various
ypes of fuel, including Marine Gas Oil (MGO), High Sulphur Fuel Oil
HSFO), Very Low Sulphur Fuel Oil (VLSFO), and Liquefied Natural
as (LNG). Consequently, ships are equipped with dedicated tanks for
ach type of fuel. The choice among them is often not discretionary but
andated by international/local regulations. As per common practice
4

Table 2
Passenger and crew occupancy ratio and related standard deviation.

At Sea At Berth

mean pax occupancy 0.93 0.63
pax occupancy st. dev. 0.02 0.03
mean crew occupancy 0.98 0.82
crew occupancy st. dev. 0.01 0.01

in cruise ship operations, fuel can be bunkered at each port if necessary.
Therefore, in this study, bunkering of a specific fuel type is automat-
ically executed upon departure from each port when the filling factor
of dedicated tanks falls below 30%. The tanks are then refilled up to
75%. Due to this customary practice, filling factors at the initial port of
the itinerary are randomly assigned for each fuel type within the range
from 30% to 75%.

In addition to fuel, which significantly impacts every vessel type, the
handling of Fresh Water (FW), grey water (GW), and black water (BW)
on cruise ships must be considered to accurately define the loading con-
dition. Indeed, FW tanks typically have a capacity comparable to fuel
tanks on large cruise ships. FW can be procured at almost every port
(at varying rates) and/or produced onboard using evaporators (utilizing
heat recovered from engine cooling systems and electric energy) and/or
reverse osmosis machines (which rely on electric energy). Here, ship
operations can be simulated with or without freshwater production.
Regardless, FW production is only performed during navigation phases,
and an automatic FW bunkering policy is enforced if the level falls
below 40% at departure. In such cases, FW tanks are replenished
up to 75%. FW consumption is modelled based on an average con-
sumption rate representative of a Mediterranean cruise, amounting to
0.24 t/(person day) for all individuals on board (passengers+crew).
Consumed FW is then transformed into GW and BW, which are retained
onboard in Grey Black Water (GBW) tanks, except during navigation
phases when GW can be discharged at sea after treatment. In the latter
case, 10% of treated water is still retained onboard to account for
treatment residuals. When the filling factor of GBW tanks exceeds 70%,
BW is discharged in port upon departure, leaving a residual 20% of tank
capacity onboard.

In a well-designed itinerary, a cruise ship constantly carries near the
maximum number of passengers (full payload) and nearly all nominal
crew members during navigation, transit, and manoeuvring. In port,
passengers and some crew members disembark. According to statistics
applicable to the Mediterranean cruise scenario, all probability distri-
butions of passenger and crew member occupancy ratios are assumed
to be Gaussian, with mean values and standard deviations as reported
in Table 2. Following Monte Carlo (MC) generation, passenger numbers
resulting from generated occupancy ratios are rounded to the nearest
integer and constrained within the range from 0 to the maximum
number.

The current loading condition is assessed at the commencement
of each subleg of the itinerary, and the bunkering/discharge of Grey
Black Water (GBW) occurs solely upon departure from a port. This
assumption adopts a conservative approach, as fuel is consumed and
treated Grey Water (GW) is discharged at sea during navigation phases.
This practice results in a gradual reduction of the ship’s displacement
and, consequently, its resistance.

3.1.3. Cruise ship power system
In this study, the ship’s power system is modelled as illustrated in

Fig. 1, which also presents the adopted nomenclature for powers and ef-
ficiencies. This layout is representative of modern cruise ships equipped
with a diesel–electric propulsion system. The system embeds fixed-pitch
propellers, typically two, driven by Propulsion Electric Motors (PEM).
Electric energy, denoted as 𝑃𝑒𝑙, is supplied by the onboard power plant
omprising diesel generators, usually ranging from four to six, located
n two independent engine rooms. These generators are connected to
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Fig. 1. Ship’s power electric system.
the main switchboards of the ship. The switchboards distribute power
𝑃𝑝𝑟𝑜𝑝 to PEMs through electric transformers and converters, as well as
to all other consumers denoted as 𝑃𝑜𝑡ℎ𝑒𝑟. In the context of a cruise ship,
auxiliaries, and air conditioning represent the second and third energy
absorbers after propulsion, and thus, their power demands are, here,
considered not constant and addressed separately. The power demand
for auxiliaries (𝑃𝑎𝑢𝑥) is defined as a bilinear function of the remaining
overall power demand obtained excluding auxiliaries as (𝑃𝑛𝑜𝑎𝑢𝑥 = 𝑃𝑝𝑟𝑜𝑝+
𝑃𝑜𝑡ℎ𝑒𝑟 − 𝑃𝑎𝑢𝑥). Additionally, the loads associated with air conditioning
chillers (𝑃𝑐ℎ) are modelled as functions of the external air temperature
𝑇𝑎. Other electric loads detailed in the simulation model include those
related to Fresh Water (FW) production (𝑃𝐹𝑊 ), as it can be deactivated
based on phase or simulation requirements, and those associated with
scrubbers (𝑃𝑠𝑐𝑟𝑢𝑏), which are inactive in MGO or VLSFO mode. The
values of 𝑃𝑓𝑤 and 𝑃𝑠𝑐𝑟𝑢𝑏, along with the remainder constant power
𝑃𝑐𝑜𝑛𝑠𝑡, are extracted from the ship’s electric balance. All other loads and
efficiencies are sourced from datasheets and documentation of the main
machinery and electric equipment.

3.1.4. Environmental data
Environmental data for constructing probability distributions in

Monte Carlo (MC) sampling are gathered from various sources. Initially,
probability distributions of sea states are acquired from Hogben et al.
(1986), offering sea scatter diagrams for nearly every global region.
These reports delineate the likelihood of encountering a sea state
characterized by the significant wave height 𝐻 and zero-crossing
5

1∕3
period 𝑇𝑧 across 8 wave directions 𝛿, in all four seasons. In this context,
to randomly generate via MC sampling a generic deterministic scenario
the following process is utilized. First, the 8 scatter diagrams for a
specific area and season are selected according to the location and date
of the itinerary to be simulated. Then, the cumulative density function
of the wave direction 𝑐𝑑𝑓 (𝛿) is defined fitting the 8 known values
associated with the directions given by Hogben et al. (1986). Thus, the
randomly generated wave direction is given by:

𝛿𝑟 = 𝑐𝑑𝑓−1(𝑟𝑛𝑑) (1)

where 𝑟𝑛𝑑 is a random number in [0, 1] interval. Then, the scatter
diagram containing 𝛿 is selected and for further processing. The cu-
mulative joint probability distribution 𝑐𝑑𝑓 (𝑇𝑧, 𝛿𝑟) is fitted using the
11 values of 𝑇𝑧 reported in the selected scatter diagram. Using the
same approach in Eq. (1), the random zero crossing period 𝑇𝑧𝑟 is
assessed. Finally, the empirical cumulative joint probability distribution
𝑐𝑑𝑓 (𝐻1∕3, 𝑇𝑧𝑟 , 𝛿𝑟) is defined using only the 15 probabilities related to
𝐻1∕3 reported in the scatter diagram column whose 𝑇𝑧 interval contains
𝑇𝑧𝑟 . The random 𝐻1∕3𝑟 is defined with the same approach defined
in Eq. (1). With this process, generated random triplets 𝛿𝑟, 𝑇𝑧𝑟 ,𝐻1∕3𝑟
representative of a sea state are consistent with the original statistic
data from scatter diagrams.

The wind is assumed to be correlated with the sea state, with the
wind direction 𝛾 considered identical to the wave direction (𝛾 = 𝛿).
Hence, it is implicitly assumed that wind has generated the random
sea state. Wind speed 𝑉 is calculated as a function of 𝐻 based
𝑤 1∕3
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Fig. 2. Wind–wave relation according to Beaufort scale.

on the Beaufort scale as shown in Fig. 2. It shall be noted that this
assumption introduces some inaccuracies especially in swell cases (that
cannot anyway be identified among the random sea states since Hogben
et al. (1986) does not distinguish between local wave pattern and swell.

Monthly average sea current speed 𝑉𝑐 and direction 𝛽 are assessed
following Pilot Charts (NGIA, 2024), which provide monthly average
speed and direction of the ocean currents in every area of the world.
To model uncertainties on these average values, Gaussian noise is
introduced in each randomly generated deterministic scenario, assum-
ing a standard deviation of 0.03 kn for 𝑉𝑐 and 5 deg for 𝛽. Current
and other environmental data are treated as uncorrelated, discarding
wind-induced and tidal currents.

The probability density function for the average daily air tempera-
ture 𝑝𝑑𝑓 (𝑇𝑎) is defined through kernel fitting using observations from
the past ten years. Kernel function is defined as:

𝑝𝑑𝑓 (𝑥) = 1
𝑛ℎ

𝑛
∑

𝑖
𝐾

(𝑥 − 𝑥𝑖
ℎ

)

(2)

where 𝑥 is the random variable, 𝑥1,… , 𝑥𝑛 is the data sample, 𝐾 is the
normal smoothing function (Kotz and Balakrishnan, 1993) and ℎ the
bandwidth given by:

ℎ = 𝜎
( 4
3𝑛

)1∕5
(3)

where 𝜎 is the standard deviation of the sample (Bowman and Azzalini,
1997). With this process, a cumulative probability density function
𝑐𝑑𝑓 (𝑇𝑎) is established for each month under consideration. The same
approach defined in Eq. (1) is used for the generation of a random
value from the 𝑐𝑑𝑓 (𝑇𝑎). Air temperature and other environmental data
are presumed to be uncorrelated. Air density is computed as a function
of 𝑇𝑎, assuming a pressure of 101.325 kPa.

Sea salinity (𝑠𝑎) and sea surface temperature (𝑆𝑆𝑇 ) are considered
as consistently averaged values. These values are determined on a
monthly basis using statistical data from the preceding ten years,
which is sourced from Intergovernmental Oceanographic Commission
(2010), and kept constant on all the randomly generated deterministic
scenarios. Sea density 𝜌𝑤 and kinematic viscosity 𝜈𝑤 are evaluated as
functions of 𝑆𝑆𝑇 and 𝑠𝑎 following McDougall et al. (2003), Roquet
et al. (2015).
6

3.2. Overall simulation process

The proposed methodology is inherently probabilistic and is il-
lustrated in Fig. 3. To forecast fuel consumption and emissions for
a given itinerary modelled through legs and sublegs, a multitude of
deterministic scenarios is generated via Monte Carlo (MC) sampling.
This is done based on probability distributions of stochastic variables
(e.g., environmental conditions, number of passengers/crew members)
as defined in Section 3.1. All stochastic variables are assumed to be
constant along the leg (from port departure to the next port departure)
except for the current direction and speed, which are assumed constant
on each subleg instead of on the whole leg (sublegs shall be properly de-
fined in order to be consistent with this hypothesis). Each deterministic
scenario is then simulated to obtain the deterministic values of all the
dependent variables 𝐲 under study (e.g., fuel consumption, Fresh Water
(FW) production/consumption, emissions, etc.). In the post-analysis
phase, statistical measures such as the mean, median, and third quartile
of the dependent variables are computed, along with their empirical
cumulative distribution functions (𝑐𝑑𝑓 (𝑦𝑖)). The 𝑐𝑑𝑓 (𝑦𝑖) functions can
be fitted using a kernel function, as for Eqs. (2) and (3) (Johnson et al.,
1995; Bowman and Azzalini, 1997), to derive the probability density
functions (𝑝𝑑𝑓 (𝑦𝑖)).

The heart of the process lies in deterministic simulation, which pro-
vides the data necessary for constructing the probability distributions
of dependent variables. The subsequent sections elaborate on the most
relevant steps of the process, with a specific emphasis on propulsion
systems and their electric load, since their typical contribution ranges
from 1/2 to 2/3 of the onboard power demand during navigation.

3.3. Actual heading and total resistance evaluation

For a subleg of the itinerary with a length 𝑑𝑙, the ship is considered
to move at a constant speed over the ground 𝑉𝑙 along the direction
𝛼 of the leg (true course). Nevertheless, to counteract environmental
forces and maintain the desired true course, the ship’s heading angle 𝜓
deviates from 𝛼 of an angle 𝛼′ = 𝛼 − 𝜓 , leading to a different effective
required thrust and a non-null rudder angle 𝛿𝑅 compared to the calm
water case. To capture such behaviour, this study uses a 3-DoF quasi-
dynamic model, focusing on the degrees of freedom associated with
longitudinal drift force, transversal drift force, and yawing moment.
In Fig. 4, conventions for angles and speeds are defined. All absolute
angles are measured from the North direction and are considered
positive in the clockwise direction.

All angles referred to the ship’s heading (denoted by ′) are measured
from the direction of the ship’s bow and are considered positive in
the clockwise direction. Furthermore, the ship-fixed reference system
𝑂𝑋𝑌𝑍 used to measure forces and moments is defined in Fig. 4. This
system is utilized to formulate the equilibrium equations of the ship,
with its origin positioned at the midship section, having the 𝑋-axis
facing stern to bow, the 𝑌 -axis facing port to starboard, and the 𝑍-axis
facing down (yawing moments are positive clockwise). It is noteworthy
that, according to this convention, the advance speed 𝑉 = 𝑉𝑙 ⋅ cos 𝛼′ is
the component of ship speed 𝑉𝑙 along the 𝑋-axis. However, the actual
longitudinal and transverse speed components, 𝑢𝑟𝑐 and 𝑣𝑟𝑐 , relative to
the ship must be calculated considering current speed and direction as
defined in Appendix A.

3.3.1. System of equations
Given a subleg, the equilibrium of all the forces acting on the ship

can be expressed in the ship-fixed reference system. Given that the
required speed over the ground and true course is known (as defined
in the itinerary), the unknowns in the system include the heading of
the ship 𝜓 , the rudder angle 𝛿𝑅, and the effective longitudinal force
exerted by the propeller, denoted as 𝑅𝑇 . This force is devoted to
counterbalancing all the longitudinal components of other forces. The
symbol 𝑅 is chosen, as it is commonly used to define the effective
𝑇
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Fig. 3. Flowchart of the proposed probabilistic simulation process.
power of the ship (𝑃𝐸 = 𝑅𝑇 ⋅𝑉 = 𝑇 ⋅(1−𝑡)) where 𝑇 is the propeller thrust
and 𝑡 the thrust deduction factor, representing the power required to
sustain the ship’s advance speed 𝑉 .

For the 3-DoF model, the equilibrium equations are as follows:

⎧

⎪

⎨

⎪

⎩

0 = 𝑅𝑇 +𝑋ℎ𝑦𝑑𝑟𝑜(𝜓) +𝑋𝑤𝑖𝑛𝑑 (𝜓) +𝑋𝑤𝑎𝑣𝑒(𝜓) +𝑋𝑟𝑢𝑑 (𝜓,𝑅𝑇 , 𝛿𝑅)

0 = 𝑌ℎ𝑦𝑑𝑟𝑜(𝜓) + 𝑌𝑤𝑖𝑛𝑑 (𝜓) + 𝑌𝑤𝑎𝑣𝑒(𝜓) + 𝑌𝑟𝑢𝑑 (𝜓,𝑅𝑇 , 𝛿𝑅)

0 =𝑀ℎ𝑦𝑑𝑟𝑜(𝜓) +𝑀𝑤𝑖𝑛𝑑 (𝜓) +𝑀𝑟𝑢𝑑 (𝜓,𝑅𝑇 , 𝛿𝑅)

(4)

where 𝑋, 𝑌 , and 𝑀 denote the longitudinal forces, transversal forces,
and yawing moments, respectively, in the ship-fixed reference system.
The subscript ℎ𝑦𝑑𝑟𝑜 denotes the hydrodynamic forces and moments
originating from the interaction between the hull and fluid in calm
water (in particular, 𝑋ℎ𝑦𝑑𝑟𝑜 is the hull base resistance corrected to
account for active stabilizers, fouling, loading condition and shallow
water), 𝑤𝑖𝑛𝑑 represents those related to the wind, 𝑤𝑎𝑣𝑒 corresponds
to those associated with the actual sea state (in particular, 𝑋𝑤𝑎𝑣𝑒 is
commonly defined as added resistance in waves), and 𝑟𝑢𝑑 accounts
for the forces generated by the rudder. The system is nonlinear in
the variables 𝐱 = (𝜓,𝑅 , 𝛿 ). Consequently, it is solved here using
7

𝑇 𝑅
a trust-region dogleg algorithm (Powell, 1968; Moré et al., 1980),
which is grounded in the interior-reflective Newton method while
employing a subspace trust-region approach, as detailed in Coleman
and Li (1996) and Coleman and Li (1994). During each iteration,
the algorithm approximates the solution to a large linear system by
utilizing the preconditioned conjugate gradients method. The tolerance
on the solution has been set to 0.001 N and 0.001 Nm for forces and
moments, respectively while the following initial condition is adopted:

𝐱0 = (𝛼,𝑋ℎ𝑦𝑑𝑟𝑜(𝛼) +𝑋𝑤𝑖𝑛𝑑 (𝛼) +𝑋𝑤𝑎𝑣𝑒(𝛼), 0) (5)

This setup reflects a scenario where the ship maintains identical true
course and heading angles (𝛼′ = 0).

3.3.2. Correction of base resistance curve
The resistance curve in calm water, accounting for the effect of

fixed appendages, denoted as 𝑅𝑏(𝑢𝑟𝑐 ) (where 𝑢𝑟𝑐 is the longitudinal
component of relative current speed defined as for Appendix A), is
typically determined through various means, including full-scale mea-
surements, towing tank tests, empirical methods, or computational fluid
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Fig. 4. Ship fixed reference system and conventions for angles and speeds.

dynamics. However, it is usually associated with the design draught
𝑇𝑑𝑒𝑠 and does not consider the actual loading condition, shallow water,
retractable appendages, and hull fouling. Therefore, at the onset of each
subleg, it is corrected to accommodate these factors, resulting in the
corrected resistance 𝑅𝑐 (𝑢𝑟𝑐 ). This corrected resistance is then utilized
in the computation of hydrodynamic forces.

Firstly, fouling leads to an increase in hull roughness and, conse-
quently, resistance. The additional resistance due to fouling is assessed
here using an empirical method to incorporate the increase in hull
roughness (Kresic and Haskell, 1983). The method considers two com-
ponents of hull roughness 𝑀𝑎𝑎: a linear increase of 2.8 μ m/month
while in port and a component related to biofouling accumulation,
considered only after the end of the anti-fouling paint lifespan. It is
assumed that the initial hull roughness (at launching) 𝑀𝑎𝑎0 and the
anti-fouling paint’s lifespan are 100 μ m and 1 year, respectively.
After dry-docks, the hull roughness is presumed to return to the initial
value (Molland, 2008), while after hull polishing at sea, only the
biofouling effect on hull roughness is removed. Moreover, since anti-
fouling paint is not applied during at-sea hull polishing operations,
biofouling accumulation begins immediately after polishing. Once 𝑀𝑎𝑎
is determined, the additional resistance due to fouling is calculated
as Malone and Little (1980), Townsin and Byrne (1980):

𝑅𝑟𝑜𝑢𝑔ℎ(𝑢𝑟𝑐 ) =
1
2
𝜌𝑤𝑆(𝑑𝐶𝐹 (𝑀𝑎𝑎) − 𝑑𝐶𝐹 (𝑀𝑎𝑎0 ))𝑢

2
𝑟𝑐

(6)

where 𝑆 is the hull wetted surface area and 𝑑𝐶𝐹 is defined as:

𝑑𝐶𝐹 (𝑀𝑎𝑎) = 105
⎡

⎢

⎢

⎣

(

𝑀𝑎𝑎 ⋅ 10−6

𝐿𝑊𝐿

)

1
3
− 0.64

⎤

⎥

⎥

⎦

⋅ 10−3 (7)

Next, the impact of active stabilizers is incorporated into the base
resistance. Typically, cruise ships are equipped with active stabilizers,
which are engaged in rough seas to diminish ship roll. This introduces
an average additional resistance denoted as 𝑅fins. In the model, this
average force is considered only in sea states 5 or higher (𝐻1∕3 ≥ 2.5 m)
and is evaluated using the methodology proposed by Holtrop et al.
(1982):

𝑅𝑓𝑖𝑛𝑠(𝑢𝑟𝑐 ) =
1
2
𝜌𝑢2𝑟𝑐𝐴𝑓𝑖𝑛𝑠(1 + 𝑘𝑓𝑖𝑛𝑠)𝐶𝐹 (𝑢𝑟𝑐 ) (8)

Here, 𝐴fins is the fins’ wetted surface area, (1 + 𝑘fins) the appendage
resistance factor of the fins and 𝐶𝐹 denotes the ship frictional resistance
factor, computed using the ITTC-1957 formulation (ITTC, 1957).

Subsequently, the obtained resistance is adjusted to accommodate
the loading condition. At the onset of each subleg, the ship’s loading
condition is updated by evaluating the filling factors of fuel, FW, and
GBW tanks, as previously described. This adjustment induces changes
in the ship’s displacement and draught, thereby modifying the vessel’s
8

resistance. In the context of cruise ships, characterized by a short inter-
val between maximum and minimum seagoing draughts, the resistance
correction is also relatively modest. Nonetheless, it is accounted for
here according to the Admiralty formula:

𝑅𝑓𝑐 (𝑢𝑟𝑐 ) = [𝑅𝑏(𝑢𝑟𝑐 ) + 𝑅𝑟𝑜𝑢𝑔ℎ(𝑢𝑟𝑐 ) + 𝑅𝑓𝑖𝑛𝑠(𝑢𝑟𝑐 )]
(

𝑇
𝑇𝑑𝑒𝑠

)
2
3 𝜌𝑤
1025

(9)

where 𝑇 and 𝑇𝑑𝑒𝑠 are the actual and design draughts respectively.
Finally, the obtained resistance 𝑅𝑓𝑐 (𝑢𝑟𝑐 ) is once again adjusted to

account for the shallow water effect, resulting in the final 𝑅𝑐 (𝑢𝑟𝑐 ). In
the context of the studied problem, which aims to define the proba-
bility distribution of emissions for the entire itinerary, the impact of
shallow water is significant only when long sublegs at high speed are
navigated in shallow water. Therefore, the most concerning condition
is incipient shallow water, modelled here according to the empirical
Lackenby formulation, as recommended by ITTC (ITTC, 2014; Lack-
enby, 1963). The method complements the classical Schlichting method
with a similar approach. Given a reference speed, the effect of shallow
water resistance is modelled by introducing a speed loss while keeping
the resistance constant. In the Lackenby method, the non-dimensional
speed loss factor 𝛥𝑢𝑟𝑐∕𝑢𝑟𝑐 due to incipient shallow water is given by:

𝛥𝑢𝑟𝑐
𝑢𝑟𝑐

= 0.1242
(

𝐴𝑀
ℎ2

− 0.05
)

+ 1 −

√

√

√

√tanh

(

𝑔ℎ
𝑢2𝑟𝑐

)

(10)

where ℎ is the water depth in m, 𝐴𝑀 midship section area underwater
in m2 and 𝑢𝑟𝑐 the open water ship speed in m/s.

3.3.3. Hull hydrodynamic forces
The hydrodynamic forces are calculated by considering the impact

of the ship’s speed and sea current. The longitudinal component is
determined through interpolation on the corrected resistance curve
𝑅𝑐 . In this interpolation, the current’s longitudinal component of the
relative speed 𝑢𝑟𝑐 (see Appendix A) is considered as the actual speed:

𝑋ℎ𝑦𝑑𝑟𝑜(𝜓) = −𝑅𝑐 (𝑢𝑟𝑐 ) = −𝑅𝑐
(

𝑉𝑟𝑐 (𝜓) cos[𝛽
′
𝑟(𝜓)]

)

(11)

where 𝑉𝑟𝑐 (𝜓) and 𝛽′𝑟(𝜓) are the relative speed of the sea current and its
angle from the heading, respectively. The transversal component of the
hydrodynamic force and the yawing moment are evaluated according
to Fossen (2011) as:

𝑌ℎ𝑦𝑑𝑟𝑜(𝜓) =
1
2𝜌𝑤𝐴𝐷[𝑉𝑟𝑐 (𝜓)]

2𝐶𝑌ℎ (𝜓)

𝑀ℎ𝑦𝑑𝑟𝑜(𝜓) =
1
2𝜌𝑤𝐴𝐷𝐿𝑂𝐴[𝑉𝑟𝑐 (𝜓)]

2𝐶𝑀ℎ
(𝜓)

(12)

where 𝐴𝐷 is the lateral projected area underwater, considering the ac-
tual draught, 𝐿𝑂𝐴 is the overall length of the ship, and the coefficients
𝐶𝑌ℎ (𝜓) and 𝐶𝑀ℎ

(𝜓) are given by:

𝐶𝑌ℎ (𝜓) = 𝐶𝑚𝑎𝑥𝑌ℎ
sin[𝛽′𝑟(𝜓)]|sin[𝛽

′
𝑟(𝜓)]|

𝐶𝑀ℎ
(𝜓) = 𝐶𝑚𝑎𝑥𝑀ℎ

sin[2𝛽′𝑟(𝜓)]
(13)

where 𝐶𝑚𝑎𝑥𝑌ℎ
and 𝐶𝑚𝑎𝑥𝑌ℎ

are their maximum values, which can be assumed
as constants for different kinds of ships.

3.3.4. Wind forces
The wind forces are evaluated using Blendermann’s method (Blen-

dermann, 2014) considering the relative speed of the wind (see Ap-
pendix A). The forces are then assessed as:

𝑋𝑤𝑖𝑛𝑑 (𝜓) =
1
2𝜌𝑎𝐴𝐹 [𝑉𝑟𝑤 (𝜓)]

2𝐶𝑋𝑤 (𝜓)

𝑌𝑤𝑖𝑛𝑑 (𝜓) =
1
2𝜌𝑎𝐴𝐿[𝑉𝑟𝑤 (𝜓)]

2𝐶𝑌𝑤 (𝜓)

𝑀𝑤𝑖𝑛𝑑 (𝜓) =
1
2𝜌𝑎𝐴𝐿𝐿𝑂𝐴[𝑉𝑟𝑤 (𝜓)]

2𝐶𝑀𝑤
(𝜓)

(14)

where 𝜌𝑎 is the air density, 𝐴𝐹 and 𝐴𝐿 are the frontal and lateral
projected areas of the ship above the waterline, considering the actual
draught, 𝑉 (𝜓) is the relative speed of the wind (apparent wind),
𝑟𝑤



Ocean Engineering 311 (2024) 118804L. Braidotti et al.

d

w
t
t
c

3

i
i
t
e
a
d
o
f
e
a
b
t

s
l
f

𝑆

a
o
i
e

𝐶

w
e

3

e
T
m
p
e
t
(
t

3

a
b
(

and 𝐶𝑋𝑤 (𝜓), 𝐶𝑌𝑤 (𝜓), and 𝐶𝑀𝑤
(𝜓) are the Blendermann’s coefficients

efined as:

𝐶𝑋𝑤 (𝜓) = −𝐶𝐷𝑙
𝐴𝐿
𝐴𝐹

cos[𝛾′𝑟 (𝜓)]

1− 𝛿
2

(

1− 𝐶𝐷𝑙
𝐶𝐷𝑡

)

sin2[𝛾′𝑟 (𝜓)]

𝐶𝑌𝑤 (𝜓) = 𝐶𝐷𝑡
sin[𝛾′𝑟 (𝜓)]

1− 𝛿
2

(

1− 𝐶𝐷𝑙
𝐶𝐷𝑡

)

sin2[𝛾′𝑟 (𝜓)]

𝐶𝑀𝑤
(𝜓) =

[

𝑠𝐿
𝐿𝑂𝐴

− 0.18
(

|𝛾 ′𝑟(𝜓)| −
𝜋
2

)]

𝐶𝑌𝑤

(15)

here 𝛾 ′𝑟(𝜓) is the angle between the heading and relative speed of
he wind, 𝑠𝐿 is the distance of the centroid of lateral project area from
he origin of ship-fixed reference system, whereas 𝐶𝐷𝑙, 𝐶𝐷𝑡, and 𝛿 are
onstants defined according to the kind of ship.

.3.5. Wave forces
Wave forces are decomposed into two components: added resistance

n waves 𝑋𝑤𝑎𝑣𝑒 and transversal drift force 𝑌𝑤𝑎𝑣𝑒. The added resistance
n regular waves 𝑅𝐴𝑊 ∕𝜁2(𝜔𝑒, 𝜓) has been assessed according to a sta-
istical method (Liu and Papanikolaou, 2020) accounting for diffraction
ffects (Faltinsen, 1980) and introducing semi-empirical parameters to
pproximate the added resistance under different wave headings. The
rift force in regular waves 𝐹𝑌 ∕𝜁2(𝜔𝑒, 𝜓) has been assessed with an-
ther statistical method (Jinkine and Ferdinande, 1974) having similar
eatures. Both forces in regular waves are computed as a function of
ncounter frequency 𝜔𝑒, actual heading angle 𝜒 = 𝜓 − 𝛿, and thus,
re derived as a function of the angle 𝜓 . These empirical methods have
een chosen here since they are the only ones available in the literature
hat have been developed and tested also for cruise ships.

Given the 𝐻1∕3 and 𝑇𝑧 identifying the sea state in a subleg, the
ea spectrum is defined according to the Pierson–Moskowitz formu-
ation (Moskowitz et al., 1962-63) expressed as a function of wave
requency 𝜔 as:

𝜁 (𝜔) =
𝐴𝑔2

𝜔5
exp

[

−𝐵
( 𝑔
𝜔

)4
]

(16)

where:

𝐴 = 4𝜋3
(𝐻1∕3

𝑔𝑇 2
𝑧

)2

𝐵 = 16𝜋3

(𝑔𝑇𝑧)4
(17)

which can be written as a function of 𝜔𝑒 as :

𝑆𝜁 (𝜔𝑒) = 𝑆𝜁 (𝜔)
𝑔

𝑔 − 2𝜔𝑉𝑙 cos(𝜓 − 𝛿)
(18)

Then, wave forces are evaluated as Faltinsen (1980), Lang and Mao
(2020):

𝑋𝑤𝑎𝑣𝑒(𝜓) = −2 ∫ ∞
0

𝑅𝐴𝑊
𝜁2

(𝜔𝑒, 𝜓)𝑆𝜁 (𝜔𝑒)𝑑𝜔𝑒

𝑌𝑤𝑎𝑣𝑒(𝜓) = 2 ∫ ∞
0

𝐹𝑌
𝜁2

(𝜔𝑒, 𝜓)𝑆𝜁 (𝜔𝑒)𝑑𝜔𝑒
(19)

3.3.6. Rudder forces
The hydrodynamic forces exerted by the rudder are evaluated as

follows:
𝑋𝑟𝑢𝑑 (𝜓,𝑅𝑇 , 𝛿𝑅) = −𝐿(𝜓,𝑅𝑇 , 𝛿𝑅) sin[𝛿𝑅 − 𝛿𝑒(𝜓,𝑅𝑇 , 𝛿𝑅)]

−𝐷(𝜓,𝑅𝑇 , 𝛿𝑅) cos[𝛿𝑅 − 𝛿𝑒(𝜓,𝑅𝑇 , 𝛿𝑅)]

𝑌𝑟𝑢𝑑 (𝜓,𝑅𝑇 , 𝛿𝑅) = −𝐿(𝜓,𝑅𝑇 , 𝛿𝑅) cos[𝛿𝑅 − 𝛿𝑒(𝜓,𝑅𝑇 , 𝛿𝑅)]
+𝐷(𝜓,𝑅𝑇 , 𝛿𝑅) sin[𝛿𝑅 − 𝛿𝑒(𝜓,𝑅𝑇 , 𝛿𝑅)]

𝑀𝑟𝑢𝑑 (𝜓,𝑅𝑇 , 𝛿𝑅) = −𝑋𝑅𝑌𝑟𝑢𝑑 (𝜓,𝑅𝑇 , 𝛿𝑅)

(20)

where the attack angle 𝛿𝑒, the lift force 𝐿 and drag force 𝐷 are defined
as:
𝛿𝑒(𝜓,𝑅𝑇 , 𝛿𝑅) = 𝛿𝑅 + atan2[𝑣𝑅(𝜓,𝑅𝑇 ), 𝑢𝑅(𝜓,𝑅𝑇 )]

𝐿(𝜓,𝑅𝑇 , 𝛿𝑅) = 𝑛𝑆
1
2𝜌𝑤𝐴𝑅[𝑉𝑅(𝜓,𝑅𝑇 )]

2𝐶𝐿(𝜓, 𝛿𝑅)
1 2

(21)
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𝐷(𝜓,𝑅𝑇 , 𝛿𝑅) = 𝑛𝑆 2𝜌𝑤𝐴𝑅[𝑉𝑅(𝜓,𝑅𝑇 )] 𝐶𝐷(𝜓, 𝛿𝑅)
where 𝑛𝑆 is the number of propellers/rudders (cruise ships are usually
twin-screw, hence 𝑛𝑆 = 2), 𝐴𝑅 is the longitudinal projected area of
the rudder, 𝑋𝑅 is the longitudinal coordinate of the 𝐴𝑅 centre in the
ship-fixed reference system, 𝑉𝑅(𝜓,𝑅𝑇 ) = (𝑢𝑅, 𝑣𝑅) is the speed of the
incident flow on the rudder, whereas 𝐶𝐷(𝛿𝑅) and 𝐶𝐿(𝛿𝑅) are the drag
nd lift coefficients of the rudder, respectively. Since the rudder is used
nly to maintain the true course (small rudder angles), and there is no
nterest in investigating ship manoeuvring, the lift coefficient has been
valuated using a linear derivative:

𝐿(𝜓, 𝛿𝑅) =
𝜕𝐶𝐿
𝜕𝛿𝑒

𝛿𝑒(𝜓,𝑅𝑇 , 𝛿𝑅) (22)

here, according to Molland and Turnock (2011), the derivative is
stimated as:
𝜕𝐶𝐿
𝜕𝛿𝑒

= 1.95𝜋 𝜆
𝜆 + 3

(23)

with 𝜆 as the elongation ratio of the rudder. Concerning the drag
coefficient, it shall consider only the increase in rudder resistance due
to the rudder angle, as the null-angle resistance is already included in
the calm water resistance. Thus, it is evaluated as a function of the
generated lift (Molland and Turnock, 2011):

𝐶𝐷(𝜓, 𝛿𝑅) =
[𝐶𝐿(𝜓, 𝛿𝑅)]2

0.86𝜋𝜆
(24)

The evaluation of flow speed on the rudder is carried out consid-
ering both the hull effect and the flow acceleration induced by the
propeller. The advance speed 𝑉𝐴 and propeller thrust 𝑇 are evaluated
as:
𝑉𝐴(𝜓) = 𝑢𝑟𝑐 (𝜓)[1 −𝑤(𝜓)]

𝑇 (𝜓,𝑅𝑇 ) =
𝑅𝑇

𝑛𝑆 [1−𝑡(𝜓)]

(25)

where 𝑉𝑟𝑐 (𝜓) = (𝑢𝑟𝑐 , 𝑣𝑟𝑐 ) is the relative speed of the current (see
Appendix A), 𝑤(𝜓) and 𝑡(𝜓) are the wake fraction and the thrust
deduction factor, both expressed as a function of ship speed and here
evaluated by interpolation assuming the vessel speed 𝑢𝑟𝑐 (𝜓). Then, the
components of the rudder incident flow speed are estimated as:

𝑢𝑅(𝜓,𝑅𝑇 ) = 𝑉𝐴(𝜓)
1+

√

1+𝐶𝑇 (𝜓,𝑅𝑇 )
2

𝑣𝑅(𝜓) = 𝑣𝑟𝑐 (𝜓)
(26)

where 𝐶𝑇 (𝜓,𝑅𝑇 ) is the thrust loading coefficient of the propeller given
by:

𝐶𝑇 (𝜓,𝑅𝑇 ) =
𝑇 (𝜓,𝑅𝑇 )

1
2𝜌𝑤𝐴0[𝑉𝐴(𝜓)]2

(27)

.4. Tank-to-wake emission assessment

In this study, emissions arising from fuel combustion in diesel
ngines are taken into account, i.e. Tank-to-Wake (TtW) emissions.
o assess these emissions, the cruise ship’s electric power demand
ust first be calculated. Subsequently, through an appropriate map-
ing operation to model the Power Management System (PMS), the
lectric power demand is converted into fuel consumption, leading to
he estimation of the corresponding equivalent tons of carbon dioxide
CO2) emitted. Additionally, statutory indicators can be forecasted for
he considered itinerary.

.4.1. Electric power demand
Once System (4) is solved, using Eq. (25), the advance speed 𝑉𝐴

nd propeller thrust 𝑇 can also be calculated. Subsequently, they can
e used to evaluate the Papmel coefficient:

𝐾𝑇
𝐽 2

)∗
= 𝑇
𝜌𝑤𝑉 2

𝐴𝐷
2
𝑝

(28)

where 𝐾𝑇 is the thrust coefficient of the propeller, 𝐽 is its advance
coefficient, and 𝐷 is its diameter. The propeller curves providing the
𝑝
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thrust and torque coefficients as functions of 𝐽 (𝐾𝑇 (𝐽 ) and 𝐾𝑄(𝐽 ),
espectively), are firstly corrected to account for fouling, as described
n Kresic and Haskell (1983). Then, the propeller functioning point
∗ is found by interpolation on the curve 𝐽 (𝐾𝑇 ∕𝐽 2) corresponding to

he value
(

𝐾𝑇 ∕𝐽 2)∗. Then, the absorbed torque 𝑄 and revolutions per
econd (rps) 𝑛𝑝 of the propeller are defined by:

𝑄 = 𝐾𝑄(𝐽 ∗)𝜌𝑤𝑛2𝑝𝐷
5
𝑝

𝑛 = 𝑉𝐴
𝐽∗𝐷𝑝

(29)

Thus, the brake power provided by the PEM is:

𝑃𝐵 =
2𝜋𝑛𝑝𝑄
𝜂𝑟𝜂𝑠

(30)

here 𝜂𝑟 and 𝜂𝑠 are the relative rotative and shaft efficiency, respec-
ively.

If 𝑃𝐵 exceeds the maximum power of the PEM 𝑃𝑚𝑎𝑥𝐵 or 𝑛𝑝 exceeds
he maximum speed of the PEM, the condition that solves System (4)
annot be sustained, and the ship will be not capable to reach the
peed 𝑉𝑙 on the analysed subleg. Hence, the scheduled arrival time is
isrupted and the ship will arrive delayed at the end of the subleg. In
uch a case, 𝑃𝐵 is assumed to be equal to 𝑃𝑚𝑎𝑥𝐵 , and the subleg is flagged
s ‘‘delayed’’ in the deterministic scenario under analysis. By dividing
he number of ‘‘delayed’’ scenarios by the total number of scenarios,
he risk of itinerary disruption due to environmental factors can be
ssessed.

Following the assessment of 𝑃𝐵 , the propulsion electric power 𝑃𝑝𝑟𝑜𝑝
rovided by the ship’s main switchboards is given by:

𝑝𝑟𝑜𝑝 =
𝑛𝑆𝑃𝐵

𝜂𝑃𝐸𝑀

(

𝑃𝐵
𝑃𝑚𝑎𝑥𝐵

)

𝜂𝑡𝑐

(31)

here 𝜂𝑃𝐸𝑀 (𝑃𝐵∕𝑃𝑚𝑎𝑥𝐵 ) is the PEM efficiency expressed as a function of
ts load, and 𝜂𝑡𝑐 is the efficiency of electric transformers and converters.
inally, the electric power demand to the onboard power plant 𝑃𝑒𝑙 is
alculated as:
𝑃𝑛𝑜𝑎𝑢𝑥 = 𝑃𝑝𝑟𝑜𝑝 + 𝑃𝑐ℎ(𝑇𝑎) + 𝑃𝑓𝑤 + 𝑃𝑠𝑐𝑟𝑢𝑏 + 𝑃𝑐𝑜𝑛𝑠𝑡
𝑃𝑒𝑙 =

𝑃𝑛𝑜𝑎𝑢𝑥+𝑃𝑎𝑢𝑥(𝑃𝑛𝑜𝑎𝑢𝑥)
𝜂𝑠𝑤

(32)

where 𝜂𝑠𝑤 represents the efficiency of switchboards and the distribution
system.

3.4.2. Standard power management system
On a cruise ship, as with all diesel–electric vessels, electric power

is supplied by multiple diesel generators. The number and load of
active generators are regulated by the PMS or manually adjusted by
engineer officers (Vasilikis et al., 2022). Current PMSs typically employ
straightforward rules based on the load 𝑙𝑔 of the generators, defined
as:

𝑙𝑔𝑖 =
𝑃𝑒𝑙𝑖

𝜂𝐺𝑃𝑚𝑎𝑥𝑖
(33)

here 𝑃𝑒𝑙𝑖 is the actual electric power produced by the generator, 𝑃𝑚𝑎𝑥𝑖
s the engine’s maximum continuous rating, and 𝜂𝐺 is the generator
fficiency. The basic rules of a standard Power Management System
PMS) can be summarized as follows:

• All active diesel generators operate with an equal load 𝑙𝑔 .
• If 𝑙𝑔 exceeds an upper threshold (typically 0.85) for a specified

time interval, an additional generator is automatically activated.
• If 𝑙𝑔 falls below a lower threshold (typically 0.20) for a specified

time interval, a generator is automatically deactivated.

n practice, generators often come in two different sizes, forming a
ather–son configuration, which complicates the PMS rules. Moreover,
ome ships may have generators using different types of fuel. For
nstance, if only certain generators are equipped with an exhaust gas
10
ystem including scrubbers, they can use HSFO, while others are com-
elled to use more expensive fuels like VLSFO or MGO. Consequently,
dditional rules or manual interventions might be implemented to
referentially use generators fuelled with HSFO.

In the simulation process, these rules are represented through a
apping procedure that determines the fuel consumption 𝑓𝑐𝑗 in t/h

or each 𝑗th type of fuel as a function of the power 𝑃𝑒𝑙 required by the
ower plant, as given by Eq. (32). Especially in the case of a father–
on power plant, there can be multiple viable configurations of active
ngines. A configuration is deemed viable if the sum of the electric
ower of all 𝑛𝑎 active generators equals 𝑃𝑒𝑙, and the global load 𝑙𝑔 falls
ithin the lower and upper thresholds. The global load of the power
lant is defined as:

𝑔 = 𝑙𝑔1 = ⋯ = 𝑙𝑔𝑛𝑎 =
𝑃𝑒𝑙
𝑃𝐺

(34)

where 𝑃𝐺 is the maximum electric power provided by diesel generators
and defined as:

𝑃𝐺 = 𝜂𝐺
𝑛𝑎
∑

𝑖
𝑃𝑚𝑎𝑥𝑖 (35)

or the 𝑘th configuration, the fuel consumption in t/h of the 𝑗th type
f fuel can be evaluated as:

𝑐𝑗𝑘 =
𝑛𝑗𝑘
∑

𝑖
𝑑𝑗𝑆𝐹𝑂𝐶𝑖𝑗 (𝑙𝑔𝑖 )𝑃

𝑚𝑎𝑥
𝑖 𝑙𝑔𝑖 ⋅ 10

−6 (36)

here 𝑛𝑗𝑘 denotes the number of active generators utilizing the 𝑗th
uel, 𝑑𝑗 represents a coefficient accounting for depuration/filtering
llowance (assumed to be 1.015 for HSFO and VLSFO, and 1 for MGO),
nd 𝑆𝐹𝑂𝐶𝑖𝑗 (𝑙𝑔𝑖 ) represents the specific fuel consumption in g/kWh of
he 𝑖th engine at load 𝑙𝑔𝑖 . Considering all the viable configurations of
he power plant, the fuel consumption map is given by:

𝑐(𝑃𝑒𝑙) = min
𝑘

𝑛𝑓
∑

𝑗
𝑓𝑐𝑗𝑘 (37)

here 𝑛𝑓 is the number of fuel types used. This means that, among the
iable configurations, the one minimizing the overall fuel consumption
s chosen.

.4.3. Optimized power management system
An optimized PMS is capable of further reducing fuel consumption

nd emissions compared to standard ones (Kanellos, 2014). To model
n optimized PMS, a specific map 𝑓𝑐𝑜(𝑃𝑒𝑙) needs to be developed. The
dopted methodology is the same as the standard one (according to
q. (36),(37)), except for the assessment of the fuel consumption of
ach viable configuration.

For a given 𝑘th viable configuration and a required power 𝑃𝑒𝑙,
he fuel consumption is determined by solving an optimization prob-
em, where the loads of active generators are chosen individually to
eet 𝑃𝑒𝑙 at the minimum emissions cost. This optimization problem is

ormulated as:

find 𝐱
minimize 𝑓 (𝐱)

subject to
⎧

⎪

⎨

⎪

⎩

𝐡(𝐱) = 0

𝐠𝑚𝑎𝑥(𝐱) ≤ 0

𝐠𝑚𝑖𝑛(𝐱) ≤ 0

(38)

here the variables are the loads of each generator:

= (𝑙𝑔1 ,… , 𝑙𝑔𝑛𝑎 ) (39)

he objective function is defined as:

(𝐱) =
𝑛𝑓
∑

𝑛𝑗
∑

𝐸𝐹𝑗𝑆𝐹𝑂𝐶𝑖𝑗 (𝑥𝑖)𝑃𝑚𝑎𝑥𝑖 𝑥𝑖 (40)

𝑗 𝑖
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Table 3
Assumed Tank-to-Wake emission factors for internal
combustion engines (IMO, 2023a).

Fuel type 𝐸𝐹

(gCO2e/gFuel)
HSFO 3.114
VLSFO 3.114
MGO 3.206

where 𝐸𝐹𝑗 represents the emission factor for the 𝑗th type of fuel used.
To ensure that the 𝑛𝑘 active engines generate the required power, the
equality constraints are defined as:

𝐡(𝐱) = 𝑃𝑒𝑙 −
𝑛𝑘
∑

𝑖
𝑃𝑚𝑎𝑥𝑖 𝑥𝑖 (41)

To maintain all engines within an acceptable load range [𝑙min, 𝑙max], the
inequality constraints are defined as:

𝐠𝑚𝑎𝑥(𝐱) = 𝐈 × 𝐱 − 𝑙𝑚𝑎𝑥
𝐠𝑚𝑖𝑛(𝐱) = −𝐈 × 𝐱 + 𝑙𝑚𝑖𝑛

(42)

where 𝐈 is the identity matrix.
To solve the optimization problem, the interior-point algorithm is

employed (Byrd et al., 1999, 2000; Waltz et al., 2006; Nocedal et al.,
2014). The initial condition is assumed to have an equal distribution of
load, as in Eq. (34).

𝐱0 = (𝑙𝑔 ,… , 𝑙𝑔) (43)

3.4.4. Statutory emission factors and indicators
Given the fuel consumption for each fuel type utilized in the stan-

dard or optimal configuration, the corresponding emissions of equiva-
lent tons of CO2 for the analysed subleg are determined as:

𝐶𝑂2𝑒𝑙 =
𝑛𝑓
∑

𝑗
𝐸𝐹𝑗𝑓𝑐𝑗

𝑑𝑙
𝑉𝑙

(44)

where 𝑑𝑙 is the distance covered by the ship in the subleg and 𝑉𝑙 its
speed, both related to true route.

Thus, the total emissions (𝐶𝑂2𝑒) can be calculated by summing the
contributions from all sublegs of the itinerary. The emission factors
used are sourced from IMO (2023a) and are detailed in Table 3. In
the present work, Tank-to-Wake emissions have been considered solely
in accordance with currently enforced guidelines for operational index
assessment (IMO, 2022, 2018).

The emissions can be utilized to calculate the statutory indicators for
the ship’s environmental performance over the entire itinerary. In this
context, the Carbon Intensity indicator (𝐶𝐼𝐼) is employed, although its
efficacy has recently been questioned, and alternative formulations for
cruise ships have been suggested (Braidotti et al., 2023). According to
the currently applicable regulations (IMO, 2021b), the attained 𝐶𝐼𝐼 for
a cruise vessel, concerning a specific itinerary, can be defined as:

𝐶𝐼𝐼 =
𝐶𝑂2𝑒
𝐺𝑇 ⋅ 𝑑

(45)

where 𝐺𝑇 represents the gross tonnage of the ship, and 𝑑 denotes the
total distance covered in the itinerary (the sum of all 𝑑𝑙). The attained
value is to be compared to a required value, which declines over the
years according to IMO (2021a). Finally, based on its attained value
and the corresponding year, the ship is assigned a grade ranging from
A (best emissions ranking) to E (worst emissions ranking) as per (IMO,
2021c).

In this analysis, other mandatory indicators not strictly tied to oper-
ational conditions, such as EEXI, are omitted as they are not contingent
on the actual emissions (𝐶𝑂 𝑒).
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Table 4
Main particulars of Test Ship.

Dimension ID Value Unit

Length between perpendicular 𝐿𝐵𝑃 290 m
Length overall 𝐿𝑂𝐴 323 m
Design beam 𝐵 41 m
Design draft 𝑇 8.55 m
Gross Tonnage 𝐺T 153 000 GT
Number of propellers 2
Propeller diameter 𝐷 6.1 m
Number of blades 𝑍 6
Pitch-Diameter Ratio 𝑃∕𝐷 1.073
Expanded Area Ratio 𝐴𝐸∕𝐴0 0.782
Number of Generators 4
Installed power 𝑃𝑡𝑜𝑡 62 400 kW
Propulsion Electric Motors Power 𝑃𝑃𝐸𝑀 2 × 21000 kW
Evaporator nominal production rate 2 × 30 t/h
Reverse osmosis nominal production rate 2 × 30 t/h
Maximum Passengers number 5179
Maximum Crew members number 1532
HSFO tanks capacity 1960 m3

VLSFO tanks capacity 1540 m3

MGO tanks capacity 1216 m3

FW tanks capacity 4341 m3

Fig. 5. 𝑃𝐸𝑀 efficiency as a function of 𝑃𝐸𝑀 load.

4. Test ship

An existing ship from a prominent cruise company has been chosen
as a test case, with its main particulars reported in Table 4.

4.1. Propulsion system

The propulsion system of the test ship is diesel–electric. The propul-
sion of the ship is assured by 2 Propulsion Electric Motors (PEM) having
a maximum power of 21 MW each and efficiency as a function of the
engine load according to Fig. 5. The conventional shaft line connecting
the PEM and the propeller has an efficiency 𝜂𝑠 of 0.970. The calm
water resistance is provided in Fig. 6, whereas the propeller open water
diagram is given in Fig. 7.

4.2. Electric generation and distribution system

The onboard power plant comprises four diesel generators arranged
in a father–son configuration, as outlined in Table 5. The generators
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Table 5
Characteristics of the test ship’s electric generators (Wärtsilä, 2024).

ID Model Type Fuel Location Scrubber 𝑃 𝑚𝑖𝑛 𝑃 𝑚𝑎𝑥 𝜂𝐺
(kW) (kW) (–)

1 Wärtsilä 12V46F Diesel Genset MGO/HSFO/VLSFO Fore Engine Room Yes 2880 14400 0.97
2 Wärtsilä 12V46F Diesel Genset MGO/HSFO/VLSFO Aft Engine Room No 2880 14400 0.97
3 Wärtsilä 16V46F Diesel Genset MGO/HSFO/VLSFO Fore Engine Room Yes 3360 16800 0.97
4 Wärtsilä 16V46F Diesel Genset MGO/HSFO/VLSFO Aft Engine Room No 3360 16800 0.97
Fig. 6. Test ship’s calm water resistance.

Fig. 7. Open water propeller diagram without fouling.

have the 𝑆𝐹𝑂𝐶 characteristics as depicted in Fig. 8, considering ISO
conditions (ISO Ships, 2015). Notably, the two generators located in
the fore engine room, specifically one father and one son unit, are
equipped with scrubbers. Thus, under normal conditions, HSFO is used
as fuel due to its lower cost, while scrubbers can remove Sulphur
oxides (SO ). If the engines are equipped with scrubbers, HSFO can
12

𝑥

Fig. 8. 𝑆𝐹𝑂𝐶𝐼𝑆𝑂 as a function of engine load.

be used for navigation within a Sulphur Emission Control Area and in
ports as well, except for French ports where MGO must be used due
to national regulations. In contrast, the two generators situated in the
aft engine room are required to utilize VLSFO or MGO to comply with
environmental regulations regarding SO𝑥 emissions. MGO is typically
used at berth, during manoeuvres, within the first 3 nm before arrival
at port, and after departure. Regarding the electric distribution system,
the switchboard efficiency (𝜂𝑠𝑏) is 0.999, while the efficiency of the
propulsion transformers and converters (𝜂𝑡𝑐) is 0.975.

4.3. FW production, auxiliaries and chillers power demand

The ship is equipped with 2 reverse osmosis machines having a
nominal production rate of 30 t/h and 2 evaporators having a nominal
production of 30 t/h. Hence the maximum nominal production rate of
the ship 𝑝𝑚𝑎𝑥𝐹𝑊 is equal to 120 t/h. The actual production of evaporators
as a function of power plant load is given in Fig. 9. Fig. 10 provides
the electric power demand related to auxiliaries. The installed auxiliary
power 𝑃𝑚𝑎𝑥𝑎𝑢𝑥 is equal to 4037.2 kW. Fig. 11 provides the electric power
demand from chillers as a function of external temperature. The chiller
installed power 𝑃𝑚𝑎𝑥𝑐ℎ is equal to 5037.1 kW. Finally, the constant power
𝑃𝑐𝑜𝑛𝑠𝑡 for the test ship is equal to 5016.5 kW.

5. Test itineraries set-up

In this section, the test itineraries are presented as along with the
environmental data sources and the fouling modelling assumptions.
They are all derived from an existing itinerary, which is used to validate
the deterministic simulation model with experimental data from past
voyages. All the itineraries are then used to simulate the itinerary
planning considering environmental data statistics to demonstrate the
potential of proposed technique.
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Fig. 9. Evaporators FW production on nominal FW production as a function of power
plant load.

Fig. 10. Auxiliaries electric power demand as a function of the reminder of electric
power demand.

5.1. Itineraries

In this study, five one-week cruise itineraries are simulated and
compared. These itineraries are derived from a typical West-
Mediterranean itinerary (see Fig. 12) with ports of call in Genoa (GOA),
Civitavecchia (CVV), Palermo (PMO), Ibiza (IBZ), Valencia (VLC),
Marseille (MRS), and concluding with a return to Genoa (GOA). The
detailed itinerary is provided in Appendix B.

The following itineraries have been considered, with the symbol ∗
denoting reversed itineraries:

• Itinerary I:
13
Fig. 11. Chillers electric power demand as a function of air temperature.

Fig. 12. Original West-Med existing itinerary.

– Sequence: Original (GOA – CVV – PMO – IBZ – VLC – MRS
- GOA)

– Evaporators: active during navigation (production as per
Fig. 9)

– Reverse osmosis: active during navigation (constant produc-
tion of 48 m3/h)

– PMS configuration: standard

• Itinerary II*:

– Sequence: Reverse (GOA – MRS – VLC – IBZ – PMO – CVV
– GOA)

– Evaporators: active during navigation (production as per
Fig. 9)

– Reverse osmosis: active during navigation (constant produc-
tion of 48 m3/h)

– PMS configuration: standard

• Itinerary III:

– Sequence: Original (GOA – CVV – PMO – IBZ – VLC – MRS
- GOA)

– Evaporators: switched off
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– Reverse osmosis: switched off
– PMS configuration: standard

• Itinerary IV*:

– Sequence: Reverse (GOA – MRS – VLC – IBZ – PMO – CVV
– GOA)

– Evaporators: switched off
– Reverse osmosis: switched off
– PMS configuration: standard

• Itinerary IV∗
𝑂𝑝𝑡𝑖:

– Sequence: Reverse (GOA – MRS – VLC – IBZ – PMO – CVV
– GOA)

– Evaporators: switched off
– Reverse osmosis: switched off
– PMS configuration: optimized

5.2. Environmental conditions in west-med

Statistics on wave direction, significant wave height and zero-
crossing periods were extracted from Hogben et al. (1986) during
the summer months (June to August) in the Western Mediterranean
Sea (Area 26). Based on these data, wind conditions are defined
according to Fig. 2. Monthly average currents were extracted from
North Atlantic pilot charts, which cover the Mediterranean Sea, for the
respective month under analysis (NGIA, 2024). The monthly 𝑝𝑑𝑓 for air
temperature was established based on a decade of statistical data from
a meteorological station located at Cape Caccia, Sardinia (TuTiempo,
2024). The station is centrally located within the considered area,
hence it is considered representative of the area with a similar spacial
resolution of wave data. Besides, while it may not provide precise
data for every specific location, it is noteworthy that air temperature
primarily influences the power demand of chillers, which is assessed
using a simplified model derived from electric balance data. Therefore,
for this initial work aimed at demonstrating the technique’s potential,
the selected air temperature data has been deemed sufficient.

5.3. Fouling condition

The ship used in simulations was inactive for approximately 6
months due to the COVID-19 pandemic. It underwent its first dry-
dock at the end of June 2022, four years after its launching, without
any propeller or hull cleaning during this period. This atypical service
history resulted in severe fouling conditions, which have been modelled
based on the following assumptions:

• Time since launching: 4 years
• Time spent at berth: 200 days/year (accounting for the COVID-19

inactivity)
• Effective life of antifouling paint: 1 year
• Bio-fouling coefficient severe (Kresic and Haskell, 1983):

1,052 μm/day
• Initial hull roughness: 100 μm
• Initial propeller roughness: 20 μm

After dry-dock, the duration of time spent at berth was reduced
to 120 days per year, aligning with the typical operational schedule
of the ship without prolonged stops. Furthermore, adjustments were
made to account for the actual duration since dry-dock, incorporating
corrections for hull and propeller fouling. The simulations of the test
itineraries were conducted in July 2024, considering hull cleaning
performed on June 6, 2023, and propeller polishing undertaken on
June 22, 2023.

6. Results

This section presents the outcomes of the study. First, maps for
the onboard PMS are shown in both standard and optimized ver-
14
Fig. 13. Onboard power plant SFOC as a function of total required mechanical power
in Standard PMS configuration.

sions. Subsequently, the model is validated using real data obtained
before and after a dry-dock. Finally, the simulation results for the five
aforementioned itineraries are presented.

6.1. PMS maps

Firstly, the resulting PMS maps are provided, as they are utilized
in both the deterministic validation and probabilistic simulation pro-
cesses. Figs. 13 and 14 present the SFOC maps in HSFO/VLSFO and
MGO modes for standard and optimized PMS, respectively. For each
value of mechanical power required from thermal engines, the cor-
responding SFOC of the power plant has been computed, taking into
account all active thermal engines. Figs. 15 and 16 highlight the load
of each thermal engine in standard and optimized PMS configurations,
respectively. It is worth noting that, in the standard configuration, the
lower and upper load limits has been set to 20% and 85%, respectively,
following the configuration of a real ship’s PMS. In the optimized
configuration, the upper limit has been slightly increased to 88% to
ensure that the engines can operate to their maximum efficiency point.

At low power plant loads, only one son engine is used, and the
SFOC follows the trend shown in Fig. 8. As power demand increases
above 88% of the maximum continuous rating, a switch to a different
configuration of the power plant (set of active engines) is required. In
the standard PMS, when the power demand calls for a switch, all the
generators operate at low load. Conversely, the optimization process
calls for only one son generator working off-design at low loads, while
keeping all the other active generators at a relatively high load. Among
them, if the other son generator is active, it works very close to the
optimal load, while any other active father generator operates at a
slightly lower load (about 75%). As the power demand increases, the
load is mostly increased on the son engine working off-design only until
it reaches the optimal load (the same as the other son engine, if active).
This configuration has the effect of cutting down the peaks on the SFOC
diagram that correspond to all generators working at low load in the
standard configuration. Hence, using the optimized PMS, the overall
power plant SFOC is kept well below 185 g/kWh instead of reaching
values up to 195 g/kWh, as observed with the standard PMS.
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Fig. 14. Onboard power plant SFOC as a function of total required mechanical power
in Optimized PMS configuration.

Fig. 15. Load of generators as a function of total required mechanical power in
standard PMS configuration.

6.2. Validation

To validate the simulation physical model, data from the voyage
reports of the test ship were compared with individual deterministic
simulations on the original itinerary (It. I). Three one-week cruises were
considered, simulating one per month from June to August 2022, to
represent both pre- and post-dry-dock conditions. The effective wave
height, zero-crossing period and direction, sea surface temperature,
salinity, air temperature, air density, wind speed and direction assumed
in simulations are the actual values for the considered period taken
from the EU Copernicus database (Copernicus Marine Service, 2024).
Average currents were considered according to the pilot chart (June)
without Gaussian noise. Figs. 17, 18, 19 provide the assumed speed
15
Fig. 16. Load of generators as a function of total required mechanical power in
optimized PMS configuration.

profile of the ship along the validation itinerary (It. I). Additionally, to
capture the combined effect of environmental factors, the speed profile
of the longitudinal component of current relative speed 𝑢𝑟𝑐 and angle 𝛼′
have been included in the same figure. Figs. 20, 21, and 22 provide the
comparison between simulated and actual electric energy demand for
propulsion (𝐸𝑝𝑟𝑜𝑝) and other users (𝐸𝑜𝑡ℎ𝑒𝑟𝑠), obtained from simulation
by integrating over time 𝑃𝑝𝑟𝑜𝑝 and 𝑃𝑜𝑡ℎ𝑒𝑟, respectively, as defined in
Section 3.1.3. Figs. 23, 24, and 25 depict the comparison between the
simulated tank contents and the actual values recorded at port arrival
and departure. It is noteworthy that in July, VLSFO was bunkered in
Civitavecchia, and in August, MGO was bunkered in Valencia, resulting
in a significant increase in fuel quantity between arrival and departure.
This has been simulated by disabling the automatic bunkering proce-
dure and manually adding the actual bunkered amount of fuel based
on the voyage report upon ship departure.

Concerning propulsion energy, there is a very good match between
experimental and simulated data, with a maximum error lower than
2.9%. Additionally, the energy consumption of other loads is also in
good agreement, although the value is somewhat underestimated in
June and August by simulation, up to 3.5%. These results ensure that
the ship’s propulsion and chiller power demand are modelled with
sufficient accuracy for the purpose of this study.

The simulated fuel consumption aligns well with actual data, with
the maximum error observed on VLSFO in August, where the tank
filling is overestimated by about 63 t at the end of the itinerary.
Although no significant issues related to engine failure or maintenance
were reported, the discrepancy in the types of fuel consumed may be
attributed to the choices made by the engineering officers in selecting
active generators, which might differ from the PMS map. Indeed, when
comparing the overall fuel tanks’ filling, errors are always below 3%.
These results confirm the good accuracy in modelling the onboard
standard PMS map, which was employed during validation.

Finally, the filling factors for FW have been qualitatively repro-
duced. However, since data on onboard passengers were lacking, an ac-
curate estimation of the consumption was challenging, leading to errors
of up to −5.8%. Nevertheless, errors regarding overall produced fresh
water are −1.9%, 5.2%, −5.3% in June, July, and August, respectively,
confirming the sufficient accuracy in modelling evaporators.
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Fig. 17. Assumed speed profile 𝑉𝑙 compared with 𝑢𝑟𝑐 and angle 𝛼′ of the ship in validation itinerary (It. I) in June.

Fig. 18. Assumed speed profile 𝑉𝑙 compared with 𝑢𝑟𝑐 and angle 𝛼′ of the ship in validation itinerary (It. I) in July.

Fig. 19. Assumed speed profile 𝑉𝑙 compared with 𝑢𝑟𝑐 and angle 𝛼′ of the ship in validation itinerary (It. I) in August.
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Fig. 20. Simulated (sim) and actual (exp) energy demand in June.

Fig. 21. Simulated (sim) and actual (exp) energy demand in July.

Fig. 22. Simulated (sim) and actual (exp) energy demand in August.
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Fig. 23. Simulated (sim) and actual (exp) fuel and FW tanks content in June.

Fig. 24. Simulated (sim) and actual (exp) fuel and FW tanks content in July.

Fig. 25. Simulated (sim) and actual (exp) fuel and FW tanks content in August.
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Fig. 26. Median of the main simulated quantities as a function of the number of deterministic scenarios.
In conclusion, the authors consider the validation of the physical
simulation model satisfactory; the model is capable of reproducing,
with good accuracy, the behaviour of the ship’s propulsion system and
main machinery on the test itinerary.

6.3. Sensitivity to the number of scenarios

To ensure the accuracy of the probabilistic results, a sensitivity
analysis has been conducted. This involved varying the number of
generated deterministic scenarios used to assess the median of the
most relevant studied quantities in the original itinerary (It. I). The
results are presented in Fig. 26. It is noteworthy that the results
exhibit good convergence above 3000 scenarios in comparison with
the results obtained employing 10000 scenarios. At this point, the
maximum deviation observed is approximately 0.15% on VLSFO overall
consumption. Consequently, in the following, all the test itineraries
have been assessed using 3000 deterministic simulations.

6.4. Simulations results

In the following, the results of simulations are provided encompass-
ing 3000 deterministic scenarios for each of the 5 test itineraries in July
2024. The results include probability distributions and key statistical
measures such as mean (𝜇), median (𝑄2), and 3rd quartile (𝑄3) for all
pertinent quantities. Data are provided highlighting the absolute and
percentual difference regarding the original itinerary (It. I), denoted
respectively with 𝛥 and 𝑒.

Fig. 27 and Table 6 show the outcomes related to MGO consump-
tion. All distributions are nearly symmetric with comparable standard
deviations. MGO is utilized by the aft engines in port (at berth and dur-
ing manoeuvring) and within the last/first 3 nm before-arrival/after-
departure. Therefore, freshwater production has minimal impact as it
is always deactivated in port (where most MGO consumption occurs).
19
Fig. 27. Probability density functions of MGO consumption in the considered
itineraries.

Reversing the itinerary also has a minor effect (approximately 0.5 t per
cycle), so the most significant reduction in MGO consumption can be
achieved through PMS optimization (approximately 8.5 t per cycle).

Fig. 28 and Table 7 show the outcomes related to HSFO consump-
tion. The distributions are multimodal with relatively short tails. Since
HSFO is consistently used by the fore engines equipped with scrub-
bers, both freshwater production and a reversed schedule contribute
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Table 6
MGO consumption for the considered itineraries.

It 𝜇 𝑄2 𝑄3 𝛥𝜇 𝛥𝑄2
𝛥𝑄3

𝑒𝜇 𝑒𝑄2
𝑒𝑄3

(t) (t) (t) (t) (t) (t) (%) (%) (%)

I 62.9 62.8 63.4 – – – – – –
II∗ 62.3 62.3 62.9 −0.5 −0.5 −0.5 −0.8 −0.8 −0.8
III 62.8 62.8 63.3 −0.1 −0.1 −0.1 −0.1 −0.1 −0.1
IV∗ 62.2 62.2 62.8 −0.6 −0.6 −0.6 −1.0 −1.0 −1.0
IV∗

𝑂𝑝𝑡𝑖 54.6 54.6 55.1 −8.3 −8.3 −8.3 −13.2 −13.1 −13.0

Fig. 28. Probability density functions of HSFO consumption in the considered
itineraries.

Table 7
HSFO consumption for the considered itineraries.

It 𝜇 𝑄2 𝑄3 𝛥𝜇 𝛥𝑄2
𝛥𝑄3

𝑒𝜇 𝑒𝑄2
𝑒𝑄3

(t) (t) (t) (t) (t) (t) (%) (%) (%)

I 582.1 581.7 588.6 – – – – – –
II∗ 560.0 562.6 571.1 −22.1 −19.2 −17.6 −3.8 −3.3 −3.0
III 570.9 570.3 579.2 −11.1 −11.5 −9.4 −1.9 −2.0 −1.6
IV∗ 538.4 539.6 559.1 −43.7 −42.2 −29.6 −7.5 −7.3 −5.0
IV∗

𝑂𝑝𝑡𝑖 551.7 549.1 574.8 −30.4 −32.6 −13.9 −5.2 −5.6 −2.4

to reducing average fuel consumption. The itinerary reversal has the
greatest impact (approximately 25 t per cycle). The PMS optimization
process generally results in higher power demand from the fore engines
(see loads of engines 1 and 3 in Figs. 15 and 16), thus, the average
HSFO consumption in Itinerary IV∗

𝑂𝑝𝑡𝑖 is about 13 t higher than in
Itinerary IV∗. However, this increase is largely offset by the reduced
consumption of MGO and VLSFO in the optimized configuration, as
discussed later on.

Fig. 29 and Table 8 show the outcomes related to VLSFO consump-
tion. These distributions exhibit strong asymmetry with a longer right
tail. Similar to HSFO, itinerary reversal has a more pronounced impact
on reducing VLSFO consumption compared to turning off freshwater
production. In contrast to HSFO but similar to MGO, the PMS optimiza-
tion process results in reduced power demand from aft engines (which
predominantly use VLSFO during navigation), achieving a reduction
of approximately 33 t per cycle when comparing Itinerary IV∗ and
Itinerary IV∗

𝑂𝑝𝑡𝑖.
The aggregated fuel consumption is provided in Fig. 30 and Table 9,

and overall emissions are provided in Fig. 31 and Table 10. These dis-
tributions are largely unimodal and asymmetric with a longer right tail.
All modifications tested on the original itinerary have a positive impact
20
Fig. 29. Probability density functions of VLSFO consumption in the considered
itineraries.

Fig. 30. Probability density functions of total fuel consumption in the considered
itineraries.

Table 8
VLSFO fuel consumption for the considered itineraries.

It 𝜇 𝑄2 𝑄3 𝛥𝜇 𝛥𝑄2
𝛥𝑄3

𝑒𝜇 𝑒𝑄2
𝑒𝑄3

(t) (t) (t) (t) (t) (t) (%) (%) (%)

I 250.4 243.9 252.7 – – – – – –
II∗ 232.5 230.2 238.7 −17.9 −13.7 −14.0 −7.1 −5.6 −5.5
III 246.6 241.5 248.2 −3.8 −2.4 −4.5 −1.5 −1.0 −1.8
IV∗ 233.7 232.0 242.5 −16.6 −11.9 −10.2 −6.6 −4.9 −4.0
IV∗

𝑂𝑝𝑡𝑖 200.9 201.1 218.6 −49.5 −42.8 −34.1 −19.8 −17.5 −13.5

on reducing fuel consumption and emissions. Specifically, comparing
the original itinerary with the optimized one, average Tank-to-Wake
emissions can be reduced by approximately 10%. This improvement
also positively affects the CII, as depicted in Fig. 32, which illustrates
the probability of the ship being classified according to the CII in
the studied itineraries. These results are derived by applying the CII
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Fig. 31. Probability density functions of equivalent CO2 emissions in the considered
itineraries.

thresholds for the year 2024 to the emissions associated with each
deterministic scenario to determine the corresponding CII class. Sub-
sequently, the percentages shown in the pie charts across all studied
itineraries are computed based on all scenarios.

7. Discussion

The validation process underscores the significant impact of fouling
on cruise ships, as evidenced by variations in fuel consumption. In
June (Fig. 23), prior to the dry-dock, the ship consumed approximately
1100 t of fuel. However, after the dry-dock in July (Fig. 24) and
August (Fig. 25), with a clean hull and propeller, the fuel consump-
tion noticeably decreased to about 800 t. This substantial variation
is primarily attributed to the extended stop during the COVID-19
pandemic. Nonetheless, the fouling effect on cruise ships raises critical
considerations, especially regarding economic implications: during a
dry-dock, the ship incurs additional costs without generating revenue.
Investigating propeller and hull polishing patterns between dry-docks
could offer valuable insights into mitigating fouling effects. However,
hull polishing alone does not prevent immediate biofouling accumula-
tion, making it less effective than a dry-dock over the long term. This
complex scenario necessitates a comprehensive analysis to optimize
dry-dock/polishing schedules, although this falls beyond the scope of
the present work. Such practices could contribute to more sustainable
and efficient ship operations.
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Table 9
Total fuel consumption for the considered itineraries.

It 𝜇 𝑄2 𝑄3 𝛥𝜇 𝛥𝑄2
𝛥𝑄3

𝑒𝜇 𝑒𝑄2
𝑒𝑄3

(t) (t) (t) (t) (t) (t) (%) (%) (%)

I 895.3 890.5 905.5 – – – – – –
II∗ 854.8 852.1 865.7 −40.5 −38.4 −39.8 −4.5 −4.3 −4.4
III 880.3 875.8 891.1 −15.0 −14.7 −14.4 −1.7 −1.7 −1.6
IV∗ 834.3 831.9 847.9 −60.9 −58.6 −57.7 −6.8 −6.6 −6.4
IV∗

𝑂𝑝𝑡𝑖 807.1 803.2 818.7 −88.2 −87.3 −86.9 −9.9 −9.8 −9.6

Table 10
Overall equivalent CO2 consumption for the considered itineraries.

It 𝜇 𝑄2 𝑄3 𝛥𝜇 𝛥𝑄2
𝛥𝑄3

𝑒𝜇 𝑒𝑄2
𝑒𝑄3

(t) (t) (t) (t) (t) (t) (%) (%) (%)

I 2794 2779 2826 – – – – – –
II∗ 2668 2659.2 2702 −126.2 −119.6 −124.1 −4.5 −4.3 −4.4
III 2747 2733 2781 −46.7 −45.8 −45.0 −1.7 −1.6 −1.6
IV∗ 2604 2596 2646 −189.8 −182.7 −179.6 −6.8 −6.6 −6.4
IV∗

𝑂𝑝𝑡𝑖 2518 2506 2554 −275.4 −272.6 −271.2 −9.9 −9.8 −9.6

Shifting focus to itinerary planning, the feasibility of the proposed
itinerary becomes a crucial consideration for operational planning at
a strategic level. An itinerary may face technical infeasibility if there
is a risk of the ship running out of fuel or FW during a leg or ex-
periencing delays due to adverse weather conditions. The proposed
methodology enables the evaluation of delay risk for each subleg
and, similarly, assesses the risk of fuel stocks falling below a safety
threshold upon arrival. This helps identify critical legs and sublegs,
facilitating a proactive identification of potential disruptions during
itinerary planning, and adjustments to the original itinerary to mitigate
their consequences. This kind of analysis serves as a foundational aspect
for future applications of the methodology in diverse cruise scenarios.
However, in the context of the test itineraries, no critical issues arose,
confirming the complete feasibility of both the original itinerary and
its variants.

Having established the feasibility of the itineraries, the analysis
now shifts to examining the impact of the changes made to the orig-
inal itinerary on emissions. Notably, the reversal of the itinerary in
Itineraries II* and IV* emerges as a strategic decision, resulting in
substantial fuel and emissions savings. As emerges from data in Tables 9
and 10, in July alone, a significant average reduction of approximately
41 t of fuel and 126 tCO2e can be achieved weekly. This notable
outcome is primarily attributed to leveraging ocean currents, which
predominantly favour the reversed itinerary.

The probability distributions of emissions (Fig. 31) exhibit non-
normality, demonstrating comparable variance and small positive skew-
ness. Consequently, the right tail of the distribution is longer than the
left one. This observation is particularly relevant for itinerary planning,
where the analysis of the right tail can help determine the risk of
exceeding specific values in emissions and/or fuel consumption. This
information is crucial for budgeting purposes, particularly in managing
Fig. 32. Probability of obtaining a 𝐶𝐼𝐼 rating in the studied itineraries.
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the risk associated with the advance purchase of CO2 allowances on
ETS, needed when the itinerary includes EU ports. This approach
ensures the avoidance of acquiring an unreasonably large amount of
allowances (i.e., immobilized capital) or too few (resulting in costly
sanctions).

In the reversed itinerary (Itinerary IV*), where FW production is
switched off, an additional 20 t of fuel and 70 tCO2e can be saved
due to the deactivation of reverse osmosis machines (as shown in
Tables 9 and 10). However, it should be noted that this decision
introduces additional costs as FW must be purchased at ports. On the
other hand, if the itinerary involves EU ports, the economic savings
are not limited to fuel costs. This leads to emissions reduction, limiting
the amount of CO2 allowances to be purchased on ETS. Therefore, to
make an informed decision about whether FW should be produced
onboard or purchased at ports, an economic trade-off is again nec-
essary. Nonetheless, the methodology demonstrates its capability to
differentiate and thoroughly analyse various alternatives, addressing
many uncertainties arising from environmental conditions. This un-
derscores its potential usefulness in enhancing cruise itineraries for
environmental sustainability and economic benefits as well.

Moreover, this study underscores the potential of PMS optimization
as a powerful tool for emissions control. This is exemplified by a
significant average reduction of 27 t of fuel and 85.6 tCO2e in Itinerary
IV∗

𝑂𝑝𝑡 compared to Itinerary IV*, utilizing the standard PMS configu-
ration (see Tables 9 and 10). This 3% reduction is solely attributed
to the appropriate PMS configuration and can be achieved with rel-
atively inexpensive and limited upgrades to software and hardware.
The methodology’s capability to pre-test and analyse specific machinery
configurations, such as running generators at optimal loads, presents a
promising opportunity for cruise operators to embrace more sustainable
practices.

Variations in emissions along the studied itineraries also influenced
the CII classification. As illustrated in Fig. 32, the original itinerary
exhibits poor CII performance: in two-thirds of the simulated scenarios,
the ship is classified as E, while the remainder falls into class D.
According to IMO regulations, a vessel assigned a D rating for three
consecutive years or an E rating for a single year must submit a
corrective action plan, outlining steps to achieve the required index of
C or higher. In this context, the proposed methodology can be instru-
mental in supporting activities aimed at enhancing the environmental
performance of the ship. For instance, the reversal of the itinerary and
PMS optimization jointly result in a 59% probability of classifying the
ship as class C, without modifying the ship’s speed or the duration
of port stays. It is noteworthy that for cruise vessels, which often
have significant fuel consumption at berth, improving CII performance
might involve reducing port stays (potentially diminishing the appeal of
cruises) or increasing ship speed to cover longer distances (resulting in
higher CO2 emissions). None of these potentially questionable practices
were considered in this study to improve the CII class.

A more in-depth analysis explores the probability density functions
(𝑝𝑑𝑓 s) for individual fuel types . In contrast to the unimodal 𝑝𝑑𝑓
for overall fuel consumption (Figs. 30), 𝑝𝑑𝑓 s for two individual fuels
reveal multimodality (Figs. 28 and 29). This results from the different
sets of active generators required by variable power demands from
the power plant, coupled with the fact that forward generators can
use HSFO, while aft ones shall use VLSFO/MGO. The different con-
figurations of active generators also affect their motion hours. Indeed,
the motion hours of generators vary significantly depending on the
PMS configuration and engine type. In general, optimized PMS leads
to a reduction in the motion hours of aft generators (those without
scrubbers), as noted by the reduced consumption of MGO and VLSFO in
Itinerary IV∗

𝑂𝑝𝑡𝑖 (Figs. 27 and 29). Besides, they lead to slightly increased
motion hours of generators employing HSFO (Fig. 28). Possible extrac-
tion of motion hours 𝑝𝑑𝑓 s of the main machinery from simulations,
since the itinerary planning, could be useful for anticipating periodic
22

maintenance planning and refining the simulation model to account t
for it (e.g., considering the probability of having an engine down for
maintenance).

Decomposing the mean electric power demand, as shown in Fig. 33,
offers valuable insights into the substantial contribution of propulsion
during navigation. This share has increased in recent decades due to
the introduction of new, more efficient technologies such as chillers
with inverters and LED lighting. Nevertheless, auxiliaries and chillers
are confirmed as significant contributors to power demand, opening
avenues for targeted efficiency improvements. Reversing the itinerary,
mainly impacts propulsion and auxiliaries’ power demand, with a
reduction of about 2.26 MW and 0.175 MW, respectively. Auxiliaries’
power demand is evidently affected also by FW production.

Further decomposition of average emissions by phase (Table 11)
reveals that the majority stem from port stay and navigation. This
insight justifies the decision not to simulate the manoeuvring phase
with high accuracy during itinerary planning, given its modest impact.
However, this simplification might introduce potential systematic er-
rors, urging cruise operators to balance accuracy with computational
efficiency, which will increase if more complex simulation methods are
adopted while being driven by MC sampling. Currently, the proposed
methodology requires a computational time of about 180 min for 3000
simulations on a cluster equipped with an Intel(R) Xeon(R) Gold 5118
@2.30 GHz CPU, performing 48 parallel simulation processes. The
average time required for a single simulation performed by one of the
CPU’s cores is thus approximately 173 s, which is much faster than any
manoeuvring or numerical simulation codes.

8. Conclusions

The paper introduced a probabilistic methodology to address the
environmental challenges of modern itinerary planning faced by cruise
companies. It is based on a physical simulation model that aligns well
with full-scale experimental data, driven by MC sampling. The main
contributions to the field are twofold. First, it overcomes the techni-
cal limitations of the methods currently employed in cruise itinerary
planning to provide more realistic fuel consumption and emissions
forecasts. Second, it defines a simple, fast, and reliable simulation
model specialized for cruise ships, which was previously lacking in
the existing literature. The relevance and potential of the proposed
technique in reducing emissions have been proven on a real West-
Med itinerary, which has been simulated in multiple variants with the
following main outcomes:

• In July, environmental conditions (particularly currents) lead to
significant differences in fuel consumption between the original
and reversed itineraries of about 5% (130 tCO2e).

• Onboard FW production leads to higher CO2 emissions of about
2% (50 tCO2e).

• PMS optimization results in reduced average emissions of about
3.1% (86 tCO2e).

• Combining itinerary reversing, no FW production, and PMS op-
timization, about a 10% reduction in emissions can be achieved
(275 tCO2e).

• In the latter case, a C rating can likely be reached for the Carbon
Intensity Indicator (CII), instead of the E rating, which was the
most probable for the original itinerary.

Hence, the effectiveness of the proposed methodology in capturing
ifferences induced by these relevant aspects has been deemed satis-
actory to show the potential of probabilistic methods during itinerary
lanning.

Using multiple simulation scenarios randomly generated according
o the probability distribution of the main stochastic variables (envi-
onmental, related to persons onboard, etc.), the probability density
unction of key dependent variables (emissions, fuel consumption, FW
roduction/consumption, etc.) can be defined. From these distribu-

ions, average values can be extracted leading to a better forecast of the
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Fig. 33. Average values of electric power demand by category during navigation.
Table 11
Average values of fuel consumption by phase.
It Fuel At sea Canal Transit Manoeuvre Port stay Boiler Total

fc Dist. t fc Dist. t fc Dist. t fc t fc t fc fc
(t) (nm) (h) (t) (nm) (h) (t) (nm) (h) (t) (h) (t) (h) (t) (t)

I
HSFO 464 1687 104 11 28 8 5 5 1 102 47 0 0 582

895VLSFO 250 1657 102 0 0 0 0 0 0 0 0 0 0 250
MGO 7 36 2 14 37 9 6 6 2 13 6 23 168 63

II*
HSFO 442 1687 104 11 28 8 5 5 1 85 47 0 0 543

838VLSFO 232 1657 102 0 0 0 0 0 0 0 0 0 0 232
MGO 7 36 2 14 37 9 6 6 2 13 6 23 168 62

III
HSFO 453 1687 104 11 28 8 5 5 1 102 47 0 0 571

880VLSFO 247 1657 102 0 0 0 0 0 0 0 0 0 0 247
MGO 7 36 2 14 37 9 6 6 2 13 6 23 168 63

VI*
HSFO 420 1687 104 11 28 8 5 5 1 102 47 0 0 538

834VLSFO 234 1657 102 0 0 0 0 0 0 0 0 0 0 234
MGO 7 36 2 14 37 9 6 6 2 13 6 23 168 62

IV∗
𝑂𝑝𝑡𝑖

HSFO 428 1687 104 17 28 8 6 5 1 85 47 0 0 534
789VLSFO 201 1657 102 0 0 0 0 0 0 0 0 0 0 201

MGO 6 36 2 8 37 9 5 6 2 13 6 22 168 53
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erformance of a specific itinerary under evaluation. Moreover, values
elated to a predefined risk of exceedance can be also assessed. For
nstance, in the results, also the values of the third quartile are reported
or which the risk of exceedance is 25%. This can allow better risk
anagement when strategic decisions shall be made during itinerary
lanning.

The simulation process has proven to be relatively fast. In an ap-
lied context, not limited to research purposes, the computational time
s considered acceptable for comparing alternatives during itinerary
lanning. However, it is already too high to introduce time-domain
imulations or conduct itinerary optimization within a reasonable time-
rame. This presents an opportunity for future research to explore
dditional simplifications or further improvements, moving towards
ore ambitious goals, such as optimizing waypoints within an itinerary

r better predicting the electric power demand from chillers or other
uxiliaries.

From a pragmatic standpoint within the cruise company context, it
ill be advisable to embrace a more advanced approach to itinerary
lanning that considers both environmental and economic factors. In
his regard, further studies are recommended to analyse the economic
mpact of strategic choices made in itinerary planning. This includes
onsiderations related to main machinery operation, maintenance, FW
roduction/purchase policies, with a specific focus on itineraries calling
t EU ports, thus necessitating the acquisition of CO2 allowances on
TS. Besides, in accordance with IMO strategy, Well-to-Tank emissions
hould also be considered to integrate with the Tank-to-Wake emissions
hat can be assessed by the current simulation model.

Future work is also needed to improve the simulation model and
ata sources. First, an experimental campaign collecting time records
23

o

f the main ship parameters could be conducted to enhance the model’s
alidation, including a thorough analysis of each environmental aspect
nd related uncertainties. Regarding the datasets and their statistical
laboration, the employed sources and methods have been deemed
ufficient to demonstrate the potential of the proposed technique for
tinerary planning, but it should be noted that there is still significant
oom for improvement to increase the reliability of model predictions.
n particular, future work is required to integrate data from more
ecent and accurate databases (based on hindcast ocean models), to
istinguish between local waves and swell, to capture correlations
etween different environmental parameters, e.g., define more real-
stic wind–wave relationships, define connections between sea and
ir temperatures, and introduce air humidity. Additionally, the model
ight be improved to better capture the physics of the main ship

ystems: currently, only the most important one (i.e., the propulsion
ystem) has been modelled in detail, whereas for the other systems,
esign data owned by cruise companies have been used to facilitate
he model’s application in an operational environment. Nonetheless,
rediction accuracy might benefit from more detailed modelling of air
onditioning systems and the most important auxiliaries.
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Appendix A. Relative speed

To assess the environmental forces related to current and wind
acting on the ship, it is necessary to evaluate the relative speed and
its angle, which account for the course and speed of the ship. The ship
is moving at a speed 𝑉𝑙 along the true course identified by the angle 𝛼
from the North direction.

The heading of the ship (direction of the bow), defining the ship-
fixed reference system, is identified by the angle 𝜓 from the North
direction. The angle 𝛼′ between the heading and the course is then
defined as:

𝛼′ = 𝛼 − 𝜓 (46)

Considering a generic environmental parameter 𝑒 (current or wind)
ith a speed over the ground 𝑉𝑒 and a direction 𝜃 from the North, the
ngle between the ship’s heading and 𝑉𝑒 is:
′ = 𝜃 − 𝜓 (47)

Hence, the longitudinal and transversal components of the relative
peed in the ship-fixed reference system are given by:

𝑢𝑟𝑒 = 𝑉𝑙 cos 𝛼′ − 𝑉𝑒 cos 𝜃′

𝑣𝑟𝑒 = 𝑉𝑙 sin 𝛼′ − 𝑉𝑒 sin 𝜃′
(48)

and the relative speed 𝑉𝑟𝑒 and is angle from the heading 𝜃′𝑟 is, then,
given by:

𝑉𝑟𝑒 =
√

𝑢2𝑟𝑒 + 𝑣
2
𝑟𝑒

𝜃′𝑟 = −atan2(𝑣𝑟𝑒 , 𝑢𝑟𝑒 )
(49)

The negative sign of arctangent is determined according to the defini-
tions used in Blendermann (2014), Fossen (2011)

Appendix B. Itinerary detailed schedule

In Table 12, the detailed schedule of the original itinerary is pre-
sented. Specifically, it illustrates how the itinerary has been divided
into sublegs for both validation and simulation purposes.
24
Table 12
Detailed Schedule and discretization of original itinerary.

nSubLeg Type Leg 𝜓 length 𝛥t V𝑙
(deg) (nm) (h) (kn)

1 Port Stay GOA 0 0 0 0
2 Manoeuvring GOA 161 0.5 0.2 2.5

3 Transit GOA→CVV 161 2.5 1 2.5
4 Navigation GOA→CVV 161 3 0.2 15.7
5 Navigation GOA→CVV 161 91.4 5.8 15.7
6 Navigation GOA→CVV 117 102.6 6.5 15.7
7 Navigation GOA→CVV 117 3 0.2 15.7
8 Transit GOA→CVV 117 3.5 0.8 4.4

9 Manoeuvring CVV 117 0.5 0.1 4.4
10 Port Stay CVV 0 0 11.5 0
11 Manoeuvring CVV 182 0.5 0.1 10

12 Transit CVV→PLM 182 3.5 0.4 10
13 Navigation CVV→PLM 181 3 0.2 16.6
14 Navigation CVV→PLM 181 54.3 3.3 16.6
15 Navigation CVV→PLM 181 65.7 4 16.6
16 Navigation CVV→PLM 158 67.7 4.1 16.6
17 Navigation CVV→PLM 141 58.3 3.5 16.6
18 Navigation CVV→PLM 141 3 0.2 16.6
19 Transit CVV→PLM 141 3.5 0.8 4.4

20 Manoeuvring PLM 141 0.5 0.1 4.4
21 Port Stay PLM 0 0 9.2 0
22 Manoeuvring PLM 281 0.5 0.1 6

23 Transit PLM→IBZ 281 2.5 0.4 6
24 Navigation PLM→IBZ 281 3 0.2 15.5
25 Navigation PLM→IBZ 281 40.4 2.6 15.5
26 Navigation PLM→IBZ 273 133.8 8.6 15.5
27 Navigation PLM→IBZ 269 75.1 4.8 15.5
28 Navigation PLM→IBZ 272 100.9 6.5 15.5
29 Navigation PLM→IBZ 279 111 7.1 15.5
30 Navigation PLM→IBZ 281 102.8 6.6 15.5
31 Navigation PLM→IBZ 281 3 0.2 15.5
32 Transit PLM→IBZ 281 2.5 1.1 2.3
33 Manoeuvring IBZ 281 0.5 0.2 2.3
34 Port Stay IBZ 0 0 11.2 0
35 Manoeuvring IBZ 47 0.5 0.1 5
36 Transit IBZ→VLC 47 1.5 0.3 5

37 Navigation IBZ→VLC 47 3 0.2 15
38 Navigation IBZ→VLC 47 11.7 0.8 15
39 Navigation IBZ→VLC 280 96.3 6.4 15
40 Navigation IBZ→VLC 280 3 0.2 15
41 Transit IBZ→VLC 280 3.5 0.8 4.4

42 Manoeuvring VLC 280 0.5 0.1 4.4
43 Port Stay VLC 0 0 7.4 0
44 Manoeuvring VLC 54 0.5 0.1 4.3
45 Transit VLC→MRS 54 2.5 0.6 4.3

46 Navigation VLC→MRS 54 3 0.2 16.6
47 Navigation VLC→MRS 54 105.3 6.4 16.6
48 Navigation VLC→MRS 50 73.9 4.5 16.6
49 Navigation VLC→MRS 41 71.6 4.3 16.6
50 Navigation VLC→MRS 41 50 3 16.6
51 Navigation VLC→MRS 45 41.2 2.5 16.6
52 Navigation VLC→MRS 45 3 0.2 16.6
53 Transit VLC→MRS 45 4.5 1.2 3.8

54 Manoeuvring MRS 45 0.5 0.1 3.8
55 Port Stay MRS 0 0 5.9 0
56 Manoeuvring MRS 154 0.5 0.1 10
57 Transit MRS→GOA 154 4.5 0.5 10

58 Navigation MRS→GOA 154 3 0.2 19.4
59 Navigation MRS→GOA 154 28.7 1.5 19.4
60 Navigation MRS→GOA 68 78.2 4 19.4
61 Navigation MRS→GOA 44 96.1 5 19.4
62 Navigation MRS→GOA 44 3 0.2 19.4

63 Transit MRS→GOA 44 2.5 1.5 1.7
64 Manoeuvring GOA 44 0.5 0.3 1.7
65 Port Stay GOA 0 0 8 0
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