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“Ludwig Boltzmann, who spent much of his life studying statistical mechanics, died in 1906, by his
own hand. Paul Ehrenfest, carrying on the work, died similarly in 1933.
Now it is our turn to study statistical mechanics.”

- D. L. Goodstein, States of Matter (1985)
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Abstract
The aim of this PhD project was to set-up a computational procedure for accurate and eco-
nomic Electronic Circular Dichroism (ECD) calculations of complex systems, such as bio-
molecules or nanostructures. This goal was achieved combining classical molecular dynamics
(MD) simulations, essential dynamics (ED) analysis, and state-of-the-art time-dependent den-
sity functional theory (TDDFT) calculations. The procedure was tested on several classes of
systems, switching from small peptides in water to gold nanoclusters soluble in different sol-
vent environments. By means of this protocol, we were able to extract the most probable
conformers, explicitly include the solvent, and obtain a final statistically averaged ECD for
each system under investigation. In all the cases, a good qualitative agreement between the
experimental and calculated ECD spectra was obtained, thus confirming the reliability of the
procedure. It is worth noting that, for the first time, conformational effects and explicit water
molecules have been included in the ECD calculation of thiolate-protected gold nanoclusters.
The method was also used to investigate the direct role of the aqueous solvent on chiroptical
properties and vice versa, showing that the water itself can assume a chiral arrangement due to
the solute-solvent interactions. Moreover, the scheme was employed to study the correlation
between the conformational landscape in solution and the solid-state evolution of heterochi-
ral Phe-based dipeptides. Therefore, this affordable, yet accurate, scheme for the computation
of ECD spectra has shown its ability to reproduce different experimental situations, giving
insight into the chiroptical properties of complex systems.

Keywords: ECD spectra, molecular dynamics, essential dynamics, TDDFT
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Chapter 1

Introduction

The chiroptical properties of complex systems, such as biomolecules or nanoclusters, are
deeply investigated because of their current and potential applications which range from
medicine to optoelectronics. [1, 2] A powerful tool to study such properties is the Electronic
Circular Dichroism (ECD), that is defined as the differential absorption of the left- and right-
handed circularly polarized light (see Figure 1.1). Indeed, the high sensitivity of this spec-
troscopy allows to obtain information about the absolute configuration and the conforma-
tional preference of chiral compounds. [3] However, the experimental ECD spectra can be
difficult to interpret, thus requiring a theoretical support. At the same time, to compute ECD
spectra, one needs not only a good electronic scheme but also the inclusion of those aspects
which make it such a sensitive technique, i.e. conformational and solvent effects. [4, 5] The
combination of these aspects could result in an unaffordable computational procedure, hence
cost and accuracy must be properly balanced. Before going into the details of this project, an
overview on chirality and its role in biology and nanoscience is provided. The chapter will be
concluded by introducing the state-of-the-art of the computational procedures employed to
study chiroptical properties, with a focus on ECD.

FIGURE 1.1: Schematic representation of the differential absorption of the left-
and right-handed circularly polarized light.
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1.1 An overview on chirality

Chirality is defined as the geometrical property of an object which is non-superimposable
with its mirror image by any translation or rotation. [6] The two mirror images of a chiral
compound are known as enantiomers. This property can be observed at different scales going
from elementary particles up to macroscopic objects, even astronomical ones as shown in
Figure 1.2. [7] A classic example of enantiomeric pairs is the human hands, which actually
give the origin to the word chirality (cheir = "hand" in Greek). [8]

FIGURE 1.2: Representation of different chiral systems existing in our universe
(adapted from ref. [9])

Chiral materials are of particular interest for their unique optical activity, that is their abil-
ity to rotate the plane of polarized light. The enantiomer which rotates the plane clockwise is
called dextrorotatory (+ enantiomer), while the enantiomer which rotates the plane anticlock-
wise is called levorotatory (- enantiomer). Several types of interactions between light and
chiral compound can be considered, from electronic absorption, to vibrational absorption, or
fluorescence. Each of these interactions can be studied with a different spectroscopic tech-
nique, i.e. ECD, [10] vibrational CD (VCD), [11] or circularly polarized luminescence (CPL).
[12] Employing these techniques, one can obtain conformational and three-dimensional struc-
tural information on the selected material in different electronic states. [13]

As a result, chiral properties can have a profound impact in many fields such as physics,
chemistry, biology, or medicine. [9] For instance, chirality plays a significant role for the de-
tection of diseases. [14] It also has a major impact on drug design since the biological activity
of a substance can greatly vary with the selected enantiomer. [15] A famous example here is
the case of thalidomide, widely used around the 1960s to treat morning sickness in pregnant
women. Marketed as racemic (50:50 mixture of the two enantiomers), it actually interconverts
in our body producing the teratogenic S-enantiomer which causes several malformations in
newborns. [16, 17] In the chemical and material fields, chirality has allowed advances in areas
such as enantioselective synthesis, [18] catalysis, [19] and chiral sensing. [20] Additionally,
chiral bio-systems have a tremendous impact on the life as we know it. [21] Indeed, it is be-
lieved that chirality played a key role on the origin of life and its evolution. [22] The biological
importance of chirality will be further discussed in the next section 1.2.
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1.2 Chirality in biological systems

The phenomenon of chirality has a strong impact in biochemistry due to its presence in most
of the biomolecules. For instance, out of the 20 essential amino acids, only one is achiral.
However, what makes this property truly relevant is the natural selection of only one of the
two enantiomeric forms in living systems. Indeed, only L-enantiomers occur for amino acids,
whereas only D-enantiomers are observed for sugars in biological systems. [23] The criteria
for the L,D notation, which is commonly used for biomolecules, are shown in the following
Figure 1.3

FIGURE 1.3: Examples of the L,D notation for amino acids (top panel) and
sugars (bottom panel).

The chirality of biomolecules has a significant impact on their shape, structure and func-
tionalities. For instance, L-amino acids give rise only to right-handed helical proteins. Further-
more, the body is able to metabolize right-handed sugars but not left-handed ones. Similarly,
proteases hydrolyze only peptide bonds in proteins formed by all L-amino acids. [23] Ab-
sorption, metabolism, and excretion are all so selective processes in the human body that one
enantiomer can produce the desired effect, while the other can be completely ineffective or
even toxic. As previously discussed, this selectivity is indeed exploited in medicine or drug
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design. It is worth mentioning that around the middle of last century, the presence of D-
amino acids was uncovered in plants, [24] animals, [25] as well as in the human body. [26]
Several studies have shown a correlation between the aging of the organism and its quan-
tity of D-amino acids, hence their potential role in age-related disorders (e.g., arteriosclerosis,
Alzheimer’s disease, or cataracts). [27, 28]

The specific chirality of biomolecules has also gained much attention due to its relation
with the origin of life. The key question of why life is built exclusively on L-amino acids and
D-sugars still remains unanswered, although several hypotheses have been proposed. [29–31]
One of the first models presented to explain the evolution towards homochirality, which still
is a milestone in this field, is known as Frank’s model. [32] The idea behind it is that a sub-
stance can act, at the same time, as a catalyst in its own self-production and as a suppressor
in the synthesis of its enantiomer, thus enabling the evolution from racemic mixture towards
enantiopure molecules.

1.3 Chirality in (gold) nanosystems

The theory of chirality is well established for molecules, while it is still evolving for nanos-
tructures. Nowadays, chiral nanomaterials are receiving major attention thanks to the im-
provement in their synthesis and characterization, as well as for their impressive range of ap-
plications. [33] Furthermore, being in the middle between chiral molecules and chiral macro-
scopic objects, these nanostructures can help in gaining insight into the origin of chirality. [9]
Another advantage of chiral nanosystems is represented by the possibility of finely tuning
their properties according to their size, shape, and composition. [34–36] Up to now, chiral-
ity has been observed in several classes of nanomaterials, e.g., nanoribbons, [37] nanowires,
[38] nanoalloys, [39] metal nanoclusters (NCs), [40] and both semiconductor [41] and carbon
nanoparticles. [42]

Chirality in nanostructures can result from a chiral shape, a chiral assembly of interact-
ing nanosystems, and a nanoparticle-molecule interaction as shown in Figure 1.4. The first of
these sources of chirality (a in Figure 1.4) is observed for instance in twisted nanosystems (e.g.,
nanorods, gold clusters and ribbons) [43–45] or helical structures. [46] Here, for metal-based
nanosystems, the CD signals are observed in the plasmonic region (UV energy range), thus
where the electronic collective excitation occurs. The second case, b in Figure 1.4, results from
the chiral aggregation of achiral interacting nanoparticles. The CD response is particularly
strong with plasmonic nanoparticles since their assembly leads to a plasmon coupling. [47]
For the latter case c instead, we can consider two effects to explain the resulting chirality: (i)
chiral molecules transfer the chirality to achiral metal cores, [48] (ii) achiral ligands form chiral
absorption patterns on the metal. [49]
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FIGURE 1.4: Three examples of chirality in nanosystems: a) Chiral shape found
in the helical structure of a gold nanowire, b) chiral assembly obtained by the
absorption of gold nanoparticles on a carbon nanotube, and c) induction of chi-
rality due to the asymmetrical arrangement of organic molecules on a symmet-

rical metal NC.

Among the chiral nanomaterials, metal NCs have gained much attention due to their
atomic precision, i.e. the size which corresponds to a discrete ’magic’ number of atoms. [50]
Properties such as high molar absorptivity and photostability contribute to the interest to-
wards these systems. [13] In most of the studies on NCs, the silver or gold-based metal cores
[40, 51, 52] are protected by a layer of ligands, e.g. thiolates, phosphines, and others [53–55] to
avoid aggregation and guarantee the NC stability. From now on, we will only focus on chiral
thiolate-protected gold NCs (RS-AuNCs), which were the object of this PhD project.

Chirality in RS-AuNCs was first detected in 1998 by Whetten and collaborators who worked
on clusters with 20-40 Au atoms protected by L-glutathione (GSH). [48] Over the last 20 years,
significant advances have been made on the synthesis, total structural characterization, as
well as on the experimental and theoretical investigation of the chiroptical properties of RS-
AuNCs. [44, 56–61] The three mechanisms considered above to elucidate chirality in nanosys-
tems can be adapted here. Indeed, three models have been developed to explain the source
of chirality in RS-AuNCs. In the first model, known as intrinsic chiral core model, RS-AuNCs
have a metal core that is intrinsically chiral or distorted by the interaction with the ligands. An
example of chiral bare NC is the anionic Au34

− cluster shown in Figure 1.5 - a. [62–64] When
the metal core has a symmetric arrangement instead, the chiral response can arise from both
chiral and achiral ligands. In the former case, the ligands induce the chirality on the metal
core by trapping its electrons in a dissymetric electric field (dissymetric field model). [65] In
the latter case, the achiral ligands form a chiral adsorption pattern onto the metal structure
(footprint model). [51] For instance, Au25(SR)18 is achiral since it has a symmetric Au13 core
surrounded by symmetric RS-Au-SR-Au-SR staples. However, chiroptical properties result
for this motif when using chiral ligands (e.g., L-GSH) as shown in Figure 1.5 - b. Instead,
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Au38(SR)24 owes its chirality to the asymmetric arrangement of the Au-S staples (see Figure
1.5 - c), despite the non-chirality of its thiolate ligands and the high symmetry of the gold
kernel. Therefore, the ECD features of RS-AuNCs arise from the response of the metal core,
Au-S staples, and protective layer. Factors as the flexibility of both the gold-sulphur interface
and the passivating ligands can have a drastic impact on the chiroptical features, hence they
must be taken into account to simulate ECD spectra.

FIGURE 1.5: Structure of: a) the anionic Au34
− cluster, b) the [Au25(GSH)18]

−

cluster, and c) the Au-S staple motif in Au38(SR)24. Au, and S atoms are repre-
sented with a stick and ball model in orange, and yellow, respectively. The C,
O, and N atoms of the GSH ligands are represented with a stick model in black,

red, and blue, respectively. H atoms are omitted for sake of clarity.

1.4 Computational protocols for ECD calculations

Among the techniques available to study chiroptical properties (e.g., ECD, VCD, or CPL), we
focused on ECD which is helpful to ascribe the absolute configuration of chiral compounds.
The ECD spectroscopy is also a useful tool to investigate the conformational preference of a
solute in its electronic ground-state, as well as its interaction with the solvent. [3] For these
reasons, the theoretical modeling of ECD has attracted much interest over the last decades
and several approaches have been proposed. In order to summarize the state-of-the-art of the
computational procedures for ECD, there will be a first focus on schemes useful for organic
and bio-molecules, followed by approaches more aimed at the RS-AuNCs treatment.

Anyway, a good electronic scheme is essential for all the ECD calculations, despite the
nature of the selected system. The time-dependent density functional theory (TDDFT) [66]
has gained a leader role in this field due to its satisfactory compromise between accuracy and
computational cost. The quality of TDDFT calculations has especially increased with the ar-
rival of hybrid exchange-correlational (xc) functionals as B3LYP, [67, 68] and range-separated
ones as CAM-B3LYP, [69] or wB97X-D. [70] However, the cost of the calculation increases with
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the accuracy of the xc functional, e.g. the inclusion of the exact Hartree-Fock (HF) non-local
exchange, hence its choice is strongly related to the system size. The most popular TDDFT
formalism was proposed by Casida, [71] whose equations are usually solved by means of
the Davidson iterative algorithm [72] in quantum-chemical codes. Such approach is efficient
when a relatively small number of low excitation energies is extracted but becomes unafford-
able for large systems. Therefore, the Casida’s formulation and its computational implemen-
tation work fine mostly for small-/medium-size molecules.

Bearing in mind the high sensitivity of ECD towards molecular flexibility, [3] it becomes
clear that the accurate electronic scheme must be combined with a proper inclusion of the
conformational effects. It is worth noting that conformers are also sensitive to the solvent
presence, in particular to polar ones. Indeed, especially in the latter case, the solvent can be
engaged in a wide range of weak inter-molecular interactions with the solute, e.g. H-bonds,
charge-dipole transfers, or dipole-dipole interactions. Therefore, solvent effects should be in-
cluded, at least at a partial extent, in a physically coherent computational scheme for ECD. [4,
5]

Many groups have worked on this topic, and several computational approaches have
been proposed in the literature. The problem of treating properly large flexible molecules
has been recently assessed by Grimme and co-workers, who extended the simplified TDDFT
(s-TDDFT) method to the calculation of the optical rotation (OR). The sTDDFT is a very eco-
nomic approach which can be used on a large amount of conformers obtained, for instance,
by a preliminary molecular dynamics (MD) search. [73] In 2021, Grimme’s group also pro-
posed an automatic algorithm for the OR calculation of large and flexible biological molecules.
Here, meta-dynamics, clustering through principal component analysis (PCA) and quantum-
chemical methods (i.e. DFT, sTDDFT) are combined to obtain a final statistically weighted OR.
[74] For a thorough conformational search, the Monte Carlo (MC) algorithm can be exploited
as an alternative to MD simulations. Pescitelli and co-workers have adopted this strategy
in several works combining the MC sampling with DFT optimizations, and TDDFT calcula-
tions for the spectra of (bio-)organic compounds. [75–77] Moreover, Barone et al. recently
proposed to identify the low-energy minima of flexible molecules through the island model
evolutionary algorithm. [78] This unsupervised search of conformers is combined again with
quantum-chemical calculations to compute the optical properties.

The role of the solvent, especially water, has also been widely assessed in recent works.
The aqueous solvent presents some peculiarities which must be considered to formulate a
proper model. Indeed, despite its small size, water has a high dipole moment and the ability
to form hydrogen bonds, both as an acceptor and a donor. [79] Therefore, models that seek to
describe water and the solute-solvent interactions should accurately take into account its high
polarity and H-bonds. [80] While shaping a solute-solvent model, one should also consider
the instantaneous polarization of the system, hence its instantaneous configuration. At the
same time, it is clear that the inclusion of all these aspects, together with the explicit treatment
of the solvent molecules, can result in an unaffordable computational procedure.
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Over the last years, different approaches have been proposed to treat the external envi-
ronment. Among them, we find the focused models which treat the solute at a Quantum
Mechanical (QM) level, whereas the solvent at a classical mechanics one. [81] These models
work when the chiroptical signals arise from the solute, while the solvent acts as a perturba-
tion. An immediate advantage is the possibility of treating large systems due to the lower
level of accuracy required for the solvent. However, this approach fails when the solute im-
prints a chirality to the surrounding achiral environment (i.e., chirality imprinting or transfer).
[82, 83] In this case, a layer of water molecules should be included in the QM region to over-
come the limitation. The most employed focused model is the Polarizable Continuum Model
(PCM), [81, 84] which is suitable for weak interactive solvents. Indeed, QM/PCM calculations
are usually performed on minimum-energy structures, that are considered as representative
of the whole conformational ensemble, neglecting the solvation dynamics. As an alternative,
the QM methods can be combined with Molecular Mechanics (MM) approaches to retain the
atomistic nature of the aqueous environment. [85, 86] An example here is the QM/Fluctuating
Charge approach developed by Cappelli and co-workers to specifically model the optical
properties of molecules in aqueous solution. [80, 87] Recently, Barone and colleagues pro-
posed a model that integrates the ONIOM/EE procedure (QM/MM) with the Perturbed Ma-
trix Method (PMM) for accurate simulations of the chiroptical spectra in solution. [88] Instead,
Crawford et al. modeled solvent effects combining classical MD for the sampling with TDDFT
calculations for the spectra. For the selected configurations, the water molecules are treated
explicitly on a QM level if within the solute’s cybotactic region, or implicitly if in the bulk
region. [89]

The considerations on the conformational and solvent impact on ECD can be extended
to the RS-AuNCs case. The same goes for the relevance of employing an accurate electronic
scheme to calculate the spectra. The simulation of the ECD spectra of RS-AuNCs is clearly
challenging because of their size and complex nature. Indeed, as stated above, the Casida’s
scheme becomes less and less efficient increasing the dimension and density of the states of the
system. Here, it could be used to extract only the lowest part (1-2 eV) of the absorption spec-
tra, losing the features that arise from the passivating ligands (E > 3 eV). One way to overcome
this limitation is to use a model of the real system, for instance replacing the thiolate ligands
with smaller ones as -SH, and -SCH3. This strategy is adopted in several works to facilitate
the investigation of the electronic/optical properties. [61, 90, 91] An alternative strategy is to
adopt electronic schemes that are more suitable to compute the optical properties of large sys-
tems. In this regard, it is worth mentioning the first-principles method developed by Noguez
and co-workers, which combines TD perturbation and density functional theories to calculate
the CD of nanostructures. [92] Moreover, Stener’s group developed a new algorithm to solve
the TDDFT equations, that is particularly suitable for simulating the absorption spectra of RS-
AuNCs. [93] This method extracts the photoabsorption and ECD spectra from the imaginary
part of the polarizability and rotator strength tensor, respectively, at any given photon energy.
This way, the bottleneck of Davidson diagonalization is avoided and the whole energy range
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of the spectrum can be spanned.
Despite the electronic improvements, the ligands mobility and its influence on the chiropti-

cal properties have been mostly neglected in theoretical studies due to the huge computational
cost. Indeed, the ECD of RS-AuNCs is typically calculated on the resolved X-ray structure in
vacuum. [94] An attempt of inclusion was made by Sementa and co-workers, who explored
the conformational space of a Au38(SR)24 NC to highlight the relation between ligands flexi-
bility and optical properties. [95] Furthermore, Bürgi and collaborators have recently investi-
gated the dynamic effects of AuNCs by combining VCD spectroscopy with theoretical calcu-
lations (MD simulations and DFT). [96–98] The computational cost has also brought to neglect
the explicit inclusion of the solvent in the ECD calculations of RS-AuNCs. The simulation of
optical properties in gas-phase can be less dramatic here since most of the nanoclusters are
soluble in non-polar organic solvents. However, the solute-solvent interactions affect the con-
formational changes of RS-AuNCs, as demonstrated by Akola and colleagues. [99] Therefore,
the organic solvent should at least be considered to find the low-energy conformers. Instead,
for the clusters soluble in water, e.g. Au clusters protected by L-GSH, an explicit inclusion of
the solvent, at least at a partial extent, is required. Recently, Akola et al. investigated how
water affects the electronic properties of [Au25(GSH)18]− by using a QM/MM approach. [100]
To the best of our knowledge, the works presented in this thesis are the first ones considering
conformational changes and explicit water molecules in the ECD calculations of RS-AuNCs.
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Chapter 2

Theory

2.1 Molecular Dynamics

Computer simulations are performed to help understanding the properties of molecules and
their microscopic interactions. Indeed, we can see them acting as a bridge between the mi-
croscopic length and the macroscopic experimental world. Simulations can be used not only
to predict and understand properties but also to evaluate a model/theory by direct compar-
ison with experimental results. Furthermore, they can help gaining insight into experiments
that are difficult to conduct in a laboratory (e.g., extreme temperature or pressure conditions).
Naturally, the accuracy of the predictions is subjected to the limitation of the computational
cost. [101] The two main families of computer simulations are Molecular Dynamics (MD) and
Monte Carlo (MC), which can also be combined in a family of hybrid techniques. In this work,
we use and explain the theory of MD which gives a route to the dynamical properties of a sys-
tem. In MD simulations, the atoms move and interact for a fixed time period giving a view
of the dynamic evolution of the system. The resulting MD trajectory can be used then to cal-
culate macroscopic properties (Ā) which are defined by the statistical mechanics, [102] within
the ergodic hypothesis, as the time averages of the corresponding microscopic properties (A):

Ā =
1
T

∫ t+T

t
A(τ)dτ (2.1)

All the relevant aspects of classical MD simulations are discussed in the following sections.

2.1.1 Equations of motion: definition and integration

The time evolution of a set of N interacting particles with positions ri and masses mi, with
i = 1, ..., N, can be followed by integrating their equations of motions, i.e. the second order
differential equations according to Newton’s second law:

Fi = mi
d2ri

dt2 = −∂U(rN)

∂ri
(2.2)

Fi is the force acting on the i − th particle due to its interaction with other particles. The
set of forces is derived from the potential energy term, U(rN), that is described in detail in



12 Chapter 2. Theory

section 2.1.6. Instead, d2ri
dt2 is the acceleration of the i − th particle. It is worth noticing that the

equations of motion can be similarly described by the Newtonian (Eq. 2.2) and Hamiltonian
formalism. In the latter case, starting from the following system of equations:





H(r,p) =
N

∑
i=1

p2
i

2mi
+ U(rN)

ṙi =
∂H
∂pi

=
pi
mi

ṗi = −∂H
∂ri

= Fi

(2.3)

where r and p represent positions and momenta, respectively, and calculating the second
derivative of r with respect to t:

r̈i =
ṗi
mi

=
Fi

mi
(2.4)

the Newton’s equation of motion (Eq. 2.2) is exactly obtained.
In MD simulations, Eq. 2.2 is solved numerically with a discretization of the time. There-

fore, for each particle i, we can go from the position ri(t) at time t to the position ri(t+∆t) at
time t + ∆t (∆t equals to the time step) but without knowing its evolution in the middle. The
time step, ∆t, should be selected as large as possible to rapidly sample the phase-space and
reduce the computational cost. [103] However, ∆t must be smaller than the highest frequency
simulated motions, hence it is limited by the fast forces that occur among the atoms. A typical
value for ∆t is around 2 fs in classical MD simulations.

Let us expand in Taylor series the position for the particle i at (t+∆t) and (t−∆t), respec-
tively: 




ri(t + ∆t) = ri(t) + vi(t)∆t +
1
2

Fi

mi
∆t2 + ...

ri(t − ∆t) = ri(t)− vi(t)∆t +
1
2

Fi

mi
∆t2 − ...

(2.5)

Summing up the two expressions in Eq. 2.5, the well-known Verlet integrator [104] is obtained:

ri(t + ∆t) = 2ri(t) +
Fi

mi
∆t2 − ri(t − ∆t) + O(∆t4) (2.6)

Therefore, knowing the previous and current positions, and the current acceleration, we can
calculate the next position of the particle i.

The Verlet integrator satisfies two of the three properties required by a stable MD propa-
gation algorithm: time-reversibility and preservation of the density in the phase-space. How-
ever, the energy is not conserved with this algorithm. Another deficiency lies in the descrip-
tion of the velocity, and correlated kinetic energy and temperature, since this observable is
not explicitly given in Eq. 2.6. This limitation can be overcome by estimating the mean-value
of the velocity with the position terms. However, such approach introduces an error of order
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O(∆t2) and O(∆t) for vi(t) and vi(t + ∆t), respectively.
Improvements of the position-Verlet integrator, such as the Leap-Frog [105] and the velocity-

Verlet [106] algorithms, have been proposed. These two algorithms, briefly explained below,
are equivalent to the Verlet integrator, i.e. they produce the same trajectory. In the Leap-Frog
method, the position ri and the velocity vi are computed at integer and half integer time steps,
respectively, hence "jumping" over each other as leapfrogs:





ri(t + ∆t) = ri(t) + vi(t + 1
2 ∆t)∆t

vi(t + 1
2 ∆t) = vi(t − 1

2 ∆t) +
Fi(t)
mi

∆t
(2.7)

In the velocity-Verlet algorithm, positions and velocities evolve simultaneously as:





ri(t + ∆t) = ri(t) + vi(t)∆t +
Fi(t)
2mi

∆t2

vi(t + ∆t) = vi(t)∆t +
Fi(t) + Fi(t + ∆t)

2mi
∆t

(2.8)

In practice here, the velocities are fist computed at half-time step, then the positions, forces,
which are only ri-dependent, and velocities are evaluated at t + ∆t. Time-reversibility and
density preservation in the phase-space are still retained with these algorithms. The Leap-
Frog method is the main integrator in program packages as GROMACS, [107] while the
velocity-Verlet is more used in the NAMD package. [108] Other families of integration meth-
ods, as the predictor-corrector algorithms [109] or symplectic integrators, [110] are less em-
ployed because of their higher complexity and computational cost.

2.1.2 Periodic Boundary Conditions

By integrating the Newtonian equations of motion, the atoms of our system are free to move
through the simulation box. Naturally, the size of the simulated system is limited by the com-
putational cost, hence only a portion of the real sample can be computed. This approximation
consequently entails the necessity to avoid the border effects. The way to achieve this goal
is by applying the Periodic Boundary Conditions (PBC) which are schematized in Figure 2.1.
In practice, the simulation box is treated as surrounded by infinite replica over the three di-
mensions of the space. This is simply accomplished by considering that if a particle moves
out of the box, an image particle moves in to replace it (see Figure 2.1). This treatment in-
troduces artifacts in disordered systems such as liquids, while it works better for the highly
ordered crystals. Furthermore, the box size should be large enough to avoid that a particle
interacts with itself. In the case of short-range interactions, a common rule employed is the
minimum image convention in which a particle interacts only with the nearest image of all the
other particles. [101]
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FIGURE 2.1: Exemplification of the PBC: when a particle moves out of the box,
an image particle moves in as a replacement.

2.1.3 Cutoff and Neighbor Lists

In principle, the computation of non-bonded interactions within the PBC and minimum im-
age convention requires a huge number of pairwise calculations. Indeed, for each atom i, we
should loop over all the j-atoms to find the minimum image distance, rij. A first assumption
can be made imposing that the potential is equal to zero when rij > rcut, thus the distance be-
tween two atoms is bigger than the potential cutoff. This way, the calculation time is reduced
but still proportional to O(N2) since all the distinct pairs need to be examined

( 1
2 N(N − 1)

)
.

Therefore, the computational cost would become unmanageable for large systems. Methods
of neighbor searching are usually employed in order to speed up the program. A technique
for using lists of nearby pairs of atoms was proposed by Verlet. [104] In this case, a sphere of
radius rcut is surrounded by an external layer to form a larger sphere of radius rlist, as shown
in Figure 2.2 - a. At the beginning of the simulation, a neighbor list is constructed for each
atom i containing all the j-atoms for which rij < rlist. Over the next steps, only the pairs
within this list are checked in the force routine. Along the simulation, the list is reconstructed
to avoid that unlisted pairs move within the interaction range. The Verlet list approach is suit-
able for small systems, while techniques such as the cell-list method are preferable for larger
systems (e.g. more than 1000 atoms). In the latter approach, the simulation box is divided into
a number of cubic cells whose side, rcell , is greater than rcut (see panel b in Figure 2.2). Here,
the search for neighbors of an atom happens only within the cell of the atom itself and those
adjacent. [101]
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FIGURE 2.2: Examples of neighbor searching methods: a) Verlet list method,
and b) cell-list method.

2.1.4 Ensembles

The integration methods introduced above can be employed to work in different statistical
ensembles. For instance, in principle we could run MD simulations in the microcanonical
ensemble where the number of particles N, volume V, and energy E are kept constant. How-
ever, an exact NVE situation is practically never reached unless a very small integration step
is used. In addition, most of the experiments are conducted at fixed temperature or pressure,
thus making the microcanonical ensemble less suitable for reproducing the experimental con-
ditions. The ensembles where we fix N, V, T, and N, P, T are defined as the canonical and
isothermal-isobaric ensemble, respectively. To simulate the NVT or NPT ensembles, it is
necessary to couple the system with a thermostat for the temperature control and/or a baro-
stat for pressure control, respectively. This aspect will be further discussed in section 2.1.5,
whereas more details on the thermodynamic ensembles will be given right below.

The NVE ensemble is the collection of all the microstates where N, V, and, E are constant
and can be described by a time-independent Hamiltonian H(r, p). Only the microstates cor-
responding to the fixed energy are accessible and have equal probabilities.

Let us introduce now the partition function, Q, which describes how the probability is
partitioned among the available microstates. For the microcanonical ensemble, QNVE can be
written as:

QNVE =
1

N!
1

h3N

∫
δ(H(r,p)− E)drdp (2.9)

where N is the number of particles, h is the Planck’s constant, E is the total energy, and δ is
the Dirac delta function. The QNVE function is also connected to the thermodynamic potential
(Boltzmann’s expression of the entropy): [111]

S = kB ln QNVE (2.10)
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The NVT ensemble collects instead the available states of a system in contact with a thermal
bath. Here, the energy is no longer constant but fluctuates in order to maintain the desired
temperature. Therefore, in the canonical ensemble all values of energy are allowed with a
probability density that corresponds to the Boltzmann’s distribution:

QNVT =
1

N!
1

h3N

∫
e−βHdrdp (2.11)

where β = 1/kBT. Here, the thermodynamic potential is connected to the Helmholtz free
energy, A, as follows:

A = −kBT ln QNVT (2.12)

where A = U − TS.
The NPT ensemble can be used to reproduce experiments conducted at both fixed temper-

ature and pressure. The expression for the partition function, QNPT, resembles the previous
one (Eq. 2.11), but it also takes into account the fluctuation of the volume as:

QNPT =
1

N!
1

h3N
1

V0

∫ ∫
e−β(H+PV)drdpdV (2.13)

The thermodynamic potential associated to this ensemble is proportional to the Gibbs free
energy:

G = −kBT ln QNPT (2.14)

where G = U + PV − TS.
Other thermodynamic ensembles, such as the grand canonical (µVT) ensemble, will not

be discussed in this work.

2.1.5 Thermostats and Barostats

As stated in section 2.1.4, some modifications must be introduced in order to switch from the
NVE ensemble to the NVT or the NPT one. MD simulations in the canonical ensemble require
the contact between the system and an external thermal bath to keep constant the temperature.
Several approaches have been proposed to achieve this goal, each of them with its strengths
and limitations. It is worth noticing that a good thermostat should be able to guarantee the
correct fluctuations of the kinetic energy, K. We know from the statistical mechanics that the
average kinetic energy value (⟨K⟩) is equal to:

⟨K⟩ = 3
2

NkBT (2.15)

while its variance, σ2
K, to:

σ2
K =

2
3N

⟨K⟩2 (2.16)
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where ⟨K⟩2 are the fluctuations of K.
Two of the first proposed algorithms actually reproduce the wrong energy fluctuations,

although they have other advantages such as working well for the equilibration of the system.
One of these methods is the velocity rescaling approach which, as suggested by the name,
rescales the velocities to obtain the correct K at each step of the simulation. Therefore, for a
particle i, the new velocity, vNEW

i , will be:

vNEW
i = αvOLD

i (2.17)

with the rescaling factor, α, equals to:

α =

√
K̄
K

(2.18)

K̄ is the kinetic energy at the target temperature, while K is the instantaneous kinetic energy.
The second method was proposed by Berendsen and co-workers in 1984. [112] The Berendsen
thermostat shows similarities with the velocity rescaling one, but it corrects the velocities more
slowly. Here, the new velocity is defined as:

vNEW
i =

√
c1K + c2K̄

K
vOLD

i (2.19)

with the two coefficients equal to:





c1 = e−
∆t
τ

c2 = 1 − c1
(2.20)

Underlying the Berendsen approach is the assumption of a weak coupling between the system
and the heat bath, whose coupling constant is the term τ shown in Eq. 2.20. This latter
parameter, which is in time units, describes the strength of the coupling, therefore the larger
the value, the weaker the coupling. Considering the difference between the kinetic energy at
the new time step and the current kinetic energy (∆K), and a time step small enough with
respect to τ, the following differential equation results:

dK
dt

=
K̄ − K

τ
(2.21)

Eq. 2.21 shows that the convergence of the instantaneous K towards the target K̄ is slower.
However, as mentioned above, the scheme does not give the canonical distribution, thus it
should only be used for the pre-production (i.e. equilibration).

Bussi and co-workers proposed an extension of the Berendsen thermostat which enforces
the correct distribution for K by adding a stochastic term. [113] Here, the idea is to force the
kinetic energy towards the canonical distribution, instead of forcing it towards the average
energy at the target temperature. Such goal is achieved by including a stochastic term in Eq.
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2.21:

dK =

(
K̄ − K

τ

)
dt + 2

√
KK̄
N f τ

dW (2.22)

Here, N f is the number of degrees of freedom, dW is the Wiener noise, and τ is the arbitrary
parameter in time units that acts as the coupling constant in the Berendsen thermostat. The
Bussi-Donadio-Parrinello thermostat, also termed as stochastic velocity rescaling algorithm,
has been used in all the works presented in this PhD project.

Other famous schemes are the Andersen [114] and the Nosé-Hoover thermostats. [115,
116] The latter method has become quite popular since it allows a control of the temperature
without using random numbers. Unfortunately, it can exhibit non-ergodic behavior even for
simple systems as a collection of harmonic oscillators. This limitation can be overcome by
introducing chains of thermostats, [117] but in this case the simplicity of the theory is lost.

Similarly to thermostats, we can define barostats as systems that keep constant the macro-
scopic pressure in the NPT ensemble. Among the several methods proposed for the pres-
sure coupling, we will briefly discuss the Berendsen [112] and the Parrinello-Rahman [118]
barostats. The Berendsen algorithms for temperature and pressure coupling share the same
logic, which is to weakly couple the system to an external bath. As explained above for the
thermostat, an extra term is added to the equations of motion to guarantee that the instanta-
neous pressure of the system, P, tends to the target one, P̄:

dP
dt

=
P̄ − P

τP
(2.23)

Therefore, at each time step, the volume is isotropically scaled by the following factor η:

η = 1 − γ∆t
τP

(P̄ − P) (2.24)

where γ is the isothermal compressibility factor. It is common to take γ as the isothermal
compressibility of liquid water.

Unlike the Berendsen barostat, the Parrinello-Rahman algorithm proposes an anisotropic
scaling, thus allowing the box shape to change as well. Such approach becomes particularly
useful to simulate the phase changes in solids. Let us start considering a cell with arbitrary
shape and box vectors, a⃗, b⃗, and c⃗, collected in a matrix h. The pressure coupling between the
system and the external bath is achieved by transforming the equations of motion as follows:

d2ri

dt2 =
Fi

mi
− G−1 dG

dt
dri

dt
(2.25)

where G = hTh is the metric tensor.
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2.1.6 Interatomic interactions

As introduced in section 2.1.1, the forces acting on the particles, Fi, are derived from the corre-
sponding potential energy term, U(rN). The potential energy function can be split into three
components: bonded term, non-bonded term, and the term due to the presence of the external
field:

U(rN) = Ub + Unb + Uext. f ield (2.26)

The bonded term, Ub, includes the 2-, 3-, and 4-body interactions between atoms that are
bonded covalently. Therefore, it takes into account the contributions arising from bonds, an-
gles, and both proper and improper dihedral angles. The bond stretching between two atoms,
i and j, is usually described with a harmonic potential, Ubo(rij):

Ubo(rij) =
1
2

kbo,ij

(
rij − r0

ij

)2
(2.27)

where r0
ij is the distance at the equilibrium. Clearly, the harmonic approximation is valid

only when the system is close to the equilibrium configuration. Instead, an option to describe
anharmonic bond stretching potentials is the Morse potential, UM, whose form is: [119]

UM(rij) = Dij

[
1 − e−βij

(
rij−r0

ij

)]2

(2.28)

Dij represents the depth of the asymmetric well, while βij defines its steepness.
The angle bending between a triplet of i − j − k atoms is also described by a harmonic

potential function, Ua(Θijk):

Ua(Θijk) =
1
2

ka,ijk

(
Θijk − Θ0

ijk

)2
(2.29)

There are situations where the interaction between i and k needs to be considered explicitly.
In this case, we add in Eq. 2.29 a harmonic correction on the i − k distance which is known as
Urey-Bradley term, UUB:

UUB(Θijk) =
1
2

kUB,ijk

(
rik − r0

ik

)2
(2.30)

The torsion angles involving the i, j, k, and l atoms are classified as proper or improper
dihedral angles. According to the IUPAC convention, the proper dihedral angle ϕijkl is the an-
gle between the ijk and the jkl planes, with the atoms connected as i − j − k − l. The potential
term for proper dihedrals, Ud(ϕijkl), can be described by the sum of cosine functions as:

Ud(ϕijkl) = ∑
n

kd,ijkl
[
1 + cos

(
nϕijkl − δ

)]
(2.31)
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where n is a non-negative integer constant that indicates the periodicity, while δ is the phase
shift angle that acts as the equilibrium angle (ϕ0

ijkl) when n = 0. Alternatively, Ud(ϕijkl) can
defined by the Fourier series:

Ud(ϕijkl) =
1
2
[F1 (1 + cos ϕ) + F2 (1 − cos(2ϕ)) + F3 (1 + cos(3ϕ)) + F4 (1 − cos(4ϕ))]

(2.32)
Eq. 2.32 can be also interconverted in the Ryckaert-Bellemans function, URB, which is often
used for alkanes:

URB(ϕijkl) =
5

∑
n=0

Cn(cos(ψ))n, ψ = ϕ − π (2.33)

by adopting the following definition for the coefficients Cn:

C0 = F2 +
1
2
(F1 + F3)

C1 =
1
2
(−F1 + 3F3)

C2 = −F2 + 4F4

C3 = −2F3

C4 = −4F4

C5 = 0

(2.34)

The improper dihedral angle, ξijkl , is still defined as the angle between the planes ijk and
jkl, but with the atom i connected to the other three atoms. The improper torsional angles are
fundamental to keep groups planar and to retain enantiomers in their selected chiral form.
Similarly to bonds and angles, the ξijkl dihedrals are described by means of harmonic potential
functions:

Uid(ξijkl) =
1
2

kid,ijkl

(
ξijkl − ξ0

ijkl

)2
(2.35)

It is worth noticing that if ξ0
ijkl is equal to ±π, and ξijkl oscillates around ξ0

ijkl , the discontinuity
of the harmonic potential will become tricky. However, in practice, this is never a problem
since the discontinuity is chosen at a distance of 180° from ξ0

ijkl .
The non-bonded term, Unb, should consider all the potential terms between non-bonded

atoms. However, it is conventional to approximate Unb by considering only the pairwise
potential, thus the interaction of each pair of particles. These non-bonded interactions are de-
scribed considering van der Waals and electrostatic terms. The van der Waals terms of the i, j
atomic pairs can be properly modeled by the Lennard-Jones (LJ) potential:
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ULJ(r) = 4εij



(

σij

rij

)12

−
(

σij

rij

)6

 (2.36)

where ε is the depth of the potential well, rij is the distance between the particles, and σ is the
distance at which the potential is zero. σ is also known as van der Waals radius since it gives
a measurement of how close the two particles can get.

The electrostatic interactions between point charges can be modeled instead by the Coulomb
potential:

UC =
qiqj

4πε0rij
(2.37)

Both the potentials need long-range corrections (LRC) due to the cutoffs that are introduced
with the PBC. For the Lennard-Jones potential, the LRC are applied only to the attractive term
(second term in Eq. 2.36) because the repulsive one (first term in Eq. 2.36) decays so fast that
it becomes negligible at the cutoff distance, rcut. Therefore, the corrections for the LJ potential
become:

ULJ,LRC(r) = −8π

3
Nρεσ6r−3

cut (2.38)

with ρ equals to the density.
Unfortunately, a similar integration does not work for the Coulomb potential. In this case,

the interactions between the particle and its images in the periodic cells should be explicitly
included in the calculation of the potential:

UC,tot =
1

4πε0

1
2 ∑

n
∑
ij

qiqj

rij,n
(2.39)

The vector n is the index vector of the box that we assume as cubic for simplicity. Sum-
ming up all the contributions in Eq. 2.39, a slow and conditional convergence is obtained.
However, the direct sum approach is clearly too expensive to be computed. A first alternative
was proposed by Ewald in 1921. [120] Here, the idea is to divide the long-range interaction
in a short-range contribution and a long-range contribution without singularities. The former
term is evaluated in the real space, while the latter contribution in the Fourier space. This split-
ting results then in a quick convergence of the two terms. However, the Ewald summation
scales as N2 or N3/2, at its best, thus becoming inefficient for large systems. The performance
has been improved with the development of the Particle-mesh Ewald (PME) methods. [121,
122] The PME techniques interpolate the atomic charges on grid points, which are then trans-
formed with a 3D Fast Fourier Transform algorithm. The PME algorithm scales as N log(N),
significantly speeding up the computation of long-range interactions. Therefore, this method
is widely used in large-scale MD simulations.

All the potential terms discussed in this section are collected together in the so-called Force
Field (FF). Over the years, several FFs have been proposed to simulate in particular organic
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and bio-molecular systems. Parameters compatible with the standard FFs have also been de-
veloped to treat other classes of systems, such as nanoclusters. An overview on the most used
FFs, some of their extensions, as well as on the models that are usually employed to treat the
water solvent, is reported in the following section.

2.1.7 Force Fields and Water Models

In the context of MD simulations, the FF refers to the ensemble of functional forms and pa-
rameters describing the potential energy terms discussed in section 2.1.6. Such parameters
can be derived from experiments, quantum-mechanical calculations, or their combination.
The quality of this derivation is usually assessed by the ability of the FF to reproduce the
thermodynamic properties of bulk solutions. It is possible to distinguish all-atom and united-
atom FFs. In the former case, the interatomic potential parameters are defined for each atom
type, including light atoms as hydrogen. In the united-atom case, atoms of the same chemical
group (e.g. H and C atoms of methyl groups) are treated as one interaction center.

AMBER, [123] CHARMM, [124] and OPLS [125] are three well-known FFs that were de-
veloped to simulate, mostly, bio-molecules. All these FFs adopt similar potential functions,
with CHARMM being the only one where the Urey-Bradley term is added to account for the
1-3 interactions. AMBER, which stands for Assisted Model Building with Energy Refinement,
calculates the partial atomic charges by means of the restrained electrostatic potential (RESP)
fitting. In this FF, the 1-4 scaling factor is set to 0.5 for the Lennard-Jones potential, while
it is equal to 0.833 for the Coulomb potential. In the CHARMM FF (Chemistry at HARvard
Macromolecular Mechanics), the partial charges are empirically adjusted in order to repro-
duce certain experimental properties. Here, the 1-4 scaling factor is not included, hence it is
unitary. The Optimized Potentials for Liquid Simulations (OPLS) FF employs partial atomic
charges that are empirically optimized and a 1-4 scaling factor of 0.5 for both the non-bonded
potential functions.

These FFs can be adjusted to treat other classes of systems. This is the case of thiolate-
protected gold nanoclusters which are composed of a metallic core, Au-S staples, and organic
tails. While the parameters of the organic ligands could still be found in the available standard
FFs, this is usually not true for both the core and Au-S architectures. The process to param-
eterize these two motifs is similar to that employed for organic and bio-systems. Indeed,
the experimental data are combined with quantum-chemical calculations, while the partial
atomic charges are usually obtained through a RESP fitting procedure. One of the first FFs
for RS-AuNCs was developed by Corni and collaborators, who calculated OPLS-compatible
parameters for NCs of different size and geometry. [126] A couple of years later, Häkkinen
and co-workers similarly proposed the parameters for different RS-AuNCs, but compatible
with the AMBER FF. [127]

Several models have been proposed to account for the potential parameters of the water
molecules, since most of the MD simulations are performed in aqueous environment. These
models can be distinguished by: (i) the number of sites, thus the interaction points, (ii) the
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rigidity or flexibility, and (iii) the inclusion of polarization effects. Normally, water models
have three or four interaction points. Three-site models have the three interaction points cor-
responding to the three atoms of water. Each site has a point charge, and the Lennard-Jones
parameters are also included for the oxygen atom. Famous examples of three-site models are
the TIP3P, [128] SPC, [129] and SPC/E [130] water models. All these models use a rigid ge-
ometry which matches that of the actual water molecule. An exception is made by the SPC
family which employs a HOH angle of 109.47° (ideal tetrahedrical shape), instead of the ob-
served one of 104.5°. The SPC/E model adds an average polarization correction in order to
improve the density and diffusion constant of the SPC model. A variant of the rigid SPC
model is the flexible SPC (F/SPC) model [131] which gives the correct density and dielectric
permittivity of water. Four-site models consider a 4th interaction point by adding a dummy
atom with a negative charge along the bisector of the HOH angle. This way, the electrostatic
distribution around the molecule is improved. A well-known example in this category is the
TIP4P model which is more expensive than the corresponding three-site TIP3P model, but it
gives both better density and quadrupole moment values. [128]

2.2 Essential Dynamics

MD simulations are commonly used to span the conformational landscape of large and com-
plex systems. However, the study of the conformational transitions, which are defined by
the internal generalized degrees of freedom, can be very challenging. Moreover, the ergodic
sampling over long time-scales can be limited by the presence of large free energy barriers,
which define the conformational transitions. A solution is offered by the collective coordi-
nates, which identify a low-dimensional subspace where the significant motions are expected
to take place. Among the different approaches that can identify these collective motions, the
most widely used are the normal mode analysis (NMA) [132, 133] and the principal compo-
nent analysis (PCA). [134, 135] NMA is a harmonic analysis, particularly employed to probe
the motions in biological systems. The NMA technique assumes that the conformational en-
ergy surface is defined by a single parabolic energy minimum. Here, the independent normal
modes are obtained by diagonalizing the mass-weighted Hessian matrix of the energy min-
imum configuration. Despite its wide range of applications, its harmonic approximation of
the conformational energy surface is known to be incorrect. Indeed, especially for proteins,
many evidences have proved that the conformational energy landscape has several minima
separated by energy barriers of various heights. [136, 137]

PCA can overcome some of the NMA limitations since it does not rely on the assumption
of a harmonic potential. Therefore, it can be used to study the degree of anharmonicity in an
MD simulation. This is particularly relevant for the protein case, where the principal modes
of the collective motions are mostly dominated by anharmonic fluctuations. [135, 138] In
the PCA method, the collective variables are obtained by diagonalizing a non-mass-weighted
correlation matrix for a set of observables. Considering the covariance matrix of the atomic



24 Chapter 2. Theory

coordinates, the largest part of the positional fluctuations results to be concentrated in corre-
lated motions which are restrained in a subspace of few degrees of freedom. This subspace is
termed as essential subspace. Outside of this subspace, the degrees of freedom are associated
to much less relevant fluctuations and the motion can be considered as physically constrained.
This way, the essential subspace is the only one required to describe the anharmonic internal
motions, thus the conformational transitions. [139] This PCA application is known as essen-
tial dynamics (ED) analysis. [135]

Let us consider the dynamics of an equilibrated system composed of N atoms at a temper-
ature T, and let us assume that its trajectory is available from an MD simulation. The overall
roto-translational motions are removed due to their irrelevance to the object of this analysis,
i.e. the internal motions. This operation can be done by least square fitting to a reference
structure. Now, the internal motion can be described by a trajectory x(t), where x is the col-
umn vector containing the 3N atomic coordinates. The covariance matrix C of the positional
deviations can be then expressed as:

C = ⟨(x − ⟨x⟩) (x − ⟨x⟩)T⟩ (2.40)

where ⟨x⟩ is the position averaged over time. Therefore, C is a symmetric matrix which can
be diagonalized by an orthogonal coordinate transformation matrix T:

x − ⟨x⟩ = Tq (2.41)

C = TΛTT (2.42)

The columns of T correspond to the eigenvectors belonging to the eigenvalues (λi) of the
diagonal matrix Λ = ⟨qqT⟩. These eigenvectors represent the directions along which the
internal motion occurs, while the eigenvalues λi represent the corresponding mean square
fluctuations. The eigenvectors are usually sorted to have the corresponding eigenvalues in a
descending order. This way, the first eigenvectors and their eigenvalues are associated to the
largest positional deviations and fluctuations, respectively. Therefore, a limited subset of the
first n (with n << 3N) eigenvalues account for most of the fluctuations we are interested in.

The total q- space can be now divided into an essential subspace (q1, ..., qn) and the remain-
ing space (qn+1, ..., q3N). It can be demonstrated that the coordinates of the latter space effec-
tively behave as constraints, without a significant contribution to the positional fluctuations.
[135] Therefore, they can be set = 0 to approximate the mechanics in the essential subspace.
The dynamics of the system of interest can be subsequently reformulated in this subspace by
applying the transformation matrix T to the equations of motion of x:

M′q̈ = TT Mẍ = −TT∇xV(x) = −∇qV(q) (2.43)

where M is the diagonal matrix of the atomic masses, M′ is the transformed mass tensor
(M′ = TT MT), and V is the potential. In Eq. 2.43, the potential gradient was transformed by
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using the following relation:

∂V(x)
∂xi

= ∑
J

∂V(q)
∂qj

∂qj

∂xi
= ∑

j
Tij

∂V(q)
∂qj

(2.44)

Now, V can be expressed using only the coordinates in the essential subspace since those of the
remaining space were set as identically equal to 0. Therefore, the equations of motion are en-
tirely restricted to the essential subspace for the approximated constrained system. Moreover,
in this subspace such equations require only the upper left n × n block of M′. This means
that the system dynamics can be actually reduced to a very low-dimensional essential sub-
space, thus bringing to a significant simplification of its study. [135] Therefore, using a quite
restricted set of new observables, as defined by the essential eigenvectors, the properties of the
original ones can be mostly reconstructed. [139]

Defining µi as the i − th column of T (i − th eigenvector of C), then the original trajectory
can be projected on this (essential) eigenvector, obtaining the i−principal component, pi:

pi = µi (x − ⟨x⟩) (2.45)

It is worth noting that the variance ⟨p2
i ⟩ is equal to the λi eigenvalue.

In all the works of this PhD project, the first pair of eigenvectors and associated eigenval-
ues were considered to account for most of the internal fluctuations, i.e. conformational tran-
sitions. This way, the resulting principal components provide us with a 2D conformational
landscape relatively easy to investigate for the extraction of the most probable conformers.
The selected structures will be then employed in the further quantum-chemical calculations.

Over the years, the ED analysis has been extensively used to characterize functional mo-
tions as well as the free energy surface of various biological systems. [140–142] However,
there has been some debate regarding the possibility of robustly characterizing the essential
coordinates over the time-scale that is accessible to MD simulations. Nevertheless, several
works, including ours, have demonstrated that a stable eigenspace of principal components
can be reached in the range of nanoseconds. [143, 144] Moreover, this post-processing tool can
be used not only to analyze classical MD trajectories but also those generated with other ap-
proaches, such as enhanced sampling techniques (e.g., parallel tempering, [145] bias exchange,
[146] umbrella sampling, [147] and metadynamics [148]). As suggested by their name, the en-
hanced sampling methods increase the efficiency of sampling by addressing the problem of
reaching all the relevant conformational sub-states. It is common indeed that the molecular
phenomena of interest occur on a time-scale which cannot be reached by simply employing
brute force MD simulations. However, such approaches have not been tested in this thesis
since the systems under investigation have relatively short relaxation times, thus making clas-
sical MD the best compromise between accuracy and computational cost. It is also worthy of
note that techniques such as the umbrella sampling require a predefined reaction coordinate
to calculate the free energy surface, which is extremely difficult to define for systems such as
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those studied in this thesis. This problem is entirely avoided instead with the ED analysis,
providing us with a straightforward strategy to perform the conformational analysis.

2.3 Density Functional Theory

The Density Functional Theory (DFT) is a well-consolidated quantum-mechanical approach
for the description of the ground-state electronic structure of many-body systems as atoms,
molecules, or solids. [149] Over the last few decades, DFT has been largely employed to calcu-
late the electronic structure of medium and large systems due to its good compromise between
accuracy and computational cost. Indeed, while in ab initio methods, such as Hartree-Fock
(HF) or post HF, the electronic structure is described by the multi-electronic wave function,
Ψ, in DFT, it is rigorously described by the electronic density, ρ(r). Therefore, the 3N spatial
variables needed to treat N-electron systems in ab initio methods are reduced to only 3 when
working with ρ(r). Furthermore, the computational cost of DFT scales as O(N3), where N is
the number of atoms of the system, while it scales at least as O(N4) for ab initio approaches.

DFT is based on the two theorems proposed by Hohenberg and Kohn (HK) in 1964, [150]
which prove the one-to-one correspondence between the ground-state density and the exter-
nal potential, Vext. However, the original HK theorems work only for non-degenerate ground
states and V-representable densities. Some years later, these limitations were overcome by the
constrained-search formulation introduced by Levy and Lieb. [151, 152]

Let us start by defining the fundamental object of DFT, that is, the functional, F, as the
application from the space of functions to the space of scalars (real or complex numbers):

F[ρ] : f → R (2.46)

In the specific case of DFT, it is useful to consider the application from the space of wave
functions to the space of electronic densities, as shown in the following figure.

FIGURE 2.3: Graphical representation of the application from the wave function
space (domain) to the electron density space (co-domain).

The functional formalism, in agreement with the Levy-Lieb formulation, will be used to
treat the terms of a generic Hamiltonian, within the Born-Oppenheimer approximation, [153]
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for a system of N interacting electrons:

H =
N

∑
i=1

(
−1

2
∇2

i

)
+

N

∑
i<j

1
|ri − rj|

+
N

∑
i=1

Vext(r) = T̂ + V̂ee + V̂ext (2.47)

The first term in Eq. 2.47, T̂, corresponds to the kinetic energy of electrons, the second one, V̂ee,
represents the exact potential energy between the pairs of electrons, while the latter term, V̂ext,
includes both the electron-nucleus and the external potentials. Since the former contribution
is usually predominant, Vext assumes the following expression:

Vext(r) =
Nucl

∑
K

− ZK

|ri − RK|
(2.48)

The first functional that will be considered, F[ρ], takes into account the first two Hamiltonian
terms as follows:

F[ρ] = min
Ψ→ρ

⟨Ψ|T̂ + V̂ee|Ψ⟩ = ⟨Ψmin|T̂ + V̂ee|Ψmin⟩ (2.49)

The expectation value of the external potential energy can be expressed instead in its classical
form:

⟨Ψ|V̂ext|Ψ⟩ =
∫

ρ(r)Vext(r)dr (2.50)

Eq. 2.49 and Eq. 2.50 can be then collected together in a single functional, E[ρ]:

E[ρ] = F[ρ] +
∫

ρ(r)Vext(r)dr (2.51)

Starting from the definition of the two functionals F[ρ] and E[ρ], the variational theorem can

be demonstrated for DFT. It can be proved that: (i) the energy functional E[ρ] associated to any

electron density is greater than, or equal to, the ground-state energy, (ii) the energy functional

E[ρ] associated to the electron density of the ground-state corresponds to the energy of the

ground-state:

E[ρ] ≥ EGS (2.52)

E[ρGS] = EGS (2.53)

The connection between variational principle and DFT was actually stated in the second HK
theorem. [150]

Minimizing E[ρ] with respect to ρ, both the density and the energy of the ground-state
are obtained. Unfortunately, this approach cannot be used in practice since F[ρ] is unknown.
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However, it furnishes a formal justification of the theory and a rigorous definition of the ob-
jects introduced above. Two main strategies can be adopted to solve the problem of minimiz-
ing E[ρ]: (i) the Thomas-Fermi (TF, direct) approach, and (ii) the Kohn-Sham (KS, indirect)
approach (see section 2.3.1).

The TF approach was conceived by Thomas and Fermi in 1927, [154, 155] more than 30
years before the formulation of the HK theorems. This statistical method was used to ap-
proximate the distribution of electrons in an atom as uniform (i.e. homogeneous electron gas
model). Despite several limitations, the method has the great merit of being the first one to
treat the ground-state energy as a functional of the electronic density instead of the wave func-
tion. The TF approach is considered indeed as the precursor of the modern DFT. Therefore,
the functional for the kinetic energy, T[ρ]:

T[ρ] = ⟨Ψmin|T̂|Ψmin⟩ (2.54)

and the functional for the potential of electronic pairs, Vee[ρ]:

Vee[ρ] = ⟨Ψmin|V̂ee|Ψmin⟩ (2.55)

can be calculated within this approximated model, obtaining the following TF functional for
the total energy:

ETF[ρ] =
3

10
(3π2)2/3

∫
ρ(r)5/3dr +

1
2

∫ ∫
ρ(r)ρ(r’)
|r − r’| drdr’ +

∫
ρ(r)Vextdr (2.56)

The first term in Eq. 2.56 corresponds to the TF functional of the kinetic energy (TTF[ρ]),
with ρ(r) being the density of the homogeneous gas in that point. The second term instead
is the classic Coulomb repulsion energy among pairs of electronic densities (J[ρ]). ETF[ρ] can
be now minimized with the constraint that the density gives the correct number of electrons,
which is constant in the real system. The accuracy of the TF model is limited by the inaccurate
representation of the kinetic energy and the neglect of the exchange and correlation energy.
Currently, the computational methods are mostly based on the KS formulation of DFT that is
discussed below.

2.3.1 Kohn-Sham approach

In 1965, Kohn and Sham proposed their indirect approach which put the HK theorems into
practical use, thus making the DFT calculations affordable. [156] The KS approach considers
a fictitious system of non-interacting electrons, that is Vee = 0, whose electronic density is
equal to that of the real system (interacting electrons). Therefore, the impracticable problem
of treating a many-body system of interacting electrons within an external potential is reduced
to a tractable one, where the non-interacting electrons move within an effective potential. This
fictitious potential is termed as KS potential, VKS, and it is chosen in a way that guarantees the
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equivalence between the fictitious and the real electronic density.
Starting from these assumptions, the KS Hamiltonian, HKS, can be written as a sum of

mono-electronic Hamiltonians:

HKS =
N

∑
i=1

(
−1

2
∇2

i

)
+

N

∑
i=1

VKS(ri) =
N

∑
i=1

hks(i) (2.57)

The ground-state wave function of the KS system can be constructed with a single Slater de-
terminant as:

ΨKS =
1√
N!

det|χ1χ2...χN| (2.58)

where N is the number of electrons, and χi is the i − th spin-orbital satisfying the time-
independent Schrödinger equation:

hKSχi = εiχi (2.59)

Solving Eq. 2.59, the (KS) orbitals and the orbital energies, ε i, are obtained. The KS density
can be now calculated from the spatial part, φi(r), of the spin-orbitals:

ρ(r) =
N

∑
i=1

φ∗
i (r)φi(r) (2.60)

As stated above, VKS must be chosen in a way that gives the KS density equals to the real one.
Similarly to the TF model, this goal is achieved by minimizing the energy functional E[ρ] with
the following constraint on the density:

∫
ρ(r)dr = N (2.61)

where N corresponds again to the number of electrons of the system.
Let us start from the real, interacting system, whose energy functional (see Eqs. 2.51, 2.54,

and 2.55 ) can be also formulated as:

E[ρ] = T0[ρ] + J[ρ] + Exc[ρ] +
∫

ρ(r)Vext(r)dr (2.62)

Here, T0[ρ] is the non-interacting kinetic energy functional:

T0[ρ] = −1
2

N

∑
i=1

⟨χi|∇2
i |χi⟩ (2.63)

while J[ρ] is the classical electrostatic interaction that was already shown in Eq. 2.56. Instead,
Exc[ρ] is the exchange and correlation functional which is defined as follows:

Exc[ρ] = T[ρ]− T0[ρ] + Vee[ρ]− J[ρ] (2.64)
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This functional is unknown, but it can be approximated with different models, e.g. electron
gas models, depending on the properties of the system one is interested in. Moreover, this
term is smaller with respect to the other objects, thus making the approximation, then the
approach, properly working. Models that are usually employed to treat the Exc[ρ] functional
will be investigated in detail in the next section 2.3.2. The constrained (Eq. 2.61) minimization
of the energy functional in Eq. 2.62 can be now performed exploiting the method of Lagrange
multipliers:

δ

δρ

(
E[ρ]− λ

∫
ρ(r)dr

)
= 0

δT0

δρ
+
∫

ρ(r’)
|r − r’|dr’ +

δExc

δρ
+ Vext(r) = λ

(2.65)

The procedure is then repeated to minimize the energy functional of the fictitious KS system,
EKS[ρ]:

δ

δρ

(
EKS[ρ]− λ

∫
ρ(r)dr

)
= 0

δT0

δρ
+ VKS(r) = λ

(2.66)

The same solution is imposed for the two systems due to the equivalence of the electronic
densities (ρKS = ρreal). Consequently, the following expression is obtained for the KS potential:

VKS(r) =
∫

ρ(r’)
|r − r’|dr’ +

δExc

δρ
+ Vext(r) (2.67)

The mono-electronic KS equations in Eq. 2.59 can be now solved by putting this latter expres-
sion into the KS Hamiltonian (Eq. 2.57).

It is worth noticing that the KS potential depends on the electronic density, which in turn
depends on the spatial orbitals φ(r) that are obtained by solving the KS equations. There-
fore, a Self Consistent Field (SCF) procedure must be employed to treat these mono-electronic
equations, similar to that employed in the HF method. The SCF approach, whose flowchart is
schematized in Figure 2.4, starts with an initial guess of the density, ρ(0)(r), which is generally
chosen as the sum of the atomic densities to avoid oscillations along the procedure. The tested
density is used to calculate the KS potential first and solve the mono-electronic equations later.
The resulting molecular orbitals are used to calculate the new electronic density, which is then
compared with that calculated in the previous iteration. The convergence is reached when
the difference between the two density values is below a certain threshold. Meanwhile, the
potential is updated from the orbitals of the previous cycle at each iteration.
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FIGURE 2.4: Flowchart of the SCF procedure employed to solve the KS equa-
tions.

The φi molecular orbitals of the KS equations are obtained with the Linear Combination
of Atomic Orbitals (LCAO) formulation. In LCAO, the orbitals are expressed as linear combi-
nations of basis functions:

φi(r) =
basis

∑
k=1

νk(r)Cki (2.68)

and the problem of obtaining the KS eigenfunctions and eigenvalues is reduced to a general-
ized diagonalization one:

HKSC = SCE (2.69)

In Eq. 2.69, S is the overlap matrix that is given in input, together with the KS Hamiltonian,
while the coefficient matrix C, and the energy matrix E are obtained in output.

There are two different philosophies to build the HKS matrix: the numerical integration
and the analytical integration. The former approach, employed in the Amsterdam Modelling
Suite (AMS) code, [157] uses Slater basis sets, whereas the latter approach, employed in the
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Gaussian code, [158] works with Gaussian basis sets. Slater-type orbitals describe more nat-
urally the atomic orbitals, but Gaussian-type orbitals allow faster calculations due to the use
of analytical integrals. In the AMS code, which was used in all the works of this PhD thesis, a
technique known as density fitting is adopted to improve the performance of the calculations.
Here, the density is approximated with a fitting density, ρ̃(r), to reduce the sums that need to
be computed:

ρ(r) =
N

∑
i=1

φ∗
i (r)φi(r)

=
N

∑
i=1

basis

∑
j=1

basis

∑
k=1

C∗
jiCkiν

∗
j (r)νk(r)

∼= ρ̃(r) =
f it

∑
m

fm(r)am

(2.70)

In Eq. 2.70, fm are the auxiliary fitting functions, while am are the coefficients defined to
optimize ρ̃(r). Therefore, they are obtained imposing the following condition:

min
∫

(ρ(r)− ρ̃(r))2 dr (2.71)

and constraining the fitting density:

∫
ρ̃(r)dr = N (2.72)

2.3.2 Exchange and correlation functionals

As stated in the previous section 2.3.1, the exchange-correlation (xc) energy functional is the
unknown term of the KS equations. Therefore, the xc potential, Vxc, must be approximated
using a model, which is chosen according to the system and properties under investigation.
The fact that both exchange and correlation keep electrons apart has brought to describe the
xc contribution in terms of a hole that surrounds each electron, preventing the others from
approaching it. The so-defined xc hole can be explained considering the joint probability of
finding, simultaneously, an electron at point r1 and another electron at point r2. Therefore, the
xc hole can be described in terms of the pair-correlation function, hxc(r1, r2) as:

hxc(r1, r2) = hs1=s2
x (r1, r2) + hs1,s2

c (r1, r2) (2.73)

where the exchange term (Fermi hole) acts only on electrons with the same spin value, while
the correlation term (Coulomb hole) affects all electrons, independently from their spin value.
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Starting from the pair density function, ρ2(r1, r2):

ρ2(r1, r2) =
N(N − 1)

2

∫
|Ψ (r1, r2, ..., rN) |2dr3dr4...drN

=
1
2

ρ(r1)ρ(r2)[1 + hxc(r1, r2)]

(2.74)

the xc hole, ρxc(r1, r2), can be defined as:

ρxc(r1, r2) = ρ(r2)hxc(r1, r2)

=
2ρ2(r1, r2)

ρ(r1)
− ρ(r2)

(2.75)

ρ2(r1, r2) represents the probability of finding two electrons within the volume elements dr1

and dr2, simultaneously. Instead, ρxc(r1, r2) represents the difference between the conditioned
and unconditioned probability. It can be also written in terms of correlation function as:

ρxc(r1, r2) = g(r1, r2)− ρ(r2) (2.76)

Now, the expectation value of the repulsive electron-electron potential becomes:

⟨Vee⟩ =
1
2

[∫ ∫
ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2 +

∫ ∫
ρ(r1)ρxc(r1, r2)

|r1 − r2|
dr1dr2

]

= J[ρ] + Exc[ρ]

(2.77)

By introducing models to derive an explicit expression for Exc[ρ], it is possible to define the xc
energy density, εxc, which can be further split into its exchange and correlation contributions:

εxc = εx + εc (2.78)

The oldest model for the xc potential is the Local Density Approximation (LDA) which de-
scribes the electrons with the Uniform Electron Gas model. Therefore, the whole space is
divided into small volume elements in which the electronic density is treated as constant.
Subsequently, the xc energy functional depends only on the value of the density at each point
of the space and is obtained by integrating εxc at a given density ρ(r):

ELDA
xc [ρ(r)] =

∫
εLDA

xc [ρ(r)]ρ(r)dr (2.79)

The exchange term of εLDA
xc has the following analytical form:

εLDA
x [ρ(r)] = −3

4

(
3
π

)1/3

ρ1/3(r) (2.80)
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and the exchange potential, νLDA
x , becomes:

νLDA
x [ρ(r)] = −

(
3
π

)1/3

ρ1/3(r) (2.81)

Actually, a first attempt to formulate a solution for the local νx was made by Slater, who
proposed the Xα method in 1951. [159] In order to reduce the computational complexity of
the HF method, he introduced the following expression for the exchange potential:

νXα[ρ(r)] = −α
3
2

(
3
π

)1/3

ρ1/3(r) (2.82)

The Slater’s exchange parameter, α, was imposed equal to one in the original method. For the
correlation term of εLDA

xc , the solution is much less trivial. It can be approximated by fitting a
set of discrete values, previously obtained via a Quantum Monte Carlo procedure, by means
of complicated analytical expressions. [160]

Despite its simplicity, the LDA method works very well in many cases, in particular for
geometry optimizations or to describe material properties as lattice constants of solids, vibra-
tional frequencies, dipole moments, and Fermi surfaces of bulk materials. However, it has a
tendency to overestimate polarizabilities, as well as to underestimate electron affinities and
ionization potentials. Moreover, the resulting KS eigenvalues are too low in magnitude be-
cause the xc potential goes to zero exponentially instead of following the correct − 1

r behavior
at long distances.

Some of the LDA limitations are overcome by models within the Generalized Gradient
Approximation (GGA), which accounts for the non-homogeneity of the electronic density by
considering its gradient, ∇ρ. Herein, the xc energy functional assumes the following expres-
sion:

EGGA
xc [ρ(r)] =

∫
εGGA

xc (ρ,∇ρ)ρ(r)dr (2.83)

GGA functionals are non-local since the xc energy density εxc at a given point r is defined by
both the electronic density in that point (ρ(r)) and the electronic density in the neighboring
points (ρ(r + ∆r)).

Among the widely used GGA functionals, we can mention the forms proposed by Becke
(B88), [161] Perdew, Burke, and Enzerhof (PBE), [162] and van Leeuwen, and Baerends (LB94).
[163] The latter one was employed in several works of this PhD project due to its ability of re-
producing the correct asymptotic Coulomb decay behavior.

GGA allows improved calculations of the energy-related properties with respect to LDA,
especially for systems characterized by fast variations of the electronic density. However, both
GGA and LDA perform poorly on materials with localized and strongly correlated electrons
(e.g. transition metal oxides, and rare-earth elements).

Variations and refinements of the GGA family have been proposed, such as meta-GGA
functionals that use higher-order derivatives of the electronic density for its approximation in
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the εxc energy. [164] Other examples of more accurate GGAs are the hyper-GGA and the Gen-
eralized Random Phase approximation. [165, 166] Hyper-GGA functionals include the exact
exchange energy density, while in the latter approximation the contribution of the unoccupied
orbitals is taken into account.

A relevant family of functionals was introduced by Becke in 1993 [167] and is termed as hy-
brid xc functionals. These potentials incorporate a portion of the exact non-local HF exchange
providing a good description of short-range electron-electron interactions, hence a very ac-
curate description of short-range properties. Hybrid functionals can be divided into purely
theoretical and semi-empirical ones, depending on whether their parameters are fitted or not
with experimental data. Nowadays, one of the most used functional is B3 (i.e. Becke’s three
parameter exchange functional) in combination with the LYP correlation functional. [168] The
resulting B3LYP functional belongs to the semi-empirical family and possesses the following
expression:

EB3LYP
xc = ELDA

x + α0

(
EHF

x − ELDA
x

)
+ αxEB88

x + αcELYP
c + (1 − αc)EVWN

c (2.84)

α0, αx, and αc are the three parameters defining the potential and are approximately equal to
0.2, 0.7, and 0.8, respectively. EB88

x , and ELYP
c are the B88 exchange, [161] and the Lee, Yang,

and Parr correlation [168] GGA functionals, while ELDA
x and EVWN

c are both LDA functionals.
B3LYP was used in several occasions in this PhD project due to its good accuracy, although it
may require a significant computational effort because of the HF portion.

Hybrid functionals as B3LYP are often described as global hybrids because the portion
of the exact exchange is constant all over the space. However, there are situations where
it may be useful to go beyond this description, for instance when non-covalent systems are
treated or weak interactions and charge-transfer excitations play a major role. In this cases,
one can employ range-separated (RS) xc functionals that divide the space of electron-electron
interactions into short-, and long-range regions by splitting the Coulomb operator into two
parts:

1
r12

= SR + LR =
1 − ω(γr12)

r12
+

ω(γr12)

r12
(2.85)

Here, r12 is the inter-electronic distance (|r1 − r2|), while ω is a continuous switching function
that goes to 0 when r12 goes to 0 and goes to 1 when r12 becomes large. The rapidity of this
switching is defined by the parameter γ.

Exact and DFT exchange have been applied in different ways in range separation, depend-
ing on the system of interest. For instance, it useful to employ HF exchange at short-range,
and DFT exchange at long-range in the description of periodic systems, [169] while the oppo-
site separation is adopted for molecular systems. [170]

The switching function ω mostly assumes the form of an error function (erf), which is
quite attractive for its practical implementation. The erf function can be also combined with
additional Gaussian functions. An alternative to the erf is the exponential function e−γr12 , that
combined with the 1/r12 operator gives the Yukawa potential. The Yukawa potential is a more
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natural choice as a screened Coulomb potential, but it is not compatible with the Gaussian ba-
sis set which is widely employed in most of the quantum chemistry packages. In the AMS
code, that works with Slater-type orbital functions, the Yukawa potential is used as switching
function according to ref. [171].

Among the several RS functionals proposed, it is worth mentioning the CAM-B3LYP [69]
and wB97X-D [70] xc functionals. For CAM-B3LYP, Eq. 2.85 is adjusted by introducing two
extra parameters, α and β:

1
r12

=
1 − [α + βerf(γr12)]

r12
+

α + βerf(γr12)

r12
(2.86)

where the relations 0 ≤ α + β ≤ 1, 0 ≤ α ≤ 1, and 0 ≤ β ≤ 1 should be satisfied. CAM-B3LYP
is a Coulomb attenuated version of the hybrid B3LYP and comprises of 0.19 and 0.65 HF
exchange at short-range and long-range, respectively. The intermediate region is described
through the standard erf with γ = 0.33. Instead, wB97X-D, widely employed in this PhD
work, is a RS version of Becke’s 97 functional with additional dispersion corrections. This
functional includes about 22% and 100% of exact exchange at short- and long-range, respec-
tively. The wB97X-D functional has proven to be very accurate in describing non-covalent
interactions, as solute-solvent ones, because of its corrections.

2.4 Time-Dependent Density Functional Theory

Although some DFT extensions for the treatment of excited states have been proposed (e.g.
Transition Potential (TP) method), this theory only provides a description of the electronic
ground-state. Therefore, its rigorous time-dependent (TD) extension, i.e.TDDFT, is introduced
to study the excited states, hence to calculate spectral properties. The formal foundation of
TDDFT is provided by the Runge-Gross (RG) theorem (1984), [172] which is the extension of
the HK theorem (see section 2.3) to the time-dependent case. Indeed, this theorem demon-
strates the one-to-one correspondence between TD densities and TD potentials. However, the
RG theorem does not guarantee that the density of the full interacting system can be calculated
using a much simpler non-interacting one, thus that a KS-like approach can be adopted. This
is where the van Leeuwen theorem [173] steps in, opening the way towards a time-dependent
KS approach. Indeed, this theorem guarantees the existence of non-interacting systems that
reproduce the TD density of the real interacting systems.

The TDDFT equations will be discussed in their Casida’s formulation [71] in section 2.4.2
and by means of the polTDDFT algorithm [93] in section 2.4.3. In both cases, the system
is subjected to a small perturbation, hence not strongly deviating from its initial state. This
means that the response can be calculated to the first order in the perturbation, working in the
so-called linear response regime. The theoretical bases of the Linear Response Theory (LRT)
are provided in the following section.
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2.4.1 Linear Response Theory

Response Theory aims to describe how a system reacts to an external perturbation such as
an applied electric or magnetic field. Considering a small TD perturbation acting on a sys-
tem of N-interacting electrons, which satisfies the TD Schrödinger equation, the perturbed
Hamiltonian becomes:

H(t) = H(0) + λH(1)(t) (2.87)

The superscripts in Eq. 2.87 indicate the order of the perturbation, while λ represents the
parameter that switches it on. Similarly, the perturbed wave function can be written as:

Ψ
′
(r, t) = Ψ(0)(r) + λΨ(1)(r, t) (2.88)

H(0) and Ψ(0) are the unperturbed Hamiltonian and wave function, respectively. In this ap-
proach, we assume to know all the solutions of the unperturbed system:

H(0)Ψ(0)
n = E(0)

n Ψ(0)
n (2.89)

The zeroth-order wave functions can be factorized in their spatial and time-dependent com-
ponents as:

Ψ(0)
n (r, t) = φ

(0)
n (r)e−iE(0)

n t (2.90)

These wave functions generally form a complete set that can be employed to expand the first-
order perturbed wave function Ψ(1) as:

Ψ(1)(r, t) = ∑
n ̸=0

cn(t)φ
(0)
n (r)e−iE(0)

n t (2.91)

where cn(t) represents the n − th time-dependent expansion coefficient. Now, the solution of
the perturbed system becomes:

|Ψ′
0⟩ = φ

(0)
0 (r)e−iE(0)

0 t + λ ∑
n ̸=0

cn(t)φ
(0)
n (r)e−iE(0)

n t (2.92)

Considering the first-order in the expansion series and collecting the exponential terms, the
TD Schrödinger equation assumes the following form:

H(1)Ψ(0)
0 = i ∑

n ̸=0
ċn φ

(0)
n e−iω0nt (2.93)
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where ω0n = E(0)
n − E(0)

0 , thus it is the difference between the energy of the n-excited state and
of the ground-state. The cn(t) coefficients are obtained solving the following integral:

cn(t) =
∫ t

−∞
ċndt

= −i
∫ t

−∞
⟨φ

(0)
n |H(1)|φ(0)

0 ⟩eiω0nτdτ

= −i⟨n|A(r)|0⟩
∫ t

−∞
F(τ)eiω0nτdτ

(2.94)

where H(1) = A(r)F(t).
Let us focus now on studying the effect of the perturbation on a specific property of the

system (the observable B(t)), that is the actual response of the system. This response to a
perturbation A can be measured considering the difference between the expectation values of
the perturbed and the initial functions:

δ⟨B(t)⟩ = ⟨B(t)⟩ − ⟨B⟩0 = ⟨Ψ′ |B|Ψ′⟩ − ⟨Ψ(0)|B|Ψ(0)⟩ (2.95)

By introducing the expression for the perturbed wave function and neglecting higher (> 1)
perturbative terms (see Eq. 2.88), Eq. 2.95 becomes:

δ⟨B(t)⟩ = ⟨Ψ(0)|B|λΨ(1)⟩+ ⟨λΨ(1)|B|Ψ(0)⟩ (2.96)

Now, the perturbed wave function can be expressed in terms of its expansion (see Eq. 2.91),
explicating the TD coefficients as shown in Eq. 2.94:

δ⟨B(t)⟩ = −i ∑
n ̸=0

⟨0|B|n⟩⟨n|A|0⟩
∫ t

−∞
F(τ)e−iω0n(t−τ)dτ + c.c. (2.97)

where c.c. stands for complex conjugate.
It is convenient to define the time-correlation function, R, as:

R(BA|t − τ) = −i ∑
n ̸=0

[
⟨0|B|n⟩⟨n|A|0⟩e−iω0n(t−τ) − ⟨n|B|0⟩⟨0|A|n⟩eiω0n(t−τ)

]
(2.98)

in order to express Eq. 2.97 in the following compact way:

δ⟨B(t)⟩ =
∫ t

−∞
R(BA|t − τ)F(τ)dτ (2.99)

Therefore, the linear response function is the variation of the expected value ⟨B⟩ at time t
caused by the perturbation A at time τ. Note that this function is defined only for t > τ,
according to the principle of causality. Moreover, the response function depends only on the
distance between t and τ but not on their actual values. The dependency on the specific time
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value is included in the TD potential, F(t).
In LRT, it is actually more convenient to work in the frequency-domain considering the

frequency components of the TD potential, which can be obtained by means of a Fourier
transform: F(t) → f(ω). Before that, let us find an expression for F(t) ensuring that the
perturbation acts on an unperturbed state. This goal is simply achieved by introducing an
adiabatic "switch on" factor, eεt, such that:

lim
t→−∞

eεt = 0 (2.100)

while for finite t, eεt ≈ 1. This way, the perturbation is gradually switched on, avoiding
transient effects.

The Fourier transform of F(t) is given by:

F(t) = eεt 1
2π

∫ +∞

−∞
f (ω)e−iωtdω

=
1

2π

∫ +∞

−∞
f (ω)e−i(ω+iε)tdω

(2.101)

Substituting this expression in Eq. 2.99, the response becomes:

δ⟨B(t)⟩ = 1
2π

∫ t

−∞

∫ +∞

−∞
f (ω)e−i(ω+iε)τR(BA|t − τ)dτdω (2.102)

It is possible to integrate over τ to keep only the frequency dependence:





∫ t
−∞ e−i(ω+iε+ω0n)τeiω0ntdτ = − e−i(ω+iε)t

i(ω + iε + ω0n)

∫ t
−∞ e−i(ω+iε−ω0n)τe−iω0ntdτ = − e−i(ω+iε)t

i(ω + iε − ω0n)

(2.103)

Putting these results in Eq. 2.102, it is obtained:

δ⟨B(t)⟩ = 1
2π

∫ +∞

−∞
f (ω)e−i(ω+iε)t ∑

n ̸=0

[
B0n An0

ω + iε − ω0n
− Bn0A0n

ω + iε + ω0n

]
dω (2.104)

where the sum is the Fourier transform of the time-correlation function, R, and is defined as
the dynamic polarizability:

∏(BA|ω) = ∑
n ̸=0

[
B0n An0

ω + iε − ω0n
− Bn0A0n

ω + iε + ω0n

]
(2.105)
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Finally, the expression of the linear response in the frequency-domain can be written in the
following compact form:

δ⟨B(t)⟩ = 1
2π

∫ +∞

−∞
f (ω)e−i(ω+iε)t ∏(BA|ω)dω (2.106)

Therefore, the linear response function is the variation of the expected value ⟨B⟩ at time t
induced by the perturbation A at frequency ω. If the spectral dependency, f (ω), relative to
the perturbation A is known, it is possible to predict ⟨B⟩ at any time.

It is worth noticing that the dynamic polarizability in Eq. 2.105 contains two poles in
ω = −iε − ω0n, and ω = ω0n − iε. Moreover, it is interesting to look into the resonant case,
that is, ω = ω0n:

lim
ε→0+

∏(BA|ω0n) ∼=
⟨0|B|n⟩⟨n|A|0⟩

iε
(2.107)

where the dynamic polarizability becomes an imaginary number.
Considering the electric dipoles induced by the oscillating electric field of an electromag-

netic radiation, one obtains:

Im[ lim
ε→0+

(µµ|ω0n)] ∼= −|⟨n|µ|0⟩|2
ε

(2.108)

Therefore, the polarizability, α, is an imaginary object proportional to the transition moment,
and then to the oscillator strength. The problem can be solved in two different ways. The
first approach involves the resolution of the response matrix by diagonalization, which gives
a discrete spectrum, while in the second approach the spectrum is calculated point-by-point
from the imaginary part of α, setting finite ε values. Such strategies will be discussed in detail
in the following sections 2.4.2 and 2.4.3.

Let us conclude this section with a practical example, considering a monochromatic per-
turbation of frequency ω0 induced by an electromagnetic radiation:

V(r, t) = A(r)F(t) = A(r) cos(ω0t) (2.109)

Bearing in mind that the Fourier transform of cos(ω0t) is: π[δ(ω − ω0) + δ(ω + ω0)], the
variation of the expected value of the observable B becomes:

δ⟨B(t)⟩ = 1
2

[
ei(ω0−iε)t ∏(BA| − ω0) + e−i(ω0+iε)t ∏(BA|ω0)

]
(2.110)

2.4.2 Random Phase Approximation and Casida’s scheme

The first order perturbation introduced above, H(1)(r, t), can be written within the first order
TD perturbation theory as:

H(1)(r, t) = Aωe−iωt + A−ωeiωt (2.111)
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Consequently, the time-dependent Schrödinger equation becomes:

[
H(0) + λ

(
Aωe−iωt + A−ωeiωt

)] [
Ψ(0)

0 e−iE0t + λ
(

Ψ(1,−)
0 e−i(E0+ω)t + Ψ(1,+)

0 e−i(E0−ω)t
)]

= i
∂

∂t

[
Ψ(0)

0 e−iE0t + λ
(

Ψ(1,−)
0 e−i(E0+ω)t + Ψ(1,+)

0 e−i(E0−ω)t
)]

(2.112)
assuming that the perturbed wave function has only two components in time, namely, e−i(E0+ω)t

and e−i(E0−ω)t associated with Ψ(1,−)
0 and Ψ(1,+)

0 , respectively. The zeroth-order terms in Eq.
2.112 give the time-independent Schrödinger equation, while the first-order terms can be col-
lected together according to their time behavior:

e−i(E0+ω)t
[

H(0)Ψ(1,−) + AωΨ(0)
0 − (E0 + ω)Ψ(1,−)

0

]
+

+ e−i(E0−ω)t
[

H(0)Ψ(1,+) + A−ωΨ(0)
0 − (E0 − ω)Ψ(1,+)

0

]
= 0

(2.113)

Such expression is a linear combination of two TD linear independent functions, hence their
coefficients (i.e., quantities in the square brackets) must be null.

Let us now consider the HF case, where the unperturbed Hamiltonian represents the Fock
operator (H(0) = F̂), and the ground-state wave function represents the occupied orbitals.
The perturbation of the wave function must preserve the orthonormality condition over the
occupied orbitals:

⟨δφi|φj⟩+ ⟨φi|δφj⟩ = 0 (2.114)

Since the two terms of this equation are equal to zero, the perturbed wave function is orthog-
onal to all the occupied orbitals, hence it must be a linear combination of virtual ones:

δφi =
virt

∑
b

cib|φb⟩ (2.115)

Eq. 2.115 can be adjusted such that the perturbed wave functions satisfy the time behaviors

described above:

Ψ(1,−)
i =

virt

∑
b

Xib φb (2.116)

Ψ(1,+)
i =

virt

∑
b

Y∗
ib φb (2.117)
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By taking this formulation into Eq. 2.113 and doing the scalar product with another virtual

orbital, φa, it is obtained:

virt

∑
b
⟨φa|F|φb⟩Xib + ⟨φa|Aω|φi⟩ − (εi + ω)

virt

∑
b

Xib⟨φa|φb⟩ = 0 (2.118)

virt

∑
b
⟨φa|F|φb⟩Y∗

ib + ⟨φa|A−ω|φi⟩ − (εi − ω)
virt

∑
b

Y∗
ib⟨φa|φb⟩ = 0 (2.119)

In both the equations, the only term of the sum that survives is that where a = b because

of the orbitals orthonormality. Moreover, transforming the second equation in its complex

conjugate, the following expressions result:

⟨φa|Aω|φi⟩+ (εa − εi − ω)Xia = 0 (2.120)

⟨φi|Aω|φa⟩+ (εa − εi + ω)Yib = 0 (2.121)

However, the TD external field affects the orbitals, hence modifying the Fock operator.
In order to evaluate the ⟨φa|Aω|φi⟩ term, the first-order perturbed F̂ operator (F(1)) must be
introduced:

F(1) =
occ

∑
j

(
⟨δφj||φj⟩+ ⟨φj||δφj⟩

)
(2.122)

Then, the matrix elements become:

⟨φa|F(1)|φi⟩ =
occ

∑
j

(
⟨φaδφj||φi φj⟩+ ⟨φa φj||φiδφj⟩

)

=
occ

∑
j

virt

∑
b

e−iωt (Yjb⟨φa φb||φi φj⟩+ Xjb⟨φa φj||φi φb⟩
)

+
occ

∑
j

virt

∑
b

eiωt
(

X∗
jb⟨φa φb||φi φj⟩+ Y∗

jb⟨φa φj||φi φb⟩
)

(2.123)

From this expression, it is derived that:

⟨φa|Aω|φi⟩ = ⟨φa|z|φi⟩+
occ

∑
j

virt

∑
b

(
Xjb⟨φa φj||φi φb⟩+ Yjb⟨φa φb||φi φj⟩

)
(2.124)

z in Eq. 2.124 is the electric dipole operator, while the X and Y coefficients are unknown.

However, we know all the other terms of Eq. 2.120 and Eq. 2.121, which can be reformulated
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as:

occ

∑
j

virt

∑
b

(
Xjb⟨φa φj||φi φb⟩+ Yjb⟨φa φb||φi φj⟩

)
+ (εa − εi − ω)Xia = −⟨φa|z|φi⟩ (2.125)

occ

∑
j

virt

∑
b

(
Yjb⟨φi φb||φa φj⟩+ Xjb⟨φi φj||φa φb⟩

)
+ (εa − εi + ω)Yia = −⟨φi|z|φa⟩ (2.126)

These coupled equations can be also represented in the following matrix form:

(
A B
B∗ A∗

)(
X
Y

)
− ω

(
1 0
0 −1

)(
X
Y

)
=

(
−V
−V∗

)
(2.127)

where Aia,jb = δijδab(εa − ε i) + ⟨φa φj||φi φb⟩ and Bia,jb = ⟨φa φb||φi φj⟩. Therefore, by solving
this matrix problem, the coefficients X and Y for a given frequency ω can be extracted. Note
that when the frequency corresponds to the excitation energy, we formally have values that
go to infinity.

It is worth mentioning that this matrix object is connected with polarizability. In order to
obtain the response of the system, let us start with the variation of the electric dipole as our
observable:

δ⟨B(t)⟩ =
occ

∑
i
(⟨δφi|B|φi⟩+ ⟨φi|B|δφi⟩)

=
occ

∑
i
(⟨δφi|z|φi⟩+ ⟨φi|z|δφi⟩)

(2.128)

As shown before in Eq. 2.115, the first-order perturbation of orbitals can be expressed as a
linear combination of virtual orbitals. Therefore, previous Eq. 2.128 becomes:

δ⟨B(t)⟩ =
occ

∑
i

virt

∑
a

e−iωt (Yia⟨φa|z|φi⟩+ Xia⟨φi|z|φa⟩)

+
occ

∑
i

virt

∑
a

eiωt (X∗
ia⟨φa|z|φi⟩+ Y∗

ia⟨φi|z|φa⟩)
(2.129)

By comparing this expression with Eq. 2.110, it is possible to identify:

∏(BAω|ω) =
occ

∑
i

virt

∑
j
(Yia⟨φa|z|φi⟩+ Xia⟨φi|z|φa⟩) (2.130)
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Therefore, δB goes to infinite (absorption) when the coefficients X and Y are the solutions of
the following pseudo-eigenvalue equations:

(
A B
B∗ A∗

)(
X
Y

)
= ω

(
1 0
0 −1

)(
X
Y

)
(2.131)

This formulation is the well-known Random Phase Approximation (RPA). The RPA problem
can be simplified in two cases: (i) the molecular orbitals are real, hence A = A∗ and B = B∗,
(ii) the B matrix can be neglected, leading to the more common eigenvalue problem:

AX = ωX (2.132)

The latter case is known as Tamm-Dancoff Approximation (TDA). [174, 175]
Replacing the Fock operator with the KS operator as H(0) leads instead to the TDDFT

equations. The TDDFT sub-matrices, A and B, in Eq. 2.127 differ from those in the RPA for-
mulation for the presence of the bielectronic term and the xc potential. Therefore, depending
on the theory, A assumes the following form:

Aia,jb = δijδab(εa − εi) + ⟨φa φj||φi φb⟩

=





RPA : δijδab(εa − εi) + ⟨φa φj|φi φb⟩ − ⟨φa φj|φb φi⟩

TDDFT : δijδab(εa − εi) + ⟨φa φj|φi φb⟩ − ⟨φa φj|Kxc|φi φb⟩

(2.133)

while B becomes:

Bia,jb = ⟨φa φb||φi φj⟩

=





RPA : ⟨φa φb|φi φj⟩ − ⟨φa φb|φj φi⟩

TDDFT : ⟨φa φb|φi φj⟩ − ⟨φa φb|Kxc|φi φj⟩

(2.134)

If A and B are both real matrices, the RPA problem is simplified to the following system of
equations: 




AX + BY − ωX = −V

BX + AY + ωY = −V
(2.135)

Now, subtracting the second equation from the first one, it is obtained:

(A − B)(X − Y) = ω(X + Y) → (X − Y) = ω(A − B)−1(X + Y) (2.136)



2.4. Time-Dependent Density Functional Theory 45

Such formulation is quite interesting in TDDFT, where the (A − B) matrix becomes diagonal,
while this is not true for RPA. From Eq. 2.136, it follows that:

[
(A + B)− ω2(A − B)−1

]
(X + Y) = −2V (2.137)

The diagonal (A − B)−1 matrix is usually defined as ε−1.
This final expression leads to the famous Casida’s formulation [71] of TDDFT:

ΩF = ω2F (2.138)

where Ω = ε−1/2(A + B)ε1/2, and F = ε−1/2(X + Y). This eigenvalue problem can be trans-
formed as follows: (

Ω − ω2
)−1

= Fn0

(
1

ω2
no − ω2

)
F†

n0 (2.139)

In this scheme, the variation of our observable B becomes:

δ⟨B(t)⟩ = V†(X + Y) = V†ε1/2F = V†ε1/2(−2)Fn0

(
1

ω2
no − ω2

)
F†

n0ε1/2V (2.140)

When the frequency of the external potential is in resonance with one of the excited state
energies, Eq. 2.140 can be simplified as:

δ⟨B(t)⟩ ∼= −2
∣∣V†ε1/2Fn0

∣∣2

ω2
n0 − ω2

∼= −
∣∣V†ε1/2Fn0

∣∣2

(ωn0 − ω)ω
(2.141)

By replacing the numerator of Eq. 2.141 with ω|⟨n|z|0⟩|2, it results:

δ⟨B(t)⟩ ∼= |⟨n|z|0⟩|2
ω − ωn0

(2.142)

Therefore, the Casida’s equations are solved by diagonalizing the matrix Ω, which is a
four-indexed matrix defined within the 1h-1p space. The dimension of Ω corresponds to the
product between the number of occupied and virtual KS orbitals, while its elements are:

Ωiaσ,bjτ = δστδijδab (εa − εi)
2 + 2

√
εa − εiKiaσ,bjτ

√
εb − ε j (2.143)

where i and j are the indeces that run over the occupied orbitals, a and b are those running
over the virtual orbitals, and σ and τ are the indeces for the spin. Instead, Kiaσ,bjτ is the so-
called coupling matrix which includes the Coulomb term, the xc term, and the xc kernel that
can be approximated by using the Adiabatic LDA (ALDA) [176]:

Kiaσ,bjτ =
∫ ∫

φiσ(r)φaσ(r)
[

1
|r − r′| + f ALDA

xc (r)δ(r − r′)
]

φjτ(r′)φbτ(r′)dr′dr

(2.144)
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Moreover, considering the Casida’s eigenvectors, Fn0, that correspond to the ωn0 eigenvalues,
it is possible to extract the intensities of the spectral lines (i.e., oscillator strength or rotatory
strength values). For instance, the expression for the oscillator strength (absorption spectrum)
within the Casida’s scheme becomes:

fn0 =
2
3

ω
(
|⟨n|x|0⟩|2 + |⟨n|y|0⟩|2 + |⟨n|z|0⟩|2

)

=
2
3

(
x†ε1/2Fn0 + y†ε1/2Fn0 + z†ε1/2Fn0

) (2.145)

Therefore, excitation energies and intensities can be obtained by solving the Casida’s equa-
tions. However, the direct solution of Eq. 2.138 is practically infeasible due to computational
and storage requirements. The eigenvalue problem is usually solved by means of the David-
son’s algorithm, [72] which is a very efficient iterative procedure for extracting the lowest ex-
citation energies and intensities of the spectrum. This method works well for small-/medium-
sized systems, while it becomes unsuitable for larger systems or when a significant number
of eigenvalues is needed. Indeed, in these latter cases the procedure may become numerically
unstable. Among the alternatives to solve TDDFT equations for large systems, such as metal-
lic nanoclusters, it can be mentioned the polTDDFT algorithm [93] that will be discussed in
the next section 2.4.3.

2.4.3 The polTDDFT algorithm

As introduced above, the Casida’s formulation and its practical implementation (Davidson’s
algorithm) may suffer from some limitations. First of all, despite its robustness and effi-
ciency, the Casida’s scheme requires the diagonalization of very high-dimensional matrices
(Ω = O(Nocc × Nvirt)). Furthermore, employing the Davidson’s algorithm, we are able to ex-
tract only "few" low energy eigenvalues. This problem becomes particularly relevant when
treating metallic clusters which show a very high-density of states. An efficient alternative
here can be the polTDDFT algorithm proposed by Baseggio and co-workers. [93] This method,
which still works in the linear response regime, employs the polarizability tensor to drastically
reduce the size of the matrices that need to be diagonalized. As a result, polTDDFT allows
faster calculations and, above all, to obtain spectra of large systems up to the required excita-
tion energy. More in detail, polTDDFT extracts absorption and ECD spectra, point-by-point,
from the imaginary part of the complex dynamic polarizability (α(ω)) and rotatory strength
tensor (β(ω)), respectively. Let us start by discussing the formalism for absorption spectra,
then continuing with the formalism for ECD spectra, that are the main focus of this PhD
project.

In polTDDFT, the absorption spectrum, σ(ω), is calculated point-by-point from the imag-
inary part of the complex dynamic polarizability as:

σ(ω) =
4πω

c
Im[α(ω)] (2.146)
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where c is the speed of light, and ω is the complex photon energy (ω = ωr + iωi). There-
fore, the real part, ωr, corresponds to the photon frequency, while the imaginary part, ωi,
corresponds to the line enlargement that naturally arises from the uncertainty between life-
time and energy of the excited states. Instead, the dynamic polarizability is a tensor, whose
diagonal elements assume the following expression:

αkk(ω) =
∫

ρ
(1)
k (ω, r)kdr (2.147)

where k can be one of the three x, y, z components. From now on, the z component will be
taken as an example, but similar considerations can be applied to the other two directions.
ρ
(1)
k (ω, r) in Eq. 2.147 is the TD first-order correction of the electronic density induced by the

external TD perturbation (i.e., incident radiation).
For the absorption spectrum (see Eq. 2.146), the average over the trace of the polarizability

tensor is considered:

α(ω) =
1
3

3

∑
k=1

αkk(ω) (2.148)

Note that the trace of the tensor is invariant with respect to the selected system of coordinates,
hence it does not require the diagonalization or choice of the principal axes.

Now, the only unknown term is ρ
(1)
z (ω, r) that can be actually calculated as follows:

ρ
(1)
z (ω, r) =

∫
χKS(ω, r, r′)Vz

SCF(ω, r′)dr′ (2.149)

where χKS(ω, r, r′) is the dielectric susceptibility of the KS system of non-interacting electrons.
Instead, Vz

SCF(ω, r′) is the effective perturbative potential accounting for the external potential,
as well as for the Coulomb and xc terms:

Vz
SCF(ω, r′) = Vz

ext(ω, r′) +
∫

ρ
(1)
z (ω, r)
|r − r′| dr′ +

∂Vxc

∂ρ

∣∣∣∣
ρ0

ρ
(1)
z (ω, r) (2.150)

Vz
SCF(ω, r′) includes the xc kernel functional that will be treated again with the ALDA ap-

proach, [176] as shown above.
Eq. 2.149 and Eq. 2.150 can be reworded in their operator form as:





ρ
(1)
z = χKSVz

SCF

Vz
SCF = Vz

ext + Kρ
(1)
z

(2.151)

where K is the coupling matrix (see Eq. 2.144) that contains the Coulomb and xc terms:

K(r, r′) =
1

|r − r′| + δ(r − r′)
∂VXC

∂ρ

∣∣∣∣
ρ0

(2.152)
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The linearity of the operators allows us to do some algebra on this system of equations, thus
obtaining:

[1 − χKSK] ρ
(1)
z = χKSVz

ext (2.153)

In order to solve this matrix problem, it is convenient to expand the induced density as a linear
combination of frequency-independent fitting functions and frequency-dependent expansion
coefficients (see section 2.3.1):

ρ
(1)
z (ω, r) = ∑

µ

fµ(r)bµ(ω) (2.154)

By substituting Eq. 2.154 in Eq. 2.153 and doing the scalar product with ⟨fν|, the matrix
problem becomes:

∑
µ

(
⟨fν| fµ⟩ − ⟨fν|KχKS| fµ⟩

)
bµ = ⟨fν|χKSVz

ext⟩ (2.155)

and in terms of matrix elements:

∑
µ

(
Sνµ − Mνµ(ω)

)
bµ(ω) = dν(ω) (2.156)

Finally, the non-homogeneous system can be formulated in the following compact matrix
form:

[S − M(ω)] b = d (2.157)

where S is the overlap matrix between fitting functions, b is the unknown vectors of frequency-
dependent expansion coefficients, and d is the frequency-dependent vector. The latter vector
is known and can be expressed as follows:

dν = ⟨fν|χKS|z⟩ (2.158)

with z being the z − th component of the external oscillating dipole, Vz
ext. Instead, M is a

frequency-dependent matrix that needs to be calculated for each wavelength. Unfortunately,
this results in an impossible computational problem. Therefore, some approximations are
needed in order to proceed.

The strength of the polTDDFT algorithm lies in the construction of a simplified expression
of M, which is obtained by a linear combination of frequency-independent matrices, Gk, and
frequency-dependent expansion coefficients, sk(ω):

M(ω) = ∑
k

sk(ω)Gk (2.159)

The matrices Gk are calculated only once since frequency-independent, while M(ω) is built by
varying the coefficients sk(ω) at each frequency (= photon energy). This way, the calculation
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becomes fast and affordable.
The approximation made to treat M can be justified starting from the expression of the

dielectric susceptibility:

χKS(ω, r, r′) =
occ

∑
i

virt

∑
a

φi(r)φa(r)
4εia

ω2 − ε2
ia

φi(r′)φa(r′)

=
occ

∑
i

virt

∑
a

Θia(r)λia(ω)Θia(r′)

(2.160)

where ε ia is the difference between the energy of occupied and virtual orbitals. This object is
approximated as constant because of the high density of excitation energies. It is worth notic-
ing that in Eq. 2.160, λia(ω) is the only frequency-dependent term.

Let us now discretize the scale of excitation energies into P ordered intervals, Ik, as schema-
tized in the following figure.

FIGURE 2.5: Graphical representation of the grid of energy.

Note that the minimum ε ia corresponds to the HOMO-LUMO gap. If the Ik intervals are
narrow enough, thus the density of excitation energies is high, ε ia can be considered constant
in each interval. Consequently, it can be approximated by using the mean of adjacent orbital
energies as follows:

Ei =
Ei + Ei+1

2
(2.161)

and the dielectric susceptibility can be expressed as:

χKS(ω, r, r′) =
P

∑
k=1

4Ek

ω2 − E2
k

∑
εia∈Ik

Θia(r)Θia(r′)

=
P

∑
k=1

sk(ω)G̃k(r, r′)

(2.162)

where the frequency-dependent term is outside the inner sum. This way, χKS is defined as
a linear combination of frequency-independent objects and frequency-dependent coefficients.
This expression of χKS allows us to construct the matrix M(ω) (see Eq. 2.159) in the following
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way:

Mνµ(ω) =
max

∑
k=1

⟨fν|sk(ω)G̃k(r, r′)K| fµ⟩

=
max

∑
k=1

sk(ω) ∑
εia∈Ik

⟨fν|Θia(r)⟩⟨Θia(r′)|K| fµ⟩

=
max

∑
k=1

sk(ω)Gk
νµ

(2.163)

Therefore, the coefficients sk(ω) are equal to:

sk(ω) =
4Ek

ω2 − E2
k

(2.164)

The Gk
νµ matrix can be conveniently split into two sub-matrices:

Gk
νµ = ∑

εia∈Ik

Ak
ν,εia

Bk
εia,µ (2.165)

corresponding to:

Ak
ν,εia

= ⟨fν|Θia(r)⟩ (2.166)

Bk
εia,µ = ⟨Θia(r′)|

1
|r − r′| | fµ⟩+ ⟨Θia(r′)|δ(r − r′)

∂Vxc

∂ρ

∣∣∣∣
ρ0

| fµ⟩ (2.167)

A similar expression can be derived for the vector dν of the non-homogeneous system (see Eq.
2.158).

Now, all the elements needed to determine the unknown vector b(ω) in Eq. 2.157 are
available, therefore it is also possible to obtain the induced density (Eq. 2.154). Once ρ

(1)
z (ω, r)

is determined, we are finally able to calculate the complex dynamic polarizability (see Eq.
2.147) as:

αzz(ω) = ∑
µ

bµ(ω)
∫

fµ(r)zdr (2.168)

and to extract the absorption spectrum from its imaginary part (Eq. 2.146).
The polTDDFT approach can be easily extended to the calculation of ECD spectra. It

should be noted that in the following discussion the dependence on the current density of
the xc functionals will be neglected. As already mentioned, the CD is defined as the differen-
tial absorption of the left- and right-handed circularly polarized light by a cromophore:

CD = AL − AR (2.169)
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Considering an electromagnetic radiation that propagates along the x direction, it is possible
to express CD as:

CD = 2γIm
[
⟨0|µy|n⟩⟨n|my|0⟩+ ⟨0|µz|n⟩⟨n|mz|0⟩

]
(2.170)

where µi and mi are the i − th components of the electric and magnetic dipole, respectively,
while γ is a constant. Actually, this expression must be averaged over all the possible orienta-
tions since molecules are free to rotate in solution:

CD =
4
3

γIm [⟨0|µ|n⟩⟨n|m|0⟩] (2.171)

Eq. 2.171 is the well-known Rosenfeld equation [177] that can be written in terms of rotatory
strength, R0n, as:

R0n = Im [⟨0|µ|n⟩⟨n|m|0⟩] (2.172)

The R0n values correspond to the intensity values of the ECD spectra, thus the objects we want
to calculate. Moreover, the rotatory strength is correlated to the rotation tensor, β:

β =
1
3

3

∑
k=1

βkk =
2
3

c ∑
n ̸=0

R0n

ω2
n0 − ω2

(2.173)

As already done for the polarizability α, only the average over the trace of the tensor is taken
into account. Therefore, R0n is obtained by calculating the tensor β, which in turn is derived
from the dipole induced by the external electromagnetic radiation:

µ
(1)
i = ∑

j
αijCj − ∑

j

βij

c
∂Bj

∂t
(2.174)

where C and B are the electric and magnetic field, respectively. From Eq. 2.174, it is clear that
β comes from the electric dipole induced by the external oscillating magnetic field.

Similarly to what has been done above for the polarizability, only the z component will be
considered to define the first-order perturbed Hamiltonian:

H(1)(t) = −m · B = −mzBz cos(ωt) = −1
2

(
mzeiωt + m†

ze−iωt
)

Bz (2.175)

By using LRT, the magnetic polarizability can be expressed as:

∏(µzmz|ω) = lim
ε→0+

∑
n ̸=0

( ⟨0|µz|n⟩⟨n|mz|0⟩
ω − ωn0 + iε

− ⟨0|mz|n⟩⟨n|µz|0⟩
ω + ωn0 + iε

)
(2.176)

where ε is the adiabatic switch factor introduced in section 2.4.1. Since mz is purely imaginary,
it is obtained that:

m†
z = −mz (2.177)
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and:

⟨0|mz|n⟩ = −⟨n|mz|0⟩ (2.178)

This relation allows us to recast Eq. 2.176 in the following way:

∏(µzmz|ω) = lim
ε→0+

∑
n ̸=0

⟨0|µz|n⟩⟨n|mz|0⟩
(

1
ω − ωn0 + iε

+
1

ω + ωn0 + iε

)

= −
∫

ρ
(1)
z (ω, r)zdr

(2.179)

However, this result is just formal due to the impossibility of calculating the sum over the
excited states. Such limitation can be overcome following the same strategy adopted above
for the absorption case. Let us start expressing the induced density as a perturbation of the
magnetic field:

ρ
(1)
z (ω, r) =

occ

∑
i

virt

∑
a

φi φa⟨a|mz|i⟩
(

1
ω − ωai + iε

+
1

ω + ωai + iε

)

+
∫

χKS(ω, r, r′)Vz,ind(ω, r′)dr′
(2.180)

Vz,ind(ω, r′) is the potential induced by ρ
(1)
z (ω, r) and assumes the following expression:

Vz,ind(ω, r′) =
∫

ρ
(1)
t (ω, r′)
|r − r′| dr′ +

∂Vxc

∂ρ

∣∣∣∣
ρ0

ρ
(1)
t (ω, r) (2.181)

As in the previous Eq. 2.154, the induced density can be expanded as a linear combination of
fitting functions:

ρ
(1)
z (ω, r) = ∑

µ

fµ(r)qµ(ω) (2.182)

subsequently obtaining the following matrix problem by simple substitution:

[S − M(ω)] q = g (2.183)

The objects in this expression are analogous to those in Eq. 2.157, except for the vector g which
is defined as:

gµ =
max

∑
k=1

tk(ω) ∑
εia∈Ik

Ak
µ,ia(r, r′)⟨i|mz|a⟩ (2.184)

where the frequency-dependent coefficients, tk(ω), assume the following expression:

tk(ω) =
1

ω − ωai + iε
+

1
ω + ωia + iε

(2.185)
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Therefore, once the objects needed to extract the absorption spectrum are calculated, it be-
comes very easy to extract the ECD spectrum too, since the only unknown object is the vector
gµ.

Now, in order to have a practical expression for calculating ECD spectra, it is necessary
to make some adjustments in Eq. 2.174 and Eq. 2.179. Let us consider the z-component of a
monochromatic radiation with frequency ω. The behavior of the magnetic field over time is
described by the following equation:

Bz(t) = Bz cos(ωt) = Bz

(
e−iωt + eiωt

2

)
(2.186)

while its derivative becomes:

∂Bz(t)
∂t

= Bz

(−iωe−iωt + iωeiωt

2

)
(2.187)

Substituting Eq. 2.187 into:

−βzz

c
∂Bz

∂t
=

1
2

(
∏(µimi|ω)e−iωt + ∏(µimi| − ω)eiωt

)
(2.188)

the following expression for the diagonal component of the rotation tensor is obtained:

βzz = − ic
ω ∏(µimi|ω) (2.189)

In the resonant case (ω → ω0n), β displays poles at excitation energies and its strength is
extracted from the residue. Therefore, the previous equation can be reworded as:

βzz = − ic
ω

⟨0|µz|n⟩⟨n|mz|0⟩
iε

(2.190)

Considering the average over all the orientations and closed-shell systems (only singlet-singlet
transitions), β becomes:

β = −2icR0n

3ωε
(2.191)

Therefore, a practical expression for the rotatory strength is finally reached:

R0n =
3ωε

2c
Im[β(ω)] (2.192)

2.5 Relativistic effects

The inclusion of relativistic effects becomes necessary when describing the electronic struc-
ture of systems that contain heavy atoms. Thereupon, these effects have been included in all
the works where metal clusters were treated (see sections 4.1.2, 4.1.3, and 4.2.1).
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The relativistic effects arise with objects that move at a speed close to that of light, c. Trans-
lating this concept to chemical systems, these effects occur when heavy elements (e.g., Au) are
considered since electrons of the inner orbitals, particularly 1s orbitals, show an average speed
comparable to c. As a result of the fundamental relation between mass and velocity, these in-
ner orbitals are affected by a relativistic contraction. This phenomenon is actually extended
to all s-type orbitals due to their orthogonality with the 1s orbital. [178] The contraction of
the core orbitals improves the nuclear shielding, which in turn makes the valence orbitals less
attracted to the nucleus, thus higher in energy. The combination of these two effects brings to
a reduced gap between the 5d and 6s gold bands. [179]

The quantum-mechanical description of the electronic structure considering relativistic ef-
fects was proposed in 1928 by Dirac, [180] who extended the Schrödinger equation to the
relativistic case:

ĤDΨ(r, t) = ih̄
∂Ψ(r), t

∂t
(2.193)

The Dirac Hamiltonian, ĤD is composed of four terms:

ĤD = cα · p + m0c2β (2.194)

where p is the well-known moment operator: p = −ih̄∇, and α is a vector whose components
are traceless 4 × 4 diagonal matrices with the following form:

αi =

(
0 σi

σi 0

)
(2.195)

σi represents the Pauli spin matrix of the i − th component:

σx =

(
0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
(2.196)

Instead, β is a traceless 4 × 4 diagonal matrix defined as:

β =

(
12 0
0 −12

)
(2.197)

where its elements are:

12 =

(
1 0
0 1

)
0 =

(
0 0
0 0

)
(2.198)
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In this case, the electronic spin must be included in the wave function which becomes:

Ψ(r, t) =




φα(r, t)
φβ(r, t)
ξα(r, t)
ξβ(r, t)


 (2.199)

where α and β refer to spin up and down, respectively, while φ and ξ are the so-called large
and small components.

Introducing a potential, V, in the Hamiltonian, it is obtained:

Ĥ = ĤD + V = cα · p + m0c2β + V (2.200)

Therefore:

(E − cα · p − m0c2β − V)Ψ(r, t) = 0 (2.201)

However, the solution of the Dirac equation is not trivial since it is not bound from below,
thus negative eigenvalues are given too. This means that the variational principle is no longer
granted here due to the absence of a minimum for the solutions. Moreover, this Hamiltonian
requires a special set of basis functions and a huge computational effort because of its four-
components nature. In this respect, some approximations are needed for ĤD. For instance, it
is possible to approximately decouple the large and small components through the Douglass-
Kroll transformation, [181] scaling down to a two-components problem. Furthermore, if the
Spin-Orbit (SO) coupling is neglected, only one component will remain. This formulation to
describe the electronic structure is known as Scalar Relativistic (SR).

In this PhD project, the SR Zeroth Order Regular Approximated (SR-ZORA) [182] equa-
tions were used. The ZORA approach is based on reformulating the energy expression and
expanding in the term E

2mc2−V , which remains small even close to the nucleus. Retaining only
the zeroth-order term, one gets:

E =
p2c2

2mc2 − V
+ V (2.202)

which gives the following ZORA Hamiltonian:

HZORA = V + σ · p
c2

2c2 − V
σ · p (2.203)

All the terms have been previously introduced. Therefore, this ZORA Hamiltonian incorpo-
rates relativistic effects, that are traditionally introduced only at the level of the Pauli Hamil-
tonian, but it can be used variationally without suffering from the singularities for r → 0.
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Chapter 3

Computational Procedure

In this section, the main steps of the computational approach proposed in this work are re-
ported. Clearly, some of the following details must be adjusted depending on the system
under study. Anyway, extensive information are reported in different publications of this
PhD work (see sections 4.1.1, 4.1.2, 4.1.3, and 4.1.4).

The first step of the procedure regards the production of a trajectory by means of a clas-
sical MD simulation. Such simulations can be easily performed employing, for instance, the
GROMACS package [107] and both a suitable FF and solvent model. Generally, we work in
the NVT ensemble by keeping the temperature (T) constant with the stochastic velocity rescal-
ing thermostat. [113] Moreover, the LINCS algorithm [183] is used to constrain all the bonds
to improve the perfomances. The Particle Mesh Ewald method [121] is adopted to treat the
long-range electrostatic interactions.

Before producing an MD trajectory, the (solute+solvent) box must be properly set up and
equilibrated. First of all, the system of interest is inserted into a cubic box and solvated. The
volume and number of solvent molecules are chosen in order to reproduce the concentration
of the experimental ECD measurement in solution. Afterwards, the energy of the box is min-
imized using the steepest descent algorithm. This minimization is conducted at 0 K, hence
it is necessary to heat before the MD production. In practice, T is increased of 50 K at each
minimization until the experimental T value is reached (usually RT). In the second part of
the equilibration, the box is adjusted to achieve the correct density at the T of interest and a
pressure of 1 bar. In detail, the box volume is modified until its average pressure reaches that
measured on a box of pure solvent with the same number of solvent molecules. The average
pressure of the solvent box, P̄solv, is obtained by running a short simulation (ca. 5/10 ns) in the
NVT ensemble at the experimental density of the pure solvent at the selected T (e.g., dH2O at
25◦C). Afterwards, a first MD simulation of the whole box (5/10 ns again) is performed, giv-
ing an average pressure P̄syst. If P̄syst > P̄solv, the box will be expanded, while if P̄syst < P̄solv,
the box will be reduced. The procedure is repeated until the condition P̄syst ∼ P̄solv is reached.

The equilibrated box is then employed for the MD production, whose time length changes
with the system under investigation. Typically, an MD production covers hundreds of ns. The
trajectory thus obtained is analyzed in terms of ED (see section 2.2).

First of all, the solute is centered along the MD to avoid non-physical fluctuations due to
the use of PBC. Moreover, since the interest here is focused only on the internal motion, the
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overall roto-translational one is removed with a least square fitting to a reference structure
(usually the solute structure). Now, the first step of the ED analysis is the construction and di-
agonalization of the covariance matrix of the (solute) atomic coordinates. This step produces
a set of eigenvectors that correspond to the eigendirections along which the system undergoes
its internal motion, while their associated eigenvalues are the actual values of the mean square
fluctuations. The first eigenvectors correspond to the highest eigenvalues, thus representing
the directions that are essential to account for most of the conformational transitions. In this
approach, the analysis is limited to the first two eigenvectors, termed as essential eigenvec-
tors, to compromise between accuracy and computational cost. Therefore, the MD trajectory is
now projected onto these two eigendirections, producing the so-called Principal Components
(PCs) which provide us with a conformational landscape easy to investigate. In practice, a
2D histogram is built with these PCs, where each square represents a conformational basin
that is more or less populated depending on how many PCs pairs fall within it. The generic
conformational basin i is then associated with a certain number of pairs of projections, Ni, and
a probability, P(i), which is defined as:

P(i) =
Ni

Nmax
(3.1)

where Nmax is the number of PCs that fall within the most spanned (probable) square. Consid-
ering P(re f )(= 1) as the probability of the most populated basin and a negligible difference
between the partial molar volumes (MD simulations in the NVT ensemble), a (standard) Gibbs
free energy difference can be estimated between the i − th and re f basins:

∆G◦ = −RT ln
P(i)

P(re f )
(3.2)

Repeating the procedure for each square, the relative free energy landscape is obtained. This
conformational space is then investigated to extract a set of representative structures (with
∆G◦ < kBT).

In order to reproduce properly the experimental ECD, it is often necessary to explicitly
include the solvent. In this case, suitable conformations of the solvation shell must also be ex-
tracted. Practically, each solute conformer, selected with the previous ED analysis, is inserted
again into the equilibrated box to produce a new MD trajectory. These simulations are per-
formed under the previous conditions (same temperature, density, etc...), but with the solute
conformer kept frozen at the center. This way, only the conformational role of the solvent is
taken into account. The hereafter termed constrained-MD simulations run for shorter times, in
a range of 10-25 ns. Now, the trajectory will be analyzed again by means of ED to locate plau-
sible solute-solvent clusters. It is worth noticing that the box contains a quite large number of
solvent molecules which make the ED analysis infeasible. Therefore, we reduce the complex-
ity of the problem considering only the solvent molecules around the solute. Such clusters
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are built first constructing an internal reference frame centered in the solute geometrical cen-
ter. The projection of the frozen solute coordinates onto the above unit vectors provides the
axes of the ellipsoid best describing the solute shape. At each frame of the MD, it is possible
now to extract the (pre-)selected N solvent molecules that show the lowest square distances
within the metric of the so-built ellipsoid. Finally, a trajectory of the solute-(solvent)N cluster
is obtained. The ED analysis is then repeated providing the conformational landscape of the
solute-(solvent)N cluster. It is worth mentioning that here the eigenvalues should be higher
with respect to those obtained for the solute, following a much less steep behavior. Similar re-
sults should be obtained for the PCs. Indeed, in the case of a non-covalent system, the overall
fluctuation is usually spread over a larger number of internal degrees of freedom.

For each of the K selected solute conformers, we obtain a number M(i) of solvent confor-
mational basins, each with a probability p(j, i) where j = 1, ..., M(i) and i = 1, ..., K. Once
again, we can easily calculate the standard Gibbs free energy (using p(j, i)) for all the con-
formers extracted from the corresponding solute-(solvent)N landscapes. The total Gibbs free
energy can be calculated for each k−selected solute-(solvent)N cluster by summing up the val-
ues obtained with the two different ED analyses. Therefore, a total probability Ptot(k) can also
be associated to each (solute+solvent) conformation. Alternatively, Ptot(k) can be obtained by
multiplying the probability values resulting from the solute and solute-solvent investigations.
Finally, all Ptot(k) values are normalized so that their sum is equal to 1.

In the last step of the procedure, the set of selected conformers undergoes the quantum-
chemical calculations. First, a partial geometry optimization in internal coordinates is per-
formed at the DFT level. In detail, we constrain the internal degrees of freedom correspond-
ing to the semi-classical motions (i.e., torsional angles) to preserve the extracted conformation.
The optimization is followed by the ECD calculation at the TDDFT level. Based on the size
and nature of the system, different algorithms [72, 93] can be used to solve the TDDFT equa-
tions (see sections 2.4.2 and 2.4.3).

Note that the spectral intensities are calculated in terms of rotatory strength (R0n, in cgs
units), although the experimental spectra are more commonly provided in ∆ε or [Θ] units.
When using the Casida’s scheme, the following expression can be used to convert the calcu-
lated data in ∆ε units: [184]

∆ε(E) =
1

2.297 × 10−39
1

σ
√

π
∑
n

R0nE0ne−
(

E−E0n
σ

)2

(3.3)

where σ = HWHM√
ln(2)

. HWHM is the Half Width at Half Maximum of the Gaussian functions

employed to broaden the discrete lines. Instead, the polTDDFT calculation is intrinsically
broadened by a Lorentzian function with a lifetime, ε, equals to the experimental HWHM. In
this case, the intensity values are modified as:

∆ε(Ei) =
1

22.97
RiEi

πε
(3.4)
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In both cases, [Θ] can be obtained by using the following relation:

[Θ] = ∆ε × 3298 (3.5)

Each ECD is then weighted by the corresponding normalized Ptot(k) and summed up to give
the statistically averaged ECD. This final ECD can be then compared with the experimental
reference and employed for all the investigations.
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Chapter 4

Publications

4.1 Main Publications

4.1.1 A computational approach for modeling electronic circular dichroism of sol-
vated cromophores

In this first work, the method at the base of this PhD project, developed in collaboration with
Prof. Massimiliano Aschi, was presented. This novel computational procedure was tested
on two biomolecules of different size, namely, the cationic GAG+ tripeptide and the neutral
(GVGVP)2 decapeptide. Both the systems are soluble in aqueous solution, therefore the wa-
ter molecules were treated explicitly. Moreover, different temperature conditions were tested,
working at 30 ◦C and 90 ◦C for GAG+, and at 15 ◦C and 85 ◦C for (GVGVP)2. The ECD spec-
tra calculated after extracting the most probable conformers of both the peptide and peptide-
(solvent)N clusters (with N = 30 for GAG+, and N = 40 for (GVGVP)2) were compared with
the corresponding experimental references for a qualitative evaluation. Despite a small shift
in energy for the ECD spectra of (GVGVP)2, all the calculations correctly reproduce the exper-
imental features.

The comparison of the spectra revealed the ability of the method to properly capture con-
formational, solvent and temperature effects. Indeed, two different types of conformers were
found for the GAG+ tripeptide, i.e. pPII and β-strand conformations, whose population varies
with the temperature. In the (GVGVP)2 case, an equilibrium between random coil and β-turn
conformers was observed, with the former ones being predominant at lower temperature val-
ues. The reliability of the conformational analysis was confirmed by the spectral features
which are consistent with these distributions. Furthermore, the role of the solvent on both
the conformational analysis and spectra calculation was discussed, corroborating the need
of explicitly treating the water molecules for a correct reproduction of the experimental fea-
tures. Indeed, calculating the ECD spectra with and without the extracted solvation shells, we
were able to confirm that the absence of water brings to significant mismatches between the
experimental and calculated features.
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Abstract

The present study consists in a novel computational protocol to model the

UV-circular dichroism spectra of solvated species. It makes use of quantum-chemical

calculations on a series of conformations of a flexible chromophore or on a series of

chromophore/solvent clusters extracted from molecular dynamic simulations. The

protocol is described and applied to the aqueous cationic tripeptide GAG+ and to the

aqueous neutral decapeptide (GVGVP)2. The protocol has proven able to: (i) properly

consider the conformational motion of solute in the given environment; (ii) give the

actual statistical weight of each conformational state; (iii) provide a reliable quantum

mechanical method able to reproduce the spectral features. Temperature effects on

conformations and spectral properties are properly taken into account. The role of

explicit solvent on the conformational analysis and the spectra calculation is dis-

cussed. The comparison of the calculated circular dichroism spectra with experimen-

tal ones recorded at different temperatures represents a strict validation test of the

method.

K E YWORD S

CD spectroscopy, DFT, essential dynamics, molecular dynamics, TDDFT

1 | INTRODUCTION

The theoretical modeling of electronic circular dichroism (ECD) has

attracted much interest in the last decades, due to its usefulness to

ascribe the structure to absolute enantiomers of chiral compounds.1

Indeed, if a reliable protocol would be available to calculate the ECD,

a direct comparison of the calculated ECD with the experimental one

would allow to easily ascribe the absolute structure of the enantiomer.

The possibility to employ such a strategy in practice depends on the

reliability of the computational protocol. At the moment, ECD spectra

can be calculated with enough accuracy by means of the Time Depen-

dent Density Functional Theory2 employing accurate exchange-

correlation functionals, typically hybrid ones such as B3LYP3,4 or more

elaborate ones, for instance including Range Separated functionals

such as CAM-B3LYP.5 Such a scheme is generally adequate for the

treatment of the electronic problem in organic compounds. However,

it must be considered that the ECD is extremely sensitive to the con-

formations of the system under study,1 and that the conformations

themselves are further sensitive to the presence of the solvent, a situ-

ation which is further amplified when hydrogen-bonds are present

such as in polypeptides. For this reason, a valid computational proto-

col for the calculation of the ECD not only needs an accurate elec-

tronic scheme, but also requires a physically coherent inclusion of the

contributions of several conformations as well as of the solvent

effects, at least at a partial extent.6,7

Therefore, many scientists have worked on this topic and the sci-

entific literature in the field is quite wide. Grimme et al. suggested a

simplified TDDFT (sTDDFT), which is so cheap to allow many
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calculations on several snapshots taken from a preliminary molecular

dynamics (MD)8 calculation, or an automated procedure to treat flexi-

ble molecules.9 From a different perspective, Caricato et al. have stud-

ied the problem of the gauge choice in optical rotation.10–14

Mennucci et al. worked on excitonic models15 while Cappelli on the

chiroptical properties in aqueous solution.16 Chiroptical properties in

solution have been treated also by Barone et al.,17 who recently sug-

gested an automated procedure based on evolutionary algorithm.18

Autschbach et al. wrote a recent review on optical activity.19 Craw-

ford has studied the effect of the basis set choice on optical rotation20

and included solvent effects in a combined MD + DFT approach.21

Finally, Ruud extended the methods for optical activity to the relativ-

istic case.22,23

Most of the above methods treat the contributions of the differ-

ent conformers of the chromophore by a preliminary MD search,

which allows to properly span the associated conformational reper-

toire. Subsequently the ECD spectra are calculated, a posteriori, for all

conformers and properly weighted in order to obtain a Boltzmann

averaged spectrum, which can be directly compared with the experi-

ment. Such a procedure is in principle very accurate provided four

basic mutually interconnected conditions are fulfilled: first, a suffi-

ciently accurate MD simulation can be carried out for an adequately

long time, typically from dozens to several hundreds of nanoseconds

depending on the size and conformational flexibility of the chromo-

phore of interest; second, the chromophore itself can be safely

defined; third, an exhaustive conformational analysis can be per-

formed and, finally, a valid but still affordable quantum-chemical

approach is available. Concerning the first argument, the reliability of

the MD simulation—or more in general of whatever tool for the semi-

classical span of a conformational space—obviously depends on the

accuracy of the force-field. On the other hand, concerning the second

argument, when considering chromophores in strong interaction with

the solvent (e.g., through H-bond), it might be necessary to include

explicit solvent molecules in the definition of the chromophore itself.

It follows that, in any case, the geometrical identification and the sub-

sequent extraction from the MD simulation of the relevant chromo-

phore conformations (the third argument), irrespectively from its

definition, might not represent a straightforward task. As a matter of

the fact if we exclude the trivial case of rigid chromophores not

strongly interacting with the solvent or the less trivial, although still

affordable, cases of chromophores whose conformational transitions

can be easily followed by a reduced set of internal coordinates

(e.g., the Ramachandran plot, see for example Reference 24), the unbi-

ased conformational analysis might represent the actual bottleneck of

the whole procedure. For this purpose, the essential dynamics

(ED)25,26 analysis could represent a powerful tool for obtaining a

reduced, and hence computationally affordable, number of internal

degrees of freedom. ED, which consists in the construction of the

positional covariance matrix (CM) of a chromophore—excluding the

roto-translations—of arbitrary size, is usually employed to describe

the fluctuations of a covalent framework (i.e., a single flexible chromo-

phore), however recently it has been also extended for addressing the

conformational repertoire of weakly interacting systems such as the

previously mentioned clusters of solvated chromophores.27 In the pre-

sent work, we provide a computational protocol for the calculation of

ECD spectra of solvated species based on quantum-chemical calcula-

tions carried out on a number of conformations extracted through

MD-ED analysis and also taking into account the possible effects of

the inclusion of the explicit solvation shells in interaction with the

chromophore. Note that with “conformations” in this study we iden-

tify well-defined spatial organizations not only of the chromophore

but also of the cluster formed by the chromophore and a predefined

number of solvent molecules. For this purpose, we decided to use, as

test cases, the aqueous cationic tripeptide (GAG+) and the aqueous

neutral decapeptide (GVGVP)2 (see Figure S1) whose experimental

ECD data28–31 are available also at temperature values different from

the room temperature. Most importantly, reliable force-fields are

available for these systems and, moreover their conformational fea-

tures have been extensively investigated in the past.

The possibility to compare the calculated and the experimental

ECD spectra also at different physical conditions certainly represents

a stringent test for the presented computational protocol. The work is

organized as follows: first, an outline of the employed theoretical

methods is given (MD, ED, DFT, and TDDFT), then the results are pre-

sented according to a logical ordering starting from MD results, ED

analysis, and ECD spectra for both systems. This part is repeated

twice with and without explicit solvent molecules, in order to assess

with more confidence the importance of the solvent effects. Finally, a

direct comparison with the available experimental data is performed,

in order to discuss the temperature effect and to identify all the possi-

ble drawbacks and source of errors.

2 | COMPUTATIONAL DETAILS

2.1 | Molecular dynamics

All the molecular dynamics (MD) simulations were carried out using

the Gromacs package,32 version 5.1.2. The peptides (either cationic

GAG or GVGVPGVGVP) were described using the OPLS-AA force

field.33,34 For water solvent, the single point charge (spc) model was

adopted.35 A proper number of counterions (chloride ions) was also

added for ensuring the electroneutrality of the box. It is important to

remark that the choice of the force-field is essential for the final out-

come. However, in this first study, we did not take into account the

possible effects induced by the use different force fields on the qual-

ity of the final spectra.

The temperature was kept constant using the velocity rescaling

model36 and the LINCS algorithm37 was employed to constrain all the

bond lengths. Long range electrostatic interactions were computed by

the Particle Mesh Ewald method38 with 34 wave vectors in each

dimension and a 4th order cubic interpolation and a cut-off of 1.0 nm

was used. All the simulations were carried out in the NVT ensemble.

The solute (either GAG+ or (GVGVP)2) was inserted in a cubic box

preventively adjusted to correctly reproduce the correct density, in

infinite dilution in water, at the temperature of interest and 1.0 bar of

2024 MONTI ET AL.
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pressure. This latter condition has been achieved by modifying the

solute-solvent box in order to reach the same average pressure of a

box of pure water (i.e., with the same number of spc particles corre-

sponding to 600 and 800 for GAG+ and (GVGVP)2, respectively) pre-

ventively simulated in the NVT ensemble at the experimental density

of the pure water at the temperature of interest. In this respect, for

the pure water simulations, we utilized the following densities at the

corresponding temperatures: 999.06 g/L (15�C), 995.61 g/L (30�C),

968.59 g/L (85�C), 965.30 g/L (90�C). The solvated peptide simula-

tions (hereafter free-MD), after the initial mechanical and thermal

equilibration disregarded from the analysis, were propagated for

40 and 100 ns for GAG+ and (GVGVP)2, respectively. Additional simu-

lations (termed as constrained-MD, see below) were subsequently

carried out upon keeping frozen the peptide in each of the different

conformations previously extracted from the free-MD as described in

the next paragraph.

2.2 | Essential dynamics

The conformational repertoire of the chromophore (irrespectively of

its definition, see above) was accomplished by analyzing the MD simu-

lations using ED whose basic features are widely described in the lit-

erature25,26 and here only briefly outlined. In the case of the free-MD,

the peptide positional CM is first constructed using, in the present

case, the backbone atoms and then diagonalized. This operation pro-

duces a set of eigenvectors, that is, a set of eigendirections along

which the peptide undergoes the internal fluctuations, with the asso-

ciated eigenvalues corresponding to the actual value of the mean

square fluctuations. Therefore, the eigenvectors characterized by the

highest eigenvalues represent the eigendirections describing the fluc-

tuations with largest amplitude necessary, that is, essential, to account

for most of the peptide conformational transitions. If the number of

these eigenvectors, hereafter termed as Essential Eigenvectors, is lim-

ited to one or two, the corresponding projection of the peptide trajec-

tory on these eigenvectors, that is, the Principal Components,

provides us with a conformational landscape (with respect to a single

coordinate or to a plane) relatively easy to visualize and to analyze. In

this respect, the regions of the conformational landscape more fre-

quently spanned by the peptide represent the conformational basins.

This allows to directly calculate the statistical weight of the ith

conformation hereafter termed as P(i) and corresponding to the num-

ber of projected points falling within the ith basin divided by the total

number of frames. From P(i) we can also estimate the free energy dif-

ference between the ith basin and a reference basin (with probability

Pref) using the standard relation

P ið Þ¼Prefe
�ΔGi

�
RT , ð1Þ

ΔGi
� approximately corresponds to the (standard) Gibbs free energy

difference between the ith basin (conformation) and the reference

one, assuming: (i) a negligible difference between the corresponding par-

tial molar volumes (it should be further remarked that our simulations are

performed at constant volume and not at constant pressure) and

(ii) negligible differences between the (quantum) vibrational partition func-

tions of the ith conformation and the reference one. Subsequently, from

all the basins, we can extract a number (hereafter indicated with K) of

peptide structures in the range 0–3 kJ/mol, hence obtaining the statisti-

cally relevant peptide conformations representing the whole basin. Note

that when we are dealing with a relatively large basin, more than one rep-

resentative structure could be extracted (see Section 3). Each of the

K extracted conformations characterized by the proper statistical weight

and by the corresponding free energy (ΔGi
�, i = 1, K) are then used for

the quantum-chemical calculations for determining the observable of

interest (e.g., a spectral feature). Note that this latter step should be

carried out after a preliminary constrained geometry optimization of

the peptide (possibly at the same level of the quantum-chemical

approach used for the calculation of the observable), starting from the

MD-extracted structure, performed by keeping frozen the internal

degrees of freedom corresponding to semi-classical motions, that is,

typically the torsion angles.

In order to take into account also the possible contribution of the

solvent molecules28 in the observable of interest, we decided to adopt

the same protocol just described for locating plausible peptide-solvent

clusters to be used for subsequent quantum-chemical calculations.

For this purpose, we performed a further analysis, again based on the

ED described in the detail elsewhere27 and here only briefly outlined.

For each of the K conformations previously extracted from the

free-MD we first perform a MD simulation, with the same box and

protocol used for free-MD, with the peptide kept frozen at the center

of the box. We hereafter refer to these simulations as constrained-

MD. For each of the K constrained-MD we then construct an internal

reference frame, centered in the frozen peptide geometrical center.

The projection of the frozen peptide coordinates onto the above unit

vectors provides the axes of the ellipsoid best describing the peptide

shape (in this case a fixed ellipsoid for each constrained-MD). At each

of the constrained-MD trajectory, a pre-selected number (N) of sol-

vent molecules showing the lower square distances in the metric of

the above ellipsoid, are then extracted. By repeating this last step for

all the frame of the constrained-MD we can obtain a trajectory of the

peptide-(solvent)N cluster. The ED analysis, previously described for

the single peptide and now carried out on such a cluster, as well as

the consequent Principal Components, provides the conformational

landscape of the peptide-(solvent)N cluster, that is, the location of a

series of basins now corresponding to solvation shell conformations.

Therefore, considering the ith constrained-MD, which showed a prob-

ability P(i) in the free-MD, we can obtain, from the corresponding ED

analysis, a number M(i) of solvent conformational basins, each with

probability p( j,i), with j = 1 to M(i) and i = 1 to K. Obviously the sum

of all the p( j,i) is equal to P(i). Also in this case the relative free energy

of each peptide-(solvent)N cluster conformation can be easily calcu-

lated from the standard expression previously reported and now mak-

ing use of the obtained p( j,i). Each of these conformations is finally

extracted and optimized through quantum-chemical calculations using

internal constraints for maintaining both the peptide conformation of

the ith basin and the relative peptide-water positions and orientations.

MONTI ET AL. 2025
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The obtained M(1) + M(2) + � � �+ M(K) clusters, with the related sta-

tistical weight, p(i,j), are then used for calculating the observable of

interest, that is, the spectral intensities (see the next paragraphs) are

considered as the weighted sum of the spectra of each conformational

state (either the single chromophore of the cluster). Given the size

and the shape of the peptides we have used 30 and 40 solvent mole-

cules for cationic GAG+ and (GVGVP)2, respectively. An additional

analysis of the conformational space is considered in Figure S2 while

the atomic coordinates of the clusters have been reported in

Tables S1–S4.

2.3 | Quantum chemical calculations

Once a set of significant number of representative conformations has

been identified by the ED analysis, a partial geometry optimization in

internal coordinates of their MD non-equilibrated geometries is per-

formed at the density functional theory (DFT) level.39 The DFT calcu-

lations have been performed employing the ADF engine of the AMS

code.40 All the geometry optimizations, with internal constraints as

described in previous Section 2.2, have been performed employing a

basis set of Slater-type orbitals of triple-zeta quality (STO-TZP) and

the range-separated exchange-correlation (xc) functional wB97X-D.

Such functional includes both the dispersion and non-local exchange

asymptotical corrections, allowing a suitable description of the physics

of the system (i.e., intramolecular, intermolecular hydrogen bonds and

charge-transfer excitations).41

Finally, the calculations of the UV-electronic circular dichroism

(UV-ECD) and UV-Photoabsorption spectra have been performed at

the Time-Dependent DFT (TDDFT) level analyzing the lowest 70 and

100 excited-states for GAG+ and (GVGVP)2, respectively. In order to

allow an easy comparison with the experimental data,28–31 the calcu-

lated spectra have been reported in terms of ε (photoabsorption) and

Δε (ECD). The individual UV-ECD spectra relative to the most relevant

conformations in presence of the explicit solvent are reported in

Figures S3–S8. To this end, a convolution of all the spectra has been

realized by employing Gaussian functions of appropriate half width at

half maximum (HWHM; i.e., 0.4 eV for GAG+, and 0.3 eV for

(GVGVP)2) in order to have the best consistency with the experimen-

tal resolution. Since the calculated spectra consist of discrete lines in

terms of oscillator strength (f0k, in atomic units) for photoabsorption

and rotatory strength (R0k, in cgs units) for ECD, the following expres-

sions have been employed to calculate ε and Δε42,43:

ε Eð Þ¼2:870�104 1
σ

ffiffiffi

π
p

X

k
f0ke

� E�E0k
σ

� �2

, ð2Þ

Δε Eð Þ¼ 1

2:297�10�39

1
σ

ffiffiffi

π
p

X

k
R0kE0ke

� E�E0k
σ

� �2

, ð3Þ

where in expressions (2) and (3) E0k is the calculated excitation energy

(in eV) from the ground state to the kth excited state, and σ is related

to HWHM according to the following relation (4):

σ¼HWHM
ffiffiffiffiffiffiffiffiffiffiffiffi

ln 2ð Þp : ð4Þ

This procedure allows a direct comparison with the experimental

spectra not only in terms of excitation energy but also in terms of

absolute intensity.

The UV-CD spectra of the most probable conformations at low

temperature values (i.e., GAG+(H2O)30 at 30�C, and (GVGVP)2(H2O)40

at 15�C) were also calculated with the hybrid xc functional CAM-

B3LYP44 to evaluate the quality of our choice (wB97X-D) which was

based on the data available in the literature.30 The effect of the func-

tional on the calculations is briefly discussed in Figure S9. We also

evaluated the mean-field produced by the solvent using the conductor

like screening model (COSMO) of solvation45 as implemented in ADF.

Such scheme was adopted for the tripeptide conformers (extracted

from the ED analysis) at 30�C, considering both the GAG+ by itself

and the GAG+ solvated with 30 water molecules. The resulting statis-

tically weighted ECD were compared and discussed in Figure S10.

The procedure just presented has been schematized in the flow-

chart shown in Figure 1 to help the visualization and comprehension

of the multistep scheme we proposed.

3 | RESULTS AND DISCUSSION

Although the main focus of the present study is to provide a computa-

tional strategy for addressing the spectra of relatively complex species

in solution, we deserve the initial part of this section to briefly outline

the preliminary conformational/structural analysis of the species of

interest.

3.1 | Free-MD simulations and peptides
conformational states

In Figure 2, we report the spectrum of the eigenvalues from the diag-

onalization of the peptide (backbone) covariance matrix as obtained

from the free-MD simulations of the two peptides at the tempera-

tures of interest. We first observe that, as expected, the spectrum for

(GVGVP)2 is characterized by much larger eigenvalues (approximately

50 times larger than GAG+) indicating that peptides with a larger size

undergo much higher fluctuations (see also the Figure 3). At the same

time, it is also worth of comment that in both the systems the change

of temperature does not induce a drastic change in the shape, that is,

in the trace of the covariance matrix and hence in the whole backbone

fluctuation. As a matter of the fact when passing from the lower to

the higher temperature a sharp although not dramatic increase of the

highest eigenvalues is systematically observed. Finally, we also wish

to remark that, as usual for relatively small peptides,26 a large fraction

(between 65% and 75%) of the whole peptide fluctuation, corre-

sponding to the trace of the covariance matrix, can be safely

described using only two eigenvectors of the backbone covariance

matrix.
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F IGURE 1 Flowchart of the procedure
proposed in this work. The three methods
(i.e., MD simulations, ED analysis, and quantum-
chemical calculations) are reported together with
the specific conditions we used to realize the
tests on the two peptides

F IGURE 2 Eigenvalues of the GAG+ backbone covariance matrix at T = 30�C, and T = 90�C (left panels); (GVGVP)2 backbone covariance
matrix at T = 15�C and T = 85�C (right panels)
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The corresponding Principal Components were then used for

obtaining the free energy landscapes reported in the Figure 3.

In the same Figure 3, we have also shown the conformational

basins whose relative free-energies, calculated using Equation (1), are

reported in Table 1. The corresponding basin representative struc-

tures, extracted for subsequent quantum-chemical calculations are

reported in the Figure 4.

First of all, it is interesting to observe, in the Figure 3, the dif-

ferent Principal Components values further reflecting the already

remarked differences in the peptides whole fluctuation: the

proj-1 and proj-2 domains become much wider when passing

from GAG+ to (GVGVP)2 and, although to a lesser extent, upon

the temperature increase. In the case of GAG+, we also systemat-

ically observe the presence of a bimodal distribution, that is, the

F IGURE 3 Free energy landscape (Equation 1 in kJ/mol) in the essential plane of GAG+ at T = 30�C, and T = 90�C (left panels); (GVGVP)2 at
T = 15�C, and T = 85�C (right panels). The scale of the energy values is also reported as a vertical-colored bar

TABLE 1 Relative free energies, at
the given temperatures, for GAG+ and
(GVGVP)2 basins extracted from free-MD
simulations (see also Figures 3 and 4)

Peptide Temperature (�C) Basin – solute structure Relative free energy (kJ/mol)

GAG+ 30 B1 – A 0.7

GAG+ 30 B1 – B 0.0

GAG+ 30 B1 – C 2.4

GAG+ 30 B2 – D 1.6

GAG+ 90 B1 – A 1.6

GAG+ 90 B2 – B 0.0

(GVGVP)2 15 B1 – A 1.8

(GVGVP)2 15 B1 – B 2.9

(GVGVP)2 15 B2 – C 2.7

(GVGVP)2 85 B1 – A 0.0

(GVGVP)2 85 B1 – B 2.9
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presence of two low (free) energy conformational states in rela-

tively fast interconversion.

In line with the experimental data GAG+ shows a relatively high

propensity of adopting a pPII state represented by the basin B1 at

30�C. Moreover, confirming the low-entropy character of pPII confor-

mation, upon temperature increase such a motif (B1) becomes compa-

rable in stability with the other structure B2, which more closely

resembles the beta-strand one. On the other hand, the conformational

space of (GVGVP)2 appears as most sensitive to the temperature

hence suggesting a more relevant entropic weight. In particular at

higher temperature the conformations identified by our analysis

strongly resemble beta-turn structures both characterized by a rela-

tively stable Val4-Gly8 H-bond. On the other hand, at lower tempera-

tures the structures appear as slightly more extended, and almost

completely devoid of intramolecular H-bonds. In conclusion: our simu-

lations confirm that the investigated systems exist in two main con-

formations (i.e., pPII and beta-strand for GAG+; random coil and

β-turn for (GVGVP)2) whose ratio depends on the temperature of

work.28,29,31 These systems have been then utilized with their own

statistical weight, as obtained from the relative free energies, for the

quantum-chemical calculations as described in Section 2.3 and, at the

same, for the subsequent analysis of the solvation shells as described

in Section 2.2 and reported in the next paragraph.

3.2 | Constrained-MD and water-peptide clusters
conformational states

In the Figure 5, we have reported the spectra of the eigenvalues from

the diagonalization of the positional covariance matrix for the

constrained-MD trajectories, as obtained from the procedure previ-

ously described. Differently from the single peptide (Figure 2) in this

case the spectra of the eigenvalues appear as much less steep con-

firming that when a non-covalent system like the peptide-(solvent)N

cluster is concerned, the overall fluctuation is (not surprisingly) spread

over a higher number of internal degrees of freedom.27

It follows that in this case the conformational analysis, and hence

the identification of the conformational basins should be carried out

in an N-dimensional (N > 2) hyperspace. This procedure, although pos-

sible in principle46 can represent a very complicated task and, hence, a

compromise between quality of the result and computational diffi-

culty is necessary. For this reason, also in this case we projected the

F IGURE 4 Schematic picture of the representative structures extracted by the free energy landscape of Figure 3
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water trajectory, with respect to the frozen peptide, onto the plane

formed by the first two eigenvectors of Figure 5, being well aware of

the possible lack of some details for identifying the conformational

repertoire of the water molecules in closer interaction with the

peptide.

The free-energy landscapes, with the corresponding free-energy

basins also in this case obtained using Equation (1), are shown in

Figure 6. In this case, a general increase of the Principal Components,

if compared to the single peptide results (Figure 3) is observed. Such a

result obviously reflects the already commented spectrum of the clus-

ter covariance-matrix eigenvalues and, more precisely, the much

higher mobility of the water molecules and the involvement of an

increased number of internal degrees of freedom. Additional details

on the selected (low free-energy) basins indicated in Figure 6 are col-

lected in Table 2. The representative structures of these basins,

whose details can be found in the Supporting Information, were then

used—with their own statistical weight and after a constrained

optimization—for the calculation of the observables of interest as

reported in the next paragraph.

3.3 | UV-CD spectra

The UV-CD spectrum has been calculated for each of the structures

representing the basins collected in Table 2, then the overall spectra

have been obtained by summing the individual ones weighted accord-

ingly to the procedure described in previous Section 3.2. Hence, four

final UV-CD spectra (two for GAG+, and two for (GVGVP)2) have been

compared with the experimental ones available in the literature.28,29,31

The general assessment of the spectra reported in the four panels

of Figure 7 highlights the overall accuracy of our model, which allows

us to coherently simulate the behavior of the selected systems.

Indeed, the salient features of the experimental UV-CD spectra are

reproduced by the calculated ones, particularly well for the GAG+ sys-

tem as shown in the left panels of Figure 7. At both temperature

values, the experimental minimum around 190 nm has been

observed in the corresponding calculated spectra, although some

discrepancies in terms of absolute Δε can be found at 90�C (lower

left panel of Figure 7). Moving toward lower energy values the cal-

culated spectra follow nicely the increasing trend, which reaches

its maximum around 212 nm. On the other hand, the experimental

UV-CD spectrum of (GVGVP)2 in water at 15�C reveals the pres-

ence of two minima at 197 and 218 nm, respectively, the first one

is found as well in the calculated spectrum at 203 nm, while the

calculated counterpart of the second minimum is a shallow inflec-

tion at 224 nm. Despite this moderate energy shift, once again the

model takes into account the physics of the described system. At

higher temperature values, the experimental spectrum is mostly

characterized by the minimum at 218 nm, well reproduced by the

theory at 211 nm.

F IGURE 5 Spectrum of the eigenvalues of the covariance matrix of the peptide-(solvent)N clusters extracted from the constrained-MD
simulations. The first six eigenvalues have been highlighted in the inset for all the systems
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Now we may focus in more detail on the relations among the

conformational space, the optical response, and the temperature.

Along the ED analysis, we have already pointed out the influence of

the temperature on the conformers, while variations of the spectro-

scopic response related to the temperature have just been mentioned.

Therefore, all the parameters can be collected together analyzing the

UV-CD spectra in terms of both temperature and conformational

dependence, thus verifying if our model considers all the effects in a

balanced way. For such an analysis, it is convenient to compare

together the experimental CD spectra at different temperatures in

order to point out qualitative trends, and then to verify if such trends

are reproduced, at least partially, by the calculated spectra.

The experimental UV-CD spectra recorded for GAG+ in water at

30 and 90�C show similar patterns, with the only significant differ-

ence related to the intensity. Indeed, both the spectra are character-

ized by a minimum point around 190 nm followed by an increasing

trend at lower energy values. Looking at Figure 8 (lower left panel), it

can be easily noticed that the calculated UV-CD spectra closely

resemble such behavior only showing a more marked amplitude in

intensity, especially around the minimum region. Nevertheless, the

discrepancies in terms of intensity distributions are so modest that do

not affect the general qualitative agreement between theory and

experiment. Therefore, we can conclude that the calculated spectra

well reproduce the decrease of CD that occurs increasing the temper-

ature, which can be interpreted considering the two possible confor-

mations of the tripeptide GAG+. It is known from the literature28,29

that these short peptides mostly exist in unordered conformations

which are in this specific case the pPII and β-strand structure. The

populations of the conformers are strongly influenced by the temper-

ature, thus determining the preference for the first conformation at

lower T values, and for the latter one at higher T values. Hence, the

reduction of the signal at the minimum corresponds to a decrease of

the pPII population within the conformational space, also found and

supported by our theoretical approach. Indeed, the peptide structures

F IGURE 6 Free energy landscape (Equation 1, in kJ/mol) in the essential plane of GAG+ clusters at T = 30�C, and T = 90�C (left panels) and
(GVGVP)2 cluster at T = 15�C, and T = 85�C (right panels). The peptide conformation (see Figure 4) is indicated in the upper left-side of each
inset. The scale of the energy values is also reported as a vertical-colored bar
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TABLE 2 Relative free energies, at
the given temperatures, for
GAG+(H2O)30 and (GVGVP)2(H2O)40
cluster basins extracted from
constrained-MD simulations (see
Figure 6)

Peptide Temperature (�C) Basin – cluster Relative free energy (kJ/mol)

GAG+ 30 B1 – A1 2.2

GAG+ 30 B1 – B1 0.0

GAG+ 30 B1 – B2 2.4

GAG+ 30 B1 – B3 1.5

GAG+ 30 B1 – C1 3.7

GAG+ 30 B1 – C2 4.8

GAG+ 30 B2 – D1 4.1

GAG+ 90 B1 – A1 1.6

GAG+ 90 B1 – A2 3.9

GAG+ 90 B2 – B1 0.1

GAG+ 90 B2 – B2 1.9

(GVGVP)2 15 B1 – A1 1.8

(GVGVP)2 15 B1 – A2 3.3

(GVGVP)2 15 B1 – B1 3.4

(GVGVP)2 15 B1 – B2 3.8

(GVGVP)2 15 B2 – C1 3.0

(GVGVP)2 15 B2 – C2 4.3

(GVGVP)2 85 B1 – A1 0.0

(GVGVP)2 85 B1 – A2 0.5

(GVGVP)2 85 B1 – B1 3.6

(GVGVP)2 85 B1 – B2 4.8

F IGURE 7 Left panels: Experimental (Exp.) and calculated (Calc.) UV-circular dichroism (UV-CD) spectra of GAG+ in water at 30�C (upper
panel) and 90�C (lower panel). Right panels: Experimental (Exp.) and calculated (Calc.) UV-CD spectra of (GVGVP)2 in water at 15�C (upper panel)
and 85�C (lower panel). The GAG+ and (GVGVP)2 calculated spectra have been convoluted with Gaussian functions with HWHM of 0.4 and
0.3 eV, respectively
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(see Figure 4 of the Section 3.1) that we have selected at each tem-

perature from the ED analysis show how the conformations move

from having the folded extremities (pPII) toward a more extended

structure (β-strand), corroborating the results just discussed.

Despite the evident influence of the conformations on the optical

response, the GAG+ system is characterized by two possible similar

structures, both unordered. Therefore, we have chosen the larger sys-

tem (GVGVP)2 which, as known from the literature,28,29 exhibits two

possible conformations that present much more marked differences.

From this perspective, we can discuss the temperature effect on the

UV-CD spectra of (GVGVP)2 in correlation with its possible conforma-

tions, starting from the experimental data shown in the upper right

panel of Figure 8. The two UV-CD spectra of (GVGVP)2 in water pre-

sent some trend differences, particularly in the higher energy region

(190–205 nm) where the spectrum at 15�C is characterized by a mini-

mum, while that at 85�C by a maximum. From the isodichroic point

(210 nm) on, the two spectra start showing a similar pattern defined

by a minimum around 218 nm followed by an increasing behavior.

Looking at the lower right panel of Figure 8, we can point out that a

similar behavior has been qualitatively reproduced by our calculations.

In addition, the first calculated isodichroic point has been found

around 206 nm (slightly blueshifted with respect to the experiment)

and the spectra present the minimum (85�) or at least an inflection

(15�) at lower energy values (211–227 nm). A second isodichroic point

is found in the calculation but is not present in the experiment.

However, as stated above, some discrepancies in terms of energy and

intensity distributions are noticed, affecting the accuracy of the

results, which can be rationalized considering the predominant ran-

dom coil structure at low T values and of the ordered β-turn confor-

mation at high T values. Furthermore, it is interesting to notice the

presence of a small population of ordered structures also at 15�C,

which defines the second less marked minimum point. Therefore, the

temperature influence determines the conversion from an unordered

conformation toward a folded structure characterized by intramolecu-

lar H bonds. Employing our theoretical approach, we have been able

to extract the same two conformations (see Figure 4 of the

Section 3.1) from the corresponding conformational spaces, thus cor-

roborating the reliability of the method.

3.4 | Analysis of the solvent effect on the optical
response

The effect of the solvent on the spectral features of a solvated chro-

mophore is twofold. On the one hand, we can first consider an indirect

effect consisting in the solvent-driven conformational transitions of

the solute; on the other hand, if in the presence of a very polar sol-

vent and a degree of local interactions with the chromophore

(H-bond), the solvent might produce a direct effect both produced by

the bulk effects and by the electronic coupling between the solvent

F IGURE 8 Left panels: Experimental (Exp.) UV-circular dichroism (UV-CD) spectra at 30 and 90�C (upper panel) and calculated (Calc.) UV-CD
spectra at 30 and 90�C (lower panel) of GAG+ in water. Right panels: Experimental (Exp.) UV-CD spectra at 15 and 85�C (upper panel) and
calculated (Calc.) UV-CD spectra at 15 and 85�C (lower panel) of (GVGVP)2 in water. The GAG+ and (GVGVP)2 calculated spectra have been
convoluted with Gaussian functions with HWHM of 0.4 and 0.3 eV, respectively
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molecules directly linked to the chromophore and the chromophore

itself which might significantly modify the electronic states as well as

the chromophore geometry. In this last part of the study, we decided

to address the direct solvent effect more explicitly on the optical

response of the investigated species.

For this purpose, we have compared the UV-CD spectra of the

GAG+ peptide structures extracted from free-MD, reported in

Table 1, with their own relative weights with the same structures

in the presence of explicit water molecules, reported in Table 2.

Obviously, the conformations of the peptides, kept frozen along

the second MD simulations, are similar to the structures of the

second analysis. However, the geometries employed for the

quantum-chemical calculations are not identical. Indeed, the con-

strained optimizations carried out with or without the solvent

bring to slightly different relaxations of the peptide structures,

which can be pointed out by the UV-CD spectroscopy, very sensi-

tive to the conformational details. Therefore, such a double analy-

sis allows us to understand how the solvent influences the

conformations of GAG+ and the relevance of its inclusion for the

calculation of the spectra. All these results have been collected in

the following Figure 9.

The results shown in Figure 9 reveal a clear effect of the water at

different levels. First, at both the T values of interest, a worse descrip-

tion of the electronic response arises including only the peptide con-

formers extracted from the first ED analysis (i.e., ED analysis of the

GAG+ backbone). The poorer agreement with the experimental spec-

trum becomes more evident at 90�C, where the minimum around

190 nm displays a much higher CD. This result suggests that the

extraction of conformations based only on the free energy analysis of

the solute is insufficient for a proper description of the optical

response. Hence, the solvent must be included at least in the relaxa-

tion of the peptide structure. This hypothesis has been confirmed by

considering the conformations extracted and relaxed within the water

clusters but without explicit solvent in the calculation of the CD spec-

tra (green lines in Figure 9). Such spectra give already a good agree-

ment with the experimental ones, in particular at 90�C, but the

inclusion of the solvent reduces the differences between the experi-

mental and calculated energy distributions. We have applied the same

procedure to the second system, the (GVGVP)2, calculating the spectra

for the peptide structures previously obtained within the ED analysis of

the clusters and optimized in presence of the 40 water molecules. The

new results have been compared with the experimental spectra, as well

as the overall calculated spectra, and shown in Figure 10.

F IGURE 9 Experimental (Exp., blue dots) and calculated (Calc.,
black dashed line) UV-circular dichroism spectra of GAG+ in water at
30�C (upper panel) and 90�C (lower panel). The two spectra have
been compared with those calculated considering only the peptide
structures extracted from the ED analysis of the backbone (red solid
line) and only the final peptide structures extracted from the ED
analysis of the clusters (green dotted line). All the calculated spectra
have been convoluted by using Gaussian functions with HWHM
of 0.4 eV.

F IGURE 10 Experimental (Exp., blue dots) and calculated (Calc.,
black dashed line) UV-circular dichroism spectra of (GVGVP)2 in water

at 15�C (upper panel) and 85�C (lower panel). The two spectra have
been compared with those calculated considering only the final
peptide structures extracted from the ED analysis of the clusters
(green dotted line). All the calculated spectra have been convoluted
by using Gaussian functions with HWHM of 0.3 eV.
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In this second case, the influence of the solvent on the optical

response is more evident than in the previous system and can be justi-

fied with the impact of the water molecules on the conformations.

Indeed, the weighted UV-CD spectrum calculated for the peptides at

15�C shows an opposite trend with respect to that obtained for the

cluster spectrum, and for the experimental one, where the first mini-

mum is the most pronounced. Significant differences can be found for

the calculated spectrum at 85�C as well, where the minimum is

strongly blueshifted and no qualitative agreement with the experi-

mental result can be pointed out. To conclude our analysis, the small

GAG+ system immediately reveals the effect of the water solvent, not

only affecting the solute geometry but also providing a non-negligible

electronic effect on the calculated observable, and thus highlights the

need of its indirect inclusion for a suitable calculation of the UV-CD

spectra. Instead, the direct influence of the solvent on the optical

response seems to be more evident when larger systems are consid-

ered, for instance the short elastin-like peptide.

4 | CONCLUSIONS

A computational protocol aimed at modeling the UV-CD spectra of

solvated species and consisting of quantum-chemical calculations on a

series of conformations of a flexible chromophore or on a series of

chromophore/solvent clusters extracted from MD simulations, is pre-

sented in this study and applied to the aqueous cationic tripeptide

GAG+ and to the aqueous neutral decapeptide (GVGVP)2. The main

aim of this study, beyond the description of the method, is to show its

physically coherence that is expressed in: (i) its ability in taking into

account the conformational repertoire of a solute with reference to

the physical conditions of the experiment (temperature, ionic strength,

type and density of solvent, etc.); (ii) its ability of directly measuring

the actual statistical weight of each conformational state; (iii) its ability

in providing us with a reliable quantum-chemical method able of

reproducing the observable of interest. The specific feature of the

proposed method is its almost zero dependence on the arbitrariness

to which it is often necessary to refer for the selection of the different

conformational states of the chromophore or involved chromophore/

solvent clusters. In the specific case presented in this study, the

method satisfactorily reproduces the GAG+ and (GVGVP)2 UV-CD

spectra and, most importantly, their sensitivity to temperature varia-

tions. On the other hand the proposed method might intrinsically suf-

fer from: (i) limitations raising from the semi-classical nature of the

utilized force field which, moreover, might be sometimes not available

(and hence its construction might be necessary) particularly when

dealing with species different from the peptides; (ii) a certain degree

of arbitrariness in the choice of the number of solvent molecules

defining the chromophore(cluster)N species; (iii) the possibly flat spec-

trum of the CM eigenvalues which would make it very difficult the

preliminary analysis on the chromophore conformational repertoire;

(iv) the certainly flat spectrum of the CM eigenvalues for the

chromophore(cluster)N species which—as already remarked—might

produce an incomplete conformational repertoire. However, our

method definitely demonstrates the importance, at least for the sys-

tems addressed in the present case, of a physical coherent inclusion

of the solvation shells closer to the peptides for the final CD

modeling.
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Figure S1. Stick and ball model of a) the cationic GAG tripeptide and b) the GVGVPGVGVP 
decapeptide. O, C, N, and H atoms are reported as red, black, blue, and white, respectively. 

 

 

 



Additional analysis of the conformational spaces 

We conducted a further analysis of the conformational spaces of the GAG+ backbone at the two 
selected T values, consisting in the projection of both the trajectories along the plane of the first two 
essential modes at the lower temperature (i.e., 30°C). The same analysis was then repeated for the 
(GVGVP)2 and all the results are collected in Figure S2. 

 

Figure S2. Conformational spaces of GAG+ (left panels) at 30°C (upper panel) and 90°C (lower 
panel), and (GVGVP)2 (right panels) at 15°C (upper panel) and 85°C (lower panel). The regions 
populated at high T values are circled in green, while the regions partially depleted ad high T values 
are circled in orange. 

Figure S2 reveals that the populations which define the two conformational spaces are very similar, 

with only small regions that become filled increasing the temperature (green regions in the left 

panel of Figure S2), as expected by the dependence among temperature and accessible motions 

discussed in the main article. This result is naturally correlated to the small dimensions of the 

tripeptide which hence can be considered as a good starting point for the validation of the model but 

limited by its small size. Therefore, we have repeated such analysis of the conformational space for 

(GVGVP)2, following the procedure explained above for the GAG+ case. The comparison between 

the conformational spaces herein shows the increased population of states at higher T values, as 

well as a slight depletion of the upper right region (green and orange regions, respectively, in the 



low right panel of Figure S2), thus suggesting larger conformational differences induced by the 

temperature. 

Individual calculated ECD spectra of the (GVGVP)2(H2O)40 clusters at 15°C and 85°C 
 

 
Figure S3. Individual calculated ECD spectra of the (GVGVP)2(H2O)40 clusters at 15°C. The labels 
of the structures are reported in the Figure together with the corresponding statistical weights and 
the representations of the clusters. 
 



 
Figure S4. Individual calculated ECD spectra of the (GVGVP)2(H2O)40 clusters at 85°C. The labels 
of the structures are reported in the Figure together with the corresponding statistical weights and 
the representations of the clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Individual calculated (fitted and discrete) ECD spectra of GAG+(H2O)30 and 
(GVGVP)2(H2O)40  at 15°C, 30°C, 85°C and 90°C  
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Figure S5. Individual total fitted and discrete ECD spectra of the GAG+(H2O)30 clusters at 30°C. 
The spectra reported herein are not statistically weighted. The labels of the structures are reported in 
the Figure and consistent with those proposed in Table 2 of the Main Article. 



 

 
Figure S6. Individual total fitted and discrete ECD spectra of the GAG+(H2O)30 clusters at 90°C. The 
spectra reported herein are not statistically weighted. The labels of the structures are reported in the 
Figure and consistent with those proposed in Table 2 of the Main Article. 
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Figure S6. Individual total fitted and discrete ECD spectra of the GAG+(H2O)30 clusters at 90°C. 
The spectra reported herein are not statistically weighted. The labels of the structures are reported in 
the Figure and consistent with those proposed in Table 2 of the Main Article. 
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Figure S7. Individual total fitted and discrete ECD spectra of the (GVGVP)2(H2O)40 clusters at 
15°C. The spectra reported herein are not statistically weighted. The labels of the structures are 
reported in the Figure and consistent with those proposed in Table 2 of the Main Article. 
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Figure S8. Individual total fitted and discrete ECD spectra of the (GVGVP)2(H2O)40 clusters at 
85°C. The spectra reported herein are not statistically weighted. The labels of the structures are 
reported in the Figure and consistent with those proposed in Table 2 of the Main Article. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Effect of the xc functional on the ECD spectra 
 
The choice of the xc functional (wB97X-D) was based on its ability to describe properly intra- and 
inter-molecular H bonds, as well as charge-transfer excitations1, which are very relevant to the 
physics of the systems selected in this work. However, the quality of this decision has been briefly 
tested employing a second functional, the hybrid CAM-B3LYP, for comparison as explained in the 
Computational Details section. 
 The calculations with the CAM-B3LYP were realised only on the most probable 
conformations at low temperature values (i.e., GAG+(H2O)30 at 30°C, and (GVGVP)2(H2O)40 at 
15°C) and compared with the ECD spectra obtained for the same structures with the wB97X-D. All 
the calculated spectra are reported in the following Figure S9 with the experimental ECD as well.  

 
Figure S9. Experimental (Exp.) UV-CD and calculated UV-CD with wB97X-D and CAM-B3LYP 
xc functional of the most probable conformation of the solvated GAG+ at 30°C (left panel), and 
solvated (GVGVP)2 at 15°C (right panel). The spectra reported herein are not statistically weighted.  

 The left panel of Figure S9 reveals that both the calculated ECD spectra are in good quality 
agreement with respect to the experimental one, therefore a hybrid functional could be a valid 
choice as well. However, small improvements of the calculated spectrum can be noticed 
considering the wB97X-D functional instead of the CAM-B3LYP in terms of intensity scale and 
position of the minimum peak. The situation becomes more complex for the short elastin-like 
peptide since both the calculated ECD behaviours differ from the experimental one, as shown in the 
right panel of Figure S9. Because of the higher complexity of this system, it is clear that a single 
conformation is not able to reproduce properly all the experimental features (see also Figure S3), 
but a statistical approach is needed. From a very qualitative perspective, we can just notice that the 
shape of the experimental minimum around 218 nm is vaguely reproduced by the calculation with 
the wB97X-D, even though the intensity scale is different from the experimental one, while the 
dichroism is extremely reduced with the CAM-B3LYP, obtaining an almost null response. 
However, this is just a preliminary analysis and all the extracted conformers should be treated with 
both (or more) xc functionals before selecting the one which gives the best agreement with the 
experiment. Since this would result in an increase of the computational cost, we acknowledge that 
the calculation with only one xc functional is an approximation and eventual limitation of the 
approach.  

 

 



Effect of the solvent mean-field on the ECD spectra 
 
The effect of the solvent on the spectral features has been widely discussed in the article, in 
particular in Section 3.4 of the Results and Discussion. We focused there on both direct and indirect 
effects of the water molecules on the treated peptides, such as modification of the electronic states 
and chromophore geometry. Herein we want to focus on the effect of the mean-field produced by 
the solvent, thus on the differences obtained using an implicit solvent model instead of treating 
explicitly the water molecules. A similar discussion can be also found in the literature for the GAG+ 
system2,3.  

For this purpose, as briefly explained in the Computational Details section, we calculated 
the ECD spectra of the bare GAG+ conformers and of the GAG+(H2O)30 clusters using the COSMO 
solvation scheme. The two new resulting statistically weighted ECD spectra have been compared 
with respect to the experimental one and the calculated spectrum obtained considering only the 
explicit water molecules. All the data are collected in the following Figure S10. 

Figure S10. Experimental (Exp.) and statistical calculated (Calc.) ECD spectra of GAG+ at 30°C. 
The following conditions were used for the calculated spectra: (i) GAG+ explicitly solvated with 30 
water molecules (black dashed line), (ii) GAG+ explicitly solvated with 30 water molecules and the 
COSMO solvation model (pink dashed line), (iii) GAG+ solvated with the COSMO solvation model 
(green dashed line). 

 The results obtained suggest a decrease of the quality agreement between the experimental 
and calculated ECD when the dielectric model is included. Indeed, in both cases with COSMO 
reported in Figure S10 (i.e., bare tripeptide, solvated tripeptide) we observe a not negligible 
blueshift of the main minimum point, as well as large differences in intensity considering only the 
tripeptide in the dielectric medium. Therefore, a change in the optical response occurs when the 
systems is surrounded by the dielectric medium, while a good quality agreement is obtained even 
considering a small number of explicit water molecules (i.e., 30). The deterioration of the results 
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obtained with only the implicit COSMO approach is not surprising, since in present case the role of 
solvent hydrogen bonds is crucial for a proper description of the spectrum. On the other hand, also 
the hybrid implicit COSMO in presence of explicit water molecules does not perform better than 
the pure explicit solvent treatment. This is probably due to artifacts generated at the boundary 
between explicit solvent and polarizable continuum, as already pointed out by Brancato et al.4  
  
UV- Photoabsorption Spectra  
 
The UV-Photoabsorption spectra have been also considered and compared with those available in 
the literature2, first discussing the results for GAG+ obtained at 30°C in Figure S11. 
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Figure S11. Experimental (Exp. – black dashed line) and calculated (Calc. – pink solid line) UV-
Photoabsorption spectra of GAG+ in water at 30°C. Details of both the convolution and the intensity 
unit are reported in the Computational Details. 
 
 The comparison between the experimental and calculated results points out that a global 
agreement is found, due to the structureless behaviour of the photoabsorption, although some 
discrepancies must be taken in account. The intensity difference is particularly significant in the 
(185-205) nm region, then reduced moving towards lower energy values. Such discrepancy is 
strongly influenced by the different decreasing trend that can be observed for the two spectra. 
Indeed, it is possible to notice that the calculated UV-Photoabsorption spectrum shows a much 
steeper descent behaviour with respect to that experimentally measured. Furthermore, around 193 
nm the experimental spectrum displays a weak shoulder which is not present in the calculated 
profile.  
 As previously done, it is possible to include within the analysis the variation of the spectral 
features as an effect of the temperature. According to our knowledge, the UV-Photoabsorption 
spectrum of this system has not been measured at 90°C. However, a general correlation among the 
temperature and the spectral features can be extracted comparing our two calculated UV-
Photoabsorption spectra (i.e., at 30°C and 90°C) with those experimentally recorded at several T 
values (i.e., 10°C, 30°C and 70°C). 
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Figure S12. Upper panel: Experimental (Exp.) UV-Photoabsorption (Photoabs.) spectra of GAG+ in 
water taken at 10°C (blue dashed line), 30°C (black dashed line), and 70°C (orange dashed line), 
respectively. Lower panel: Calculated (Calc.) UV-Photoabsorption (Photoabs.) spectra of GAG+ in 
water taken at 30°C (pink solid line) and 90°C (green solid line), respectively. Details about both 
the convolution and the intensity unit are reported in the Computational Details. 
 
 A qualitative analysis of the two calculated spectra (lower panel of Figure S12) highlights 
no significant changes increasing the temperature, except for a uniform intensity increase. Actually, 
this difference is particularly marked at higher energy values (around 185 – 190 nm), while it tends 
to zero towards low energy values. Furthermore, the separation between the different experimental 
patterns is rapidly reduced from 195 nm onward, bringing to an overlay of the spectra. The same 
coincidence is achieved also for the calculated results but in a much slighter way (i.e., from 205 nm 
onward). Beside the limited discrepancies between the experimental and theoretical results, the 
latter ones describe the spectral changes occurring after the temperature increase. 
 
 

 



N.B: In the original version of the SI, we reported all the coordinates of the different 
conformers that were selected and employed to calculate the ECD spectra. 
They are available at: https://onlinelibrary.wiley.com/doi/full/10.1002/jcc.27001 
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4.1.2 The Conformational Dynamics of the Ligands Determines the Electronic
Circular Dichroism of the Chiral Au38(SC2H4Ph)24 Cluster

This publication represents the first extension of the proposed computational approach to a
much more complex case, that is, thiolate-protected gold nanoclusters. These nanosystems,
which are very appealing for their properties and applications, show significant larger sizes
and more flexibility compared to the previously treated biomolecules. In particular, the or-
ganic layer that covers the metallic structure is composed of several ligands which assume
different conformations. Furthermore, their size makes the standard Casida’s scheme unsuit-
able for the calculation of the optical properties. In order to study these systems, it is quite
common to adopt a model reducing, for instance, the -SRn chain to just -SCH3 or to use the
experimental X-ray structure (when available) as representative of the whole conformational
ensemble.

Therefore, this work aimed to show a possibility to go beyond the current treatments by
combining MD simulations, ED for the extraction of the significant conformers, and ECD cal-
culations by means of the first-principle polTDDFT approach. The procedure was tested on a
well-studied case, that is the Au38(SC2H4Ph)24 cluster in toluene. Here, the MD simulations
were performed with the GolP-OPLS-AA force field which contains the parameters to de-
scribe these systems. The access to this FF was granted by Prof. Stefano Corni and Dr. Giorgia
Brancolini, co-authors of this paper. Performing the ED analysis on this system, a set of 12
final conformers was extracted and used for the ECD calculations (polTDDFT, LB94 xc func-
tional). The final statistically averaged ECD was then compared with the spectra calculated on
the experimental X-ray structure, adopting two different xc functionals (LB94, B3LYP). Such
comparison pointed out the sensibility of ECD towards different conformations, showing that
while the statistical spectrum properly captures the optical features, calculations on a single
structure do not. The main discrepancy between the experimental and statistical calculated
ECD is observed in the energy region where the gold-associated transitions arise, but it may be
ascribed to the LB94 functional. Further improvements could be achieved by using polTDDFT
with more accurate functionals, although the computational cost can become unaffordable if
several conformers of this size need to be treated. Affordable schemes that combine hybrid
functionals with polTDDFT are currently under development in our group.
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ABSTRACT: Effects of the conformational dynamics of 2-PET
protective ligands on the electronic circular dichroism (ECD) of
the chiral Au38(SC2H4Ph)24 cluster are investigated. We adopt a
computational protocol in which ECD spectra are calculated via
the first principle polTDDFT approach on a series of
conformations extracted from MD simulations by using Essential
Dynamics (ED) analysis, and then properly weighted to predict the
final spectrum. We find that the experimental spectral features are
well reproduced, whereas significant discrepancies arise when the
spectrum is calculated using the experimental X-ray structure. This
result unambiguously demonstrates the need to account for the
conformational effects in the ECD modeling of chiral nanoclusters.
The present procedure proved to be able of capturing the essential
conformational features of the dynamic Au38(SC2H4Ph)24 system, opening the possibility to model the ECD of soluble chiral
nanoclusters in a realistic way.

Chiral thiolate-protected gold nanoclusters (RS-AuNCs)
have attracted much attention in recent years because of

their several potential applications in different fields, such as
chiral catalysis,1,2 sensing and recognition,3,4 as well as chiral
separation for biological molecules.5 In general, the correlation
between the cluster structure and its optical properties is a
fundamental issue to allow rational design for potential
applications.6 Of particular interest in these systems is the
electronic circular dichroism (ECD) response beyond the
spectral region due to the ligands themselves that generally lies
in the UV range, i.e., the metal-based region of optical
absorption.7 An important question concerns the origin of the
chiroptical properties of RS-AuNCs, and several mechanisms
have been debated over the years to explain and rationalize it.
In detail, either the metal core has an asymmetric arrangement
which determines an intrinsic chirality,8 or the chiral response
can be induced by the presence of the protective ligands. In the
latter case, we can consider: (i) achiral ligands that form chiral
adsorption patterns (footprint model)9 and/or (ii) chiral
ligands that induce the chirality in the metal core by trapping
its electrons in a dissymmetric electric field.10

For instance, the chirality of the Au38(SC2H4Ph)24 cluster
(SC2H4Ph abbreviated as 2-PET from now on), which is the
objective of this study, is induced by the passivation of achiral
2-PET ligands on the surface of the metallic core. This
nanocluster has attracted research interest not only on
fundamental studies of chirality,11 but also on stability,12

doping,13 and catalysis,14 especially after 2010 when its total
crystal structure was resolved by Qian et al.15 Moreover, the

first characterization of the 8 kDa cluster by Schaaff et al.16 in
1997, well before the determination of its atomistic structure,
inspired many theoretical works to examine structural and
electronic properties of the Au38(SR)24 nanocluster.

17−19 After
a decade of density-functional theory (DFT) predictions, both
experiment15 and theory20,21 confirmed that the Au38(2-
PET)24 shape is prolate with a face-fused bi-icosahedral Au23
core protected by 3 short Au(SR)2 and 6 long Au2(SR)3
staples. The Au23 core, although slightly distorted, can be
associated with a D3h symmetry that is lowered to a D3 one by
the Au−S staple motifs, which assume a chiral arrangement.
Indeed, the 6 long staples are divided in 2 triblade fans with a
staggered configuration that rotate clockwise or anticlockwise
depending on the enantiomer considered (see Figure 1). The 3
short staples instead slightly tilt with respect to the 3-fold axis
and follow the handedness of the Au2(SR)3 staples.
Despite many studies on the structure and chirality of

Au38(2-PET)24, the measurement of the ECD was revealed to
be very challenging because of the inability to separate the two
enantiomers in solution. Such limitation was finally overcome
in 2012 when Dolamic et al.22 performed the separation of the
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racemic mixture employing chiral high-performance liquid
chromatography. The ECD of the left-handed enantiomer was
proposed again in 2014 by Barrabeś and co-workers23 together
with the spectra of Pd2Au36(2-PET)24 clusters to investigate
the doping effects on the chiroptical properties. Independently,
in the same year Xu et al.7 proposed an enantioselective
synthesis of several Au38(SR)24 nanoclusters by using chiral
ligands such as 2-phenylpropane-1-thiol. The ECD spectra
recorded strongly resemble those measured by Dolamic and
co-workers22 for the Au38(2-PET)24 enantiomers.
From a theoretical perspective, the availability of exper-

imental ECD spectra together with the resolution of several X-
ray structures represented a huge step forward for the
investigation of the RS-AuNCs chirality and the assignment
of their absolute configurations. Focusing on Au38 NCs, ECD
calculations have been already performed for instance by
Lopez-Acevedo et al.21 or by Baseggio and co-workers24 using
time-dependent density functional theory (TDDFT) and
different thiolate protective ligands. However, theoretical
approaches for modeling the ECD of nanoclusters have so
far mostly neglected a fundamental aspect of the physics of this
system, i.e., the mobility of the ligands and thus its influence on
the chiroptical response. To the best of our knowledge only
one previous explorative study has highlighted the role of the
different conformations of the ligands on the ECD of the RS-
AuNCs.25 Indeed, the ECD calculation is typically performed
on the experimental X-ray structure in a vacuum to overcome
the computational costs and difficulties of conformational and
response predictions. While the metal and Au−S interface
structures are expected to be preserved in solution, significant
changes can instead occur in the ligands, so that the neglect of
these conformational effects can produce discrepancies
between experiment and theory.24 In recent years, the dynamic
effects of RS-AuNCs have been investigated in several works of
Bürgi and collaborators26−28 combining vibrational spectros-
copy and theoretical calculations (i.e., DFT and molecular
dynamics (MD) simulations). Furthermore, in a recent work of
Pyo et al.29 the interplay between ligand orientations and pKa
of Au25 and Au102 NCs has been assessed by combining MD
simulations and ED analysis.

To solve this issue, herein we propose an affordable
computational procedure which includes conformational
effects into a proper modeling of the ECD. This provides
the possibility of a more realistic calculation of the ECD, not
only for this Au38(SR)24 cluster, but also of a large variety of
soluble chiral gold NCs. The method here adopted is an
extension of a protocol recently published by some of these
authors30 where the chiroptical properties of solvated peptides
were investigated. The conformers produce an excellent
qualitative description of the experimental chiral response23

of the 2-PET conformational transitions, thus demonstrating
the validity of the proposed approach.
MD simulations of the solvated clockwise-Au38(2-PET)24

nanocluster were performed with the Gromacs package31

version 5.1.2. The OPLSA-AA topology was produced with the
TPPMKTOP topology generator starting from the exper-
imental X-ray geometry,15,24 while the Lennard-Jones param-
eters for Au and S atoms were taken from the GolP-OPLS-
AA32 Force Field (FF), which contains the parameters to
describe thiolate-protected gold nanoclusters compatibly with
the OPLS-AA FF.33 The RESP charges and the para-
metrization procedure have been previously assessed for
similar Au25 and Au144 nanoclusters.34−36 The OPLS-AA
parameters of the toluene solvent were generated using
LibParGen.37 All the MD simulations were performed in the
NVT ensemble using the velocity rescaling algorithm38 to keep
the temperature constant. All the bond lengths were con-
strained by using the LINCS algorithm.39 The Particle Mesh
Ewald method40 was used with 34 wave vectors in each
direction, a cubic interpolation of the fourth order and a 1.0
nm cutoff in order to compute the long-range electrostatic
interactions.
The experimental X-ray Au38(2-PET)24 structure15,24 (see

Figure S1 of the Supporting Information, SI) was inserted in a
cubic box in the presence of toluene at a density resembling
the reference experimental conditions,23 i.e., 303 K and 1.0 bar.
For this purpose, since our simulations were carried out in the
canonical ensemble (see below), the dimension of the solute−
solvent box was then adjusted in order to achieve the average
pressure of a box containing only toluene, with the same
number of molecules (653), previously simulated in the NVT
ensemble at the experimental temperature (303 K) and pure
toluene density41 (857.55 kg/m3). After an initial slow thermal
equilibration, we produced a trajectory of 150 ns constraining
the gold atoms to preserve the experimental X-ray staple (i.e.,
Au − S) motifs. The importance and effect of the experimental
metal architecture on the spectral features have been already
discussed elsewhere.24,42−44 However, for the sake of
completeness, we also performed an additional 50 ns all-
atoms MD simulation to analyze the contribution of the gold
atoms to the principal conformational transitions (essential for
the modeling of the final spectrum) and evaluate the quality of
Au-constrained MD. The results, discussed more in detail in
the Supporting Information (Figures S2 and S3), show that the
contribution of Au atoms to the most relevant transitions is
almost null. Therefore, the significant conformations of the
whole system can be extracted by analyzing only the
conformational states of the flexible 2-PET ligands (see next
sections).
The MD simulation described above was analyzed in terms

of ED45−47 to sample the conformational landscape of the
whole ensemble of the 2-PET ligands present on the
nanocluster. The procedure adopted in this work has been

Figure 1. Side (left) and top (right) view along the C3 axis of the
gold−sulfur architecture. For clarity the organic ligands were
removed, while the Au and S atoms are reported as sticks in orange
and balls in yellow, respectively. The (left-)handedness of the cluster
studied in this work is modeled by the green arrows that connect the
core Au atoms (green triangle) with the inner Au atoms of the star-
shaped staples.
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previously explained in detail,30 and it is here only briefly
summarized. The covariance matrix of all the 2-PET moieties
atomic coordinates was constructed and diagonalized produc-
ing a set of eigenvectors with corresponding eigenvalues
representing the mean square fluctuations. The eigenvectors
showing the largest eigenvalues represent the directions along
which the system undergoes the largest amplitude motions, i.e.,
the motions associated with the conformational transitions.
Consequently, the projection of the Cartesian coordinates
along the MD simulation onto such a subspace�i.e., the
Principal Components Analysis�allows one to reduce the
dimension and the complexity of the conformational space.
Moreover, as also shown in the present case, it is possible to
consider only the two eigenvectors associated with the two
highest eigenvalues, hence allowing a straightforward con-
formational analysis on a bidimensional (2D) conformational
landscape hereafter termed as essential space (ES). In this
respect, each region of the ES showing a high density of
projected points defines an ith conformational basin, and the
number of projected points, divided by the total number of
frames, allows one to evaluate the conformational probability
P(i). Considering each P(i) and defining one of the above
basins as the reference basin with a probability Pref we can
calculate the free energy differences between the ith basin and
the reference one employing the standard relation:

=
°

P i P e RT( ) /G
ref (1)

where ΔG° corresponds to the standard Gibbs free energy
difference between the ith and the reference basin on the ES
within the following approximations: (i) negligible difference
between the partial molar volumes of the Au38(2-PET)24
structures falling in the reference and ith basin (note that
our simulations are carried out in the NVT ensemble); (ii)
negligible differences between the quantum-vibrational molec-
ular partition function of the Au38(2-PET)24 structures falling
in the reference and ith basin.48 Therefore, we extracted from
all the basins a certain number of Au38(2-PET)24 structures�
hereafter termed as Representative Conformations (RC)�
falling in the (0−2.5) kJ/mol free energy range. Because of the
large dimensions of these basins, it was initially necessary to
extract more than one RC from each basin. We selected,
indeed, a set of 19 structures (see Figures S4 and S5 of the
Supporting Information). However, for each basin, the
extracted RC were further analyzed in terms of Root Mean
Square Deviation (RMSD) to estimate their actual conforma-
tional difference. In this respect we assumed as spectroscopi-
cally equivalent RC with a RMSD < 1.78 Å following a
preliminary analysis based on the outcome of the ECD spectra
as reported in the Figure S5 of the Supporting Information.
From this latter analysis we then found 10 of the previously
extracted RC structures with RMSD values ≥2 Å, whereas the
remaining RC were separated in two groups with the RMSD <
1.78 Å. This allowed us to reduce the number of the final RC
from 19 to 12 to be considered for the quantum chemical
calculations (see below). We calculated the ECD signal on
each of the 12 RC, which was then weighted using the
normalized probabilities, i.e., eq 1. The sum of all the weighted
ECD signals produced the actual spectra reported in the
following.
The geometries of the 12 Au38(2-PET)24 conformations

extracted by the MD simulations were relaxed with specific
constraints necessary to maintain the features of the

corresponding basins, i.e., the values of the semiclassical
coordinates. This was accomplished by relaxing only the
ligands stretching and bonding angles and keeping frozen the
corresponding proper dihedral angles as well as the metallic
atoms coordinates. All the optimizations were realized at the
DFT level,49 employing the standard GGA PBE exchange-
correlation (xc) functional50 combined with the GRIMME-D3
dispersion terms.51 Furthermore, it was used a basis set of
Slater-type orbitals (STO) of triple-ζ plus polarization quality
(TZP), and the scalar relativistic effects were treated within the
Zero Order Regular Approximation52 (ZORA).
The ECD spectra of the 12 conformations were calculated

with the complex polarizability time-dependent DFT
(polTDDFT) algorithm,53 where the rotatory strength R is
defined as

= [ ]R
c

3
2

Im
(2)

In eq 2, Im[β̅] represents the average over all the possible
orientations of the imaginary part of the rotatory strength
tensor, ω is the photon energy, ε corresponds to the imaginary
part of the photon energy, and c is the speed of light. In this
work, ε was taken as equal to 0.15 eV, allowing a direct
comparison with a Lorentzian broadening with the same half
width half-maximum. In addition, we used a cutoff of 3 eV
above the excitation energy. All the 12 polTDDFT calculations
were performed in the gas-phase as a compromise between
computational cost and accuracy, moreover considering that
solvent effects on the ECD are generally very pronounced for
polar molecules in polar solvents.54−56 Therefore, since the
present cluster is a nonpolar molecule as well as the solvent
(toluene), we did not consider the solvent effect in the
calculation. The LB9457 xc functional, which includes the
correct asymptotic behavior, was employed together with the
TZP basis set and the ZORA scheme for the relativistic effects.
Each spectrum was multiplied by the corresponding statistical
weight (eq 1) and summed up to obtain the final averaged
spectrum, then compared with the experimental reference23 to
evaluate the quality of our result.
An additional analysis has been performed calculating the

polTDDFT ECD spectrum of the experimental X-ray
structure15,24 with the LB94, and the hybrid B3LYP58 xc
functional which contains a portion of the Hartree−Fock
nonlocal exchange. The latter one provides a more accurate
description, in particular of the metallic spectral features.
Additionally, for the B3LYP calculation we employed the
Hybrid Diagonal Approximation59 (HDA) which allows us to
perform polTDDFT calculations with hybrid functionals,
although it is still computationally demanding with respect
to standard GGA functionals like, for instance, LB94. For this
reason, we restricted the HDA-B3LYP calculation to the
experimental X-ray diffraction structure only. All the other
parameters of the calculation (e.g., basis set, ZORA) were
maintained also in these two new calculations.
We report in Figure 2 the spectrum of the covariance matrix

eigenvalues (mean square fluctuations) of the 2-PET
(-SC2H4Ph) which may help us in predicting the number of
modes needed to describe the collective motions of the
Au38(2-PET)24 nanocluster, i.e., the size of the ES.
The spectrum of the eigenvalues rapidly decays to 0, with

only the first 6 eigenvalues (inset of Figure 2) larger than 0.5
nm2. However, since the first pair of eigenvalues accounts for
the largest fraction of the whole matrix trace (i.e., the whole
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fluctuation), we can simplify the analysis considering only the
corresponding first 2 eigenvectors. In addition, it should be
remarked that the inclusion of, at least, the third eigendir-
ection, although possible in principle,60 might be very
expensive in the case of highly complex systems like the
present one. Therefore, well aware of the possible incomplete-
ness of the conformational analysis, we decided to adopt a 2D
ES for representing the best compromise between accuracy
and computational effort. The comparison with experimental
data will provide a validation of this approximation.
The conformational landscape, obtained from the proce-

dures described previously, is depicted in Figure 3.

In Figure 3 one observes three low-energy conformational
basins (B1, B2, and B3) surrounded by barriers with ΔG° ≥ 3
kJ/mol. The three basins differ in terms of dimensions and
energy range, indeed while B2 and B3 are quite small and
associated with higher ΔG° values (>2.0 kJ/mol), B1 is very
extended and contains the most probable conformers. Such a
result shows the possibility of having different, more or less

probable, ligand conformations in different regions of the ES.
Therefore, the reduction from 19 to 12 structures thanks to the
RMSD analysis does not interfere on the absence of low energy
structures in the B2 and B3 basins. As also previously reported,
the extension of the three basins, in particular B1, suggests the
presence�in each basin�of different conformations which
can rapidly mutually interconvert. On the other hand, the B1
⇆ B2, B1 ⇆ B3, and B2 ⇆ B3 conformational transitions
appear as more hindered being characterized by higher energy
barriers. This particular feature prompted us to extract a
number of RC (12) much larger than the actual number of
basins (3) as already described. The energy features of the 12
RC, with their own normalized probabilities, are reported in
Table 1. Additional information (i.e., the Cartesian coor-
dinates) can be found in Table S1 of the Supporting
Information.

Electronic Circular Dichroism Spectra. The statistically
averaged calculated ECD spectrum, using all the selected 12
RC, is compared with the experimental one23 in Figure 4.
Figure 4 reveals a very good agreement with the

experimental pattern in the regions between 250 and 450

Figure 2. Plot of the eigenvalues resulting from the diagonalization of
the 2-PET (-SC2H4Ph) ligands covariance matrix. The matrix was
built with the atomic positions of the thiolate ligands extracted from
the MD trajectory of 150 ns at T = 30 °C. The first 6 eigenvalues are
highlighted in the right inset of the figure.

Figure 3. Probability pattern built with the MD trajectory projections
(proj-1, and proj-2 in nm) on the first two essential modes. Each
square, graphically smoothed in the histogram, represents a
conformational basin associated with a specific relative free energy
ΔG° value reported in kJ/mol (right side of the figure). The three
low-energy basins are labeled as B1, B2, and B3, respectively, while
the positions of the selected 12 low-energy conformations are marked
with black dots.

Table 1. Relative Free-Energies and Normalized Probability
Values of the 12 Au38(SC2H4Ph)24 Representative
Conformations Selected within the ED Analysis

Basin-Representative Conformation ΔG° (kJ/mol) P(i)norm
a

B1-A 2.0 0.079
B1-B 1.9 0.082
B1-C 0.2 0.165
B1-D 1.8 0.086
B1-E 1.7 0.090
B2-A 2.3 0.071
B2−B 2.4 0.068
B2-C 2.3 0.070
B2-D 2.3 0.070
B3-A 2.3 0.070
B3-B 2.0 0.079
B3-C 2.3 0.071

a∑i = 1
RC P(i)norm = 1

Figure 4. Comparison between the experimental (Exp., black dashed
line) and calculated (Calc., red line) ECD spectrum averaged over 12
conformations of the Au38(2-PET)24 cluster. All the details of the
calculation (i.e., xc functional, basis-set, HWHM) have been reported
in the text.
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nm, while some energy shifts of the calculated ECD emerge
when moving toward higher wavelength values. Indeed, the
two calculated peaks at 539 nm (exp. peak at 473 nm) and 712
nm (exp. peak at 627 nm) are systematically found to be red-
shifted and also a small maximum peak appears around 460
nm. However, this systematic drawback can be explained by
recalling that the metallic response, predominant in this low-
energy region, can suffer from the well-known24,42 attractive
character of the LB94 xc functional. On the contrary, the high
energy range, where an excellent qualitative agreement
between experimental and calculated result is observed, is
mostly determined by the spectral features of the flexible
thiolate ligands. Therefore, Figure 4 reveals that the
combination of a dynamics approach with polTDDFT
calculations brings to a qualitatively correct description of
the optical response of high-flexible systems, such as the
ligands of protected NCs. This result has been corroborated by
comparing the statistical ECD with those calculated with
different xc functionals but only considering the experimental
X-ray structure.15,24 All the results are reported in Figure 5.
Concerning the high energy range of the ECD spectrum, it

can be observed that the calculation on a single structure, even
though it is the experimental one obtained by X-ray diffraction,
does not reproduce properly the experimental spectral pattern
of the 2-PET. Indeed, using the LB94 in the polTDDFT
calculation (i.e., middle panel of Figure 5), a negative intense
artifact arises around 250 nm, and the two following positive
maximum values are blueshifted with respect to experimental
peaks. The same blueshift is observed in correspondence of the
experimental peak located at 473 nm and even a not negligible
difference in intensity arises for this feature. On the contrary,
some qualitative similarities between the two ECD spectra can
be observed at higher wavelengths, i.e., beyond 600 nm.
In the lower panel of Figure 5, we compare the experimental

ECD with the result obtained using the hybrid functional
B3LYP (polTDDFT in combination with the HDA). It has
been already shown59 that this approach increases the accuracy
of the description of the Au optical response, even though it
requires a significant computational effort. Indeed, the
calculated spectrum beyond 450 nm is characterized by two
maxima (i.e., 452 nm and 585 nm) in reasonable agreement
with the experimental values at 473 and 627 nm, respectively.
Therefore, despite a minor difference in terms of energy
distributions, the hybrid calculation is able to reproduce much
better the experimental features in the region of the metallic
response. In contrast, in the ligand region of the spectrum, we
can notice discrepancies which confirm again the importance
of including the ligand conformational effects to model the
ECD. The present B3LYP-HDA calculation has been rather
demanding, 6 days using 144 cores on the Galileo super-
computer of CINECA (Bologna, Italy) consisting of several
nodes each with 2 x CPU Intel CascadeLake 8260, with 24
cores each. Instead, for each structure calculated at the LB94
level, the SCF required 5 h at 144 cores on the Galileo
supercomputer, while the polTDDFT section took 15 h with
24 CPU on a HP ProLiant DL580 Gen10 server. The latter
consists of 4 processors each with 18 cores Intel Xeon Gold
6140 CPU @ 2.30 GHz, in total 72 cores and 728 GB of RAM.
We are working on a new implementation of the B3LYP-HDA
scheme based on the Resolution of the Identity instead of the
presently implemented numerical integration, which is very
promising in terms of numerical efficiency.

In conclusion, the above data clearly suggest that for a
correct ECD modeling of chiral RS-AuNCs, at least the
relevant conformations of the protective ligands, must be
included in the response predictions. This effect becomes more
and more relevant with the increase of the ligand flexibility, but
also in the presence of intramolecular interactions as well as
solvent effects, especially considering the aqueous environ-
ment. The metal core description, which is much less affected
by conformational effects, suffers the limitations of the LB94
functional. However, preliminary calculations using the
HDA59-B3LYP scheme demonstrate the possibility of a better
description also of the Au response.
In conclusion, we propose a computational approach that is

able to efficiently and accurately include the conformational
effects of the dynamic protective ligands into the ECD
modeling of chiral RS-AuNCs. Extending a protocol recently
proposed for solvated peptides, we investigate these more
complex gold NCs and their chiroptical properties focusing on

Figure 5. Comparison between the experimental (Exp., black dashed
line) and the calculated ECD spectrum. (Top) statistically weighting
12 conformations and by using the LB94 xc functional (upper panel,
red line), (middle) using the exp. X-ray structure and the LB94 xc
functional (middle panel, blue line), (bottom) using the exp. X-ray
structure and the HDA in combination with the B3LYP xc functional
(lower panel, green line).
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the well-known Au38(2-PET)24 cluster. We start with a MD
simulation of this system in toluene using an accurate force-
field, which is then analyzed to sample the conformational
space of the ligands via the ED analysis. This statistical tool
allows us to consider only the essential conformational
dynamics, hence to extract properly the most relevant
conformations of the system. A reduced number of structures
is then considered for the first-principles polTDDFT
calculations of the ECD. We obtain an excellent agreement
between the experimental and calculated spectral features of
the 2-PET ligands both in terms of energy and intensity. Such
a result is corroborated by calculating the ECD only on the X-
ray crystal structure with two different xc functionals (LB94,
B3LYP) and finding a much worse agreement with the
experimental response. This demonstrates the need to include
conformational effects into the modeling of the ECD of gold
nanoclusters, together with the proposal of a reproducible and
affordable computational approach to accomplish this goal.
Some limitations are found in the description of the metal core
response, but we assume that they are related to the chosen xc-
functional and not to the procedure here proposed.
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Figure S1. Ball and stick model of the experimental X-ray Au38(SC2H4Ph)24 structure1. Au, S, C, and 

H atoms are reported in orange, yellow, black, and white, respectively.  

All-atoms MD vs Au-constrained MD 

It is well known the importance of calculating the ECD spectra on realistic geometries to obtain 

reliable results and in the specific case of gold nanoclusters, the relevance of a reasonable metal-

sulphur architecture has proven to be fundamental for the ECD calculation1,2. Therefore, the 

resolution of several X-ray gold nanostructures has represented a breakthrough for a suitable analysis 

of the spectral features. Naturally, the X-ray structure is less important when the chirality regards the 

ligands because of their higher conformational flexibility, which characterizes their ECD in the liquid 

phase. Hence, the calculation of the ECD on a gas phase nanocluster and its comparison with respect 

the experimental liquid phase ECD must consider the flexibility of the ligands as well as the necessity 

of a reliable geometry of the staples (Au-S structures). Starting from these considerations, we 

constrained the gold atoms to maintain the experimental geometry for the metallic region but without 

affecting the ligands internal motions. However, we wanted to verify the validity of our choice 

estimating the effective contribution of the gold atoms to the conformational transitions and to 

understand if their exclusion in the conformational analysis is justified. Such an estimate was 



performed running a 50 ns all-atoms MD simulation with no constraints and calculating the first two 

total eigenvectors components of the covariance matrix for Au and S (see Figure S2). 

 

Figure S2. First eigenvector (upper panel) and second eigenvector (lower panel) total components 

for the gold (orange) and sulphur (yellow) atoms calculated from the 50 ns all atoms free-MD 

simulation.  

 Looking at the value scale of the total first pair of eigenvectors, it is worth noting that the 

contribution of both gold and sulphur atoms to the most relevant conformational transitions is  quite 

small. Such result justifies the constraints on the gold atoms and thus their exclusion from the 

conformational analysis we carried out to find the most probable structures. The following Figure S3 

underlines how small is the contributions of the staple atoms with respect to the ligand ones, which 

start from atom index 63.  
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Figure S3. First eigenvector total component for the Au38(2-PET)24 atoms calculated from the 50 ns 

all atoms free-MD simulation. 

 As we can see, we obtained that the total component of the first eigenvector, which is directly 

related to the atomic contribution to the most relevant internal transitions, is on average 10 times 

larger for the (2-PET) atoms with respect to the values found for the Au/S atoms. This result is easily 

understood comparing the flexibility, and thus the fluctuations, of the metallic and organic 

components of the system.  
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Figure S4. Probability pattern built to represent the ΔG° landscape on the conformational space. The 

positions of the 19 conformations initially extracted have been marked with dots (i.e., black for the 

conformations of the final set, white for the conformations discarded in the final analysis).  
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Figure S5. Experimental (Exp., black dashed line) and Calculated ECD spectra of three similar 

conformations in terms of RMSD values (red, blue, and green solid line). The computational details 

of the polTDDFT calculations have been reported in the Computational Section.  
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N.B.: In the original version of the SI, we reported all the coordinates of the different 
conformers that were selected and employed to calculate the ECD spectra. 
They are available at: https://pubs.acs.org/doi/full/10.1021/acs.jpclett.2c03923 
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4.1.3 What Contributes to the Measured Chiral Optical Response of the Glutathione-
Protected Au25 Nanocluster?

The aim of this work was to study the chiral features of the [Au25(GSH)18]−1 nanocluster
in aqueous environment. This system is particularly fascinating because of its solubility in
water and its biological applications. Indeed, it can be used for the selective binding of tar-
get molecules such as the glutathione-S-transferase, a metabolic isozyme which catalyzes the
conjugation of GSH to xenobiotic substrates for detoxification purposes. [Au25(GSH)18]−1 is
also quite appealing from a theoretical point of view since the ECD spectrum of the whole
structure has never been calculated before, despite being one of the first discovered chiral
nanoclusters. Indeed, the system size (655 atoms) is quite prohibitive. In addition, the solvent
plays a major role here, thus it should be included explicitly.

We adopted the procedure explained above, employing a unified AMBER-Compatible
force field for the Au-S interface, and standard AMBER parameters for glutathione. This
force field was developed by Prof. Hannu Häkkinen and his group, who were personally
involved in this study. Other parameters of the procedure resemble those adopted in the pre-
vious work (section 4.1.2). In this case, the final ECD spectrum was obtained by averaging the
optical responses of 13 statistically relevant [Au25(GSH)18]−1-(H2O)126 clusters. The compar-
ison of the experimental and calculated spectra revealed a good qualitative agreement in the
lower energy region, but some discrepancies arise between (3.5-5) eV. Such differences have
been ascribed to the complexity of the system, as well as to some aspects of the computational
procedure. For instance, the classical MD trajectory could be affected by some limitations
that result in an imbalance of the statistical weights in the ED analysis. Such hypothesis was
tested by averaging the spectra of different subsets of conformers, bringing to a better agree-
ment with the experimental spectrum.

Despite that, this work revealed its strength in the explicit inclusion of the solvent. This
allowed us to investigate how the water molecules affect the chiroptical features of a thiolate-
protected gold nanocluster. As a result, we demonstrated that not only the aqueous solvent
has an effect on the conformations, due to the inter-molecular interactions, but it also explicitly
contributes to the electronic transitions of the nanocluster. Indeed, separating the contribu-
tion of the molecular orbitals (MOs) to the different transitions, it was shown that water MOs
are directly involved in the spectral features above 3.5 eV. Furthermore, comparing the ECD
of the bare nanocluster with that of the solvated one, we observed that the high-energy fea-
tures are completely suppressed in the absence of water. Finally, it was also revealed that the
water-shell itself assumes a chiral arrangement due to the interactions with the nanocluster,
thus showing a non-null ECD response.
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ABSTRACT: The water-soluble glutathione-protected [Au25(GSH)18]−1 nanocluster was investigated by integrating
several methodologies such as molecular dynamics simulations, essential dynamics analysis, and state-of-the-art
time-dependent density functional theory calculations. Fundamental aspects such as conformational, weak
interactions and solvent effects, especially hydrogen-bonds, were included and found to play a fundamental role in
assessing the optical response of this system. Our analysis demonstrated not only that the electronic circular
dichroism is extremely sensitive to the solvent presence but also that the solvent itself plays an active role in the
optical activity of such system, forming a chiral solvation shell around the cluster. Our work demonstrates a
successful strategy to investigate in detail chiral interfaces between metal nanoclusters and their environments,
applicable, e.g., to chiral electronic interactions between clusters and biomolecules.
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Chirality in thiolate-protected gold nanoclusters (RS-
AuNCs) was detected more than 20 years ago by
Whetten and collaborators1,2 who worked on clusters

with 20−40 Au atoms protected by the L-glutathione (GSH).
Since then, significant progress has been made in the synthesis
and total structural characterization as well as on the
experimental and theoretical investigations of the electronic
and chiroptical properties of RS-AuNCs.3−14 The current view
suggests that the chirality in RS-AuNCs can be classified as
intrinsic or induced. The intrinsic one arises when the metal
core is chiral itself or can be related to chiral arrangements of
the protective achiral ligands, while the second case regards
chiral ligands which induce the chirality on the metal
architecture. Moreover, several studies have been carried out
investigating the peculiar optical properties of these atomically
precise systems, which exhibit a discrete electronic structure
when the size becomes smaller than ca. 2 nm.15−18 The interest
in the discrete structures and properties of RS-AuNCs arises

because of their potential applications in numerous fields such
as catalysis,19 chemical sensing,20 optical devices,21 and
biomedicine,22 providing possibility of tuning their properties
according to size, shape, and composition.23,24

In this work, we focus on one of the first discovered RS-
AuNCs, the chiral [Au25(GSH)18]−1, interesting especially in
the biomedical field for the selective binding of target
molecules such as the glutathione-S-transferase.24 While
some initial confusion existed in the literature about its proper
chemical composi t ion,1 , 25 the chemical formula
[Au25(SR)18]±1 was unambiguously identified based on several
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high-resolution mass spectroscopy experiments from 2005−
2007.26−29 Over the last two decades, several efforts have also
been made to understand the atomic structure of
[Au25(GSH)18]−1 since its crystal structure is still unresolved.
Indeed, despite the [Au25(GSH)18]−1 stability demonstrated by
Shichibu and co-workers,28 the bulky and highly flexible GSH
ligands make the crystal growth to high-quality single crystals
very challenging. However, NMR studies by Wu and co-
workers30 imply that the Au−S architecture is compatible with
that found for [Au25(SCH2CH2Ph)18]−15,12 hence with an
icosahedral Au13 core and six Au2(GSH)3 motifs. Experimental
circular dichroism (CD) spectra in the UV−vis region reported
in more recent studies30,31 agree with the original data from
Whetten and collaborators,1 reconfirming the assignment of
the chemical composition.
Theoretical studies on the induced effects of chiral ligands

on the electronic structure and chiroptical properties of GSH-
protected small Au clusters are scarce. The only exceptions are
a density functional theory study32 where cysteine was used as
a small chiral model ligand for [Au25(SR)18]−1, excluding
solvent effects, and studies of Au18(GSH)14

33 and
[Au25(GSH)18]−134 using quantum mechanics/molecular
mechanics (QM/MM) simulations, which showed that ligand
dynamics and solvent effects are important for clusters’
structural and electronic properties. Although these results
are in line with what is known for small molecules and
biomolecules in various solvents,35−38 no attempts have been
made up to date to understand the original CD data measured
for [Au25(GSH)18]−1 over 20 years ago2 considering a full
theoretical system modeling not only the relevant ligand but
also dynamics (conformations) of the ligand shell and
solvent−ligand interactions.
Here, we evaluate and analyze the UV−visible CD spectrum

of [Au25(GSH)18]−1 by combining classical molecular dynam-
ics simulations, essential dynamics analysis, and state-of-the-art
time-dependent density functional theory calculations includ-
ing conformational and solvent effects. We find that the
aqueous solvent plays important direct and indirect roles in the
chiroptical response of [Au25(GSH)18]−1 (see Figure 1)
particularly in the UV energy range, where CD peaks can
have up to 50% of the intensity originating from transitions
involving electronic states of the solvation shell, which by itself
has a chiral arrangement around the organic thiol surface. Our
work demonstrates the importance to treat environmental
factors properly in theoretical studies of RS-AuNCs in order to
get a comprehensive understanding of their chiroptical
response.

RESULTS
Full-Molecular Dynamics (MD) Simulation and

[Au25(GSH)18]−1 Conformational States. Figure 2 shows
the spectrum of the first 30 eigenvalues extracted from the
diagonalization of the nanocluster covariance matrix as
obtained from the full-MD simulation. The overall picture
shows that the eigenvalues, i.e., the mean square fluctuations of
the system, rapidly decrease and a large fraction (around 60%)
of the trace of the matrix (corresponding to the whole
nanocluster fluctuation) arises from the first 5 eigenvalues.
Such a relatively high number of essential eigenvectors, i.e.,
principal directions along which the internal motions happen,
is clearly due to the size of the nanocluster, not only in terms of
number of atoms but also in terms of internal flexibility.
However, the first component accounts for 30% of this

fraction, while another 12% results from the second
component. Therefore, the further system’s conformational
analysis was done considering only the corresponding first two
eigenvectors to reach a computational affordable description of
the physics of this system. Figure 3 shows the projection of the
Cartesian coordinates of the nanocluster, at each frame of the
MD trajectory, onto the first (proj-1) and second (proj-2)
eigendirections of the covariance matrix shown in Figure 2.
The free-energy landscape reveals the presence of several

shallow low-energy regions (with ΔG° < 2.5 kJ/mol),
suggesting that along the full-MD simulation, the system is
very flexible and lies in different stable, short-living, conforma-
tional basins. This result is expected considering the size,
number, and flexibility of the GSH ligands, which can be
involved in various conformational transitions. We can also
notice that the low energy states in the conformational space
are collected in three groups, with the interconversion being

Figure 1. Stick and balls example of the [Au25(GSH)18]−1-(H2O)126
cluster conformation extracted with the procedure proposed. Au
atoms are reported as pink balls, S, C, N, O, and H atoms of the
GSH ligand are reported as sticks in yellow, cyan, blue, red, and
white, respectively. A stick and ball model is used for the water
molecules with O and H atoms in red and white, respectively.

Figure 2. Eigenvalues of the [Au25(GSH)18]−1 covariance matrix at
RT. Only the first 30 values are shown for the sake of clarity.
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fast (barriers below 3 kJ/mol), between B1−B2, and B3−B4−
B5, while being slow from one group to another. Such result
corroborates again the complexity and high flexibility of the
system which can rapidly interconvert from one stable

conformation into another. We extracted one representative
conformation per basin except for the region B6 where we
found that the root−mean−square deviation (RMSD) of the
two structures was higher than our threshold value of 0.17 nm.
Energy details of the AuNC conformers are reported in Table
S1 of the Supporting Information (SI).
Before proceeding with the investigation of the solvent shell,

we extracted additional information on the selected conformers
studying the radius of gyration (Rg), the solvent accessible
surface area (SASA), and the intramolecular H-bonds of
[Au25(GSH)18]−1 from the full-MD simulation. All the results
are collected in Figure 4.
Fluctuations of the three quantities in Figure 4 (Rg, SASA,

and intramolecular H bonds) are all relatively small, suggesting
that our system is well equilibrated along the 250 ns MD
simulation. This applies particularly to the radius of gyration
(Figure 4a), which indicates the system compactness and the
preservation of global shape along the MD. Therefore, the
initial spherical shape of the nanocluster is conserved through
the simulation, and the 7 stable conformations extracted do
not display differences in terms of global compactness. A
similar result is achieved for the surface area accessible to the
solvent (see Figure 4b), where, again, for all the low-energy
structures, we found a SASA value around the average one (i.e.,
34.6 nm2).
Different results are obtained by analyzing the number of

intramolecular H-bonds among the 18 GSH ligands of the
nanocluster since some fluctuations are found for the 7
conformers. While for the B2, B4, and B5 conformations, the

Figure 3. Free energy landscape in the essential plane of
[Au25(GSH)18]−1 at RT. The energy scale in kJ/mol is reported
as a vertical-colored bar on the right. All data with a ΔG° > 7.0 kJ/
mol is shown by dark purple. The spatial positions of the 7
extracted most probable conformations are marked with black
dots.

Figure 4. a) Radius of gyration (Rg, in nm), b) solvent accessible surface area (SASA, in nm2), and c) intramolecular H-bonds (a.u.) of
[Au25(GSH)18]−1 (among the ligands) along the 250 ns full-MD simulation. In the upper panels of a), the Rg of Au25 and of the GSH ligands
are reported as well. The 7 conformations selected with the previous ED analysis are reported with colored crosses (legend on the upper
right region of the figure) in correspondence of their time step in the MD production.
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number is around the average value (i.e., 31), a higher number
is observed for B1 and B3, in particular for the latter one (i.e.,
37), which is also the most stable conformation. An opposite
trend is obtained for the structures selected from the B6 region
(see Figure 3), where the number of H-bonds is reduced (i.e.,
27/28). It is well-known that the presence of H-bonds affects
the optical response of the system,37,38 especially for the highly
sensitive ECD technique. Therefore, we expect the intra-
molecular H-bonds, together with the intermolecular ones (see
Figure S1 for a detailed analysis), to have a clear impact on the
ECD spectrum.

Constrained-MD Simulations and [Au25(GSH)18]−1-
(H2O)126 Clusters Conformational States. The character-
ization of the solvation shell is, in general, a nontrivial task
because of the need to find the actual number of solvent
molecules defining the different solvation shells (see the
Computational Details and Figures S3 and S4 of the SI) and,
most importantly, because of their relatively high mobility. In
this study, we have adopted a strategy based on ED which,
similarly to what has been described in the previous section,
allows us to span the conformational repertoire of a preselected
number (126) of solvent molecules with respect to the
(frozen) [Au25(GSH)18]−1 conformations extracted from
Figure 3. The analysis is in principle rigorous, but very difficult
in practice, because of the high mobility of the solvent
molecules. As a matter of the fact, the spectra of the first 30
eigenvalues reported in Figure 5 show this significant increase

in the overall fluctuation (the trace of the covariance matrix)
and its spread over a high number of internal degrees of
freedom. Despite the reduced weight of the first two
eigenvalues, thus some possible limitations, we proceeded
with a 2D conformational investigation for computational
reasons. The resulting free-energy landscapes, one for each of
the 7 [Au25(GSH)18]−1 conformations, reported in Figure 6
show a series of important features which deserve some
comments.
First, if compared to the analogue conformational space

reported in Figure 3, we observe that, as expected, the
[Au25(GSH)18]−1-(H2O)126 system spans a space much larger
than the [Au25(GSH)18]−1 one, also showing a higher number
of conformational states. These findings obviously reflect the
larger number of internal degrees of freedom and the higher
mobility of the aqueous solvent. In addition to that, the spots
locating the stable [Au25(GSH)18]−1-(H2O)126 appear as very
separated onto the conformational space, thus suggesting the

presence of high interconversion barriers. This result is the
effect of both the use of a reduced 2D projection subspace and
a reflection of the complex interaction between the nanocluster
and the solvent. Indeed, several kinds of weak interactions
(charge−dipole, dipole−dipole, H-bonds) can define the
system, with the water molecules found both in the inner
and outer region of [Au25(GSH)18]−1. The spatial positions of
the selected most probable cluster conformations are marked
with black dots.
We then decided to extract one or two conformations

among the most probable ones (with ΔG
dH2O° < 1.0 kJ/mol)

from almost opposite regions of each landscape to maximally
increase the heterogeneity of our reduced final set of
structures. Details of the 13 [Au25(GSH)18]−1-(H2O)126
clusters conformations, which have been subsequently used
for the calculation of the UV-CD spectra, are collected in
Table 1.

UV-Circular Dichroism (UV-CD) Spectra. The 13
individual UV-CD spectra were calculated, statistically
weighted, and summed up to give the final averaged UV-CD
spectrum, which was then compared with the experimental
data available in the literature2 and reported in Figure 7.
Figure 7 highlights discrepancies and agreements between

the experimental and calculated spectra. In the low energy
region, where the signal arises from the ECD of the metal
cluster, we observed an excellent agreement in terms of energy
and intensity. As discussed in previous studies on this
system,30,34 the achiral metal core shows an optical activity
induced by the GSH ligands that disrupt the symmetry.
Therefore, the employment of an MD simulation becomes
fundamental to capture the metal structure distortion driven by
the ligand fluctuations and interactions. In general, the
calculated profile matches properly the experimental data up
to 3.3 eV; beyond this value, the agreement looks less
satisfactory. Indeed, from 4.3 eV onward, the discrepancies
between the two spectra become more pronounced. Figure 7
shows that while the experiment presents a maximum positive
peak toward 5 eV, the opposite phase is obtained for the
calculated ECD spectrum.
In this high energy region, the ECD is more influenced by

the solvent, which affects both the geometry and the electronic
structure of the chiral species.38 Hence, some discrepancies can
be justified considering that the water effects have been
partially included in our work (limited solvation shell) because
of the computational cost. However, by investigating the water
role with different analyses (see subsection), we were able to
point out in detail its strong effect on the AuNC chiral activity,
thus confirming the need of its explicit contribution in the
ECD calculations.
Some limitations of our ECD spectrum can be also related to

an imbalance of the conformational states, thus meaning that
some of the structures we extracted are less probable in the
experimental sample. This can be ascribed to limitations of the
classical MD simulations which result in the inability to
reproduce all the thermodynamics properties of the AuNC,
thus producing artifacts in the ED analysis. However, upon
analyzing the individual ECD spectra (see Figure S1), we
noticed that the most probable conformer of each solvation
free-energy landscape (Figure 6) shows spectral features in
closer agreement with respect to the experimental ones.
Moreover, the conformers extracted from the B6 region deviate
from the general trends (e.g., H-bonds analysis, see Figures 4c

Figure 5. Eigenvalues of the [Au25(GSH)18]−1-(H2O)126 clusters
covariance matrix obtained from the constrained-MD simulations
at RT. Only the first 30 values are shown for the sake of clarity.
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Figure 6. Free energy landscapes in the essential planes of the [Au25(GSH)18]−1-(H2O)126 clusters from the constrained-MD simulations at
RT. The energy scale in kJ/mol is reported as a vertical-colored bar on the lower right-side of the figure together with the labels of the
[Au25(GSH)18]−1 conformations used in each constrained-MD (and extracted from the previous full-MD). All data with a ΔG° > 5.0 kJ/mol
are shown by dark purple. The spatial positions of the selected most probable cluster conformations are marked with black dots.
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and S1) followed by the other stable structures. Starting from
these observations, we have built subsets of the original sample
of conformers and renormalized their probabilities. Practically,
we have considered: a) only the most probable conformer
from each [Au25(GSH)18]−1-(H2O)126 free-energy landscape,
and b) the same conformers but excluding the B6 regions. For
investigating these hypothetical limitations of the MD
simulations, we also built a subset c where we focus only on
the most probable region of the conformational landscape
(basins B3, B4, and B5 in Figure 3) which should be the most
reliable of our sampling. All the new probability values
reported in Table 2 were used to statistically weight the
individual ECD spectra. The three averaged ECD are shown in
Figure 8 together with the experimental spectrum.
It is worthy of note that considering a reduced sample of

conformations (i.e., subset c), we obtained the correct intensity
ratio between the high-energy ECD peaks and a very good
agreement with the experimental spectrum. Indeed, while the
spectral features of the metal region remain almost unchanged
in all the cases, except for the intensity, significant differences
are found for the two peaks located around 3.8 and 4.9 eV,
respectively. Despite the blueshift of the middle maximum
value, there is an improvement removing the B6 conformers
(subsets b, and c), with the calculated maximum peak and its

shoulder both correctly reproduced. Furthermore, if we
consider only the most probable conformers from B3, B4,
and B5 (subset c), the metal feature and the high energy
maximum peak are in a very good agreement with the
experimental ones in terms of energy position and intensity.
These results corroborate the hypothesis that along both the
full- and constrained-MD simulations there are some
imbalances in the statistical weights and certain regions we
investigated should be associated to higher free-energy values.
However, by adjusting some details of the statistical analysis,
we obtained a qualitative agreement between the experimental
and calculated ECD, reproducing all the relevant spectral
features.

Water Effect on the Chiroptical Properties of
[Au25(GSH)18]−1. The role of water on the RS-AuNC chirality
is clearly shown below comparing the ECD spectra of B3−1,
the most probable conformer, in presence and absence of the
solvation shell (Figure 9).
Indeed, while the ECD of the solvated B3−1 conformation

in Figure 9 (pink line) reproduces quite well the experimental
spectrum, several discrepancies are observed when the water
molecules are removed (dark green line). Such differences

Table 1. ΔG° and Normalized Probability Values of the 13
[Au25(GSH)18]−1-(H2O)126 Conformations Extracted from
the ED Analysis of Constrained-MD Simulations

[Au25GSH)18]−1-(H2O)126 Conformation ΔGTOT° (kJ/mol)a p(j,i)norm
b

B1−1 1.61 0.067
B1−2 0.87 0.090
B2−1 2.05 0.057
B2−2 1.45 0.072
B3−1 0.00 0.13
B3−2 0.98 0.087
B4−1 2.21 0.053
B4−2 2.82 0.041
B5−1 0.81 0.093
B5−2 0.34 0.11
B6-A−1 2.03 0.057
B6−B−1 1.40 0.073
B6−B−2 1.51 0.070

aΔGTOT° = ΔG
d[Au25GSH18]−1° + ΔG

dH2O° . b∑p(j,i)norm = 1.

Figure 7. Experimental (Exp., black dashed line, ref 2) and
calculated (Calc., solid blue line) ECD spectra of the solvated
[Au25(GSH)18]−1 nanocluster. The calculated spectrum has been
obtained by statistically weighting the 13 [Au25(GSH)18]−1-
(H2O)126 cluster conformations extracted with the ED analysis.

Table 2. Renormalized Probabilities Considering Only the
Most Probable Conformation from a) Each
[Au25(GSH)18]−1-(H2O)126 Conformational Landscape, b)
All the Landscapes except for the B6 Regions, c) Only B3,
B4, and B5 [Au25(GSH)18]−1-(H2O)126 Conformational
Spaces

[Au25GSH)18]−1-(H2O)126
Conformation

p(j,i)norm,
Subset a

p(j,i)norm,
Subset b

p(j,i)norm,
Subset c

B1−2 0.16 0.20 //
B2−2 0.12 0.16 //
B3−1 0.22 0.28 0.44
B4−1 0.090 0.12 0.18
B5−2 0.19 0.25 0.38
B6-A−1 0.097 // //
B6−B−1 0.13 // //

Figure 8. Experimental (Exp., black dashed line, ref 2) ECD of the
solvated [Au25(GSH)18]−1 in comparison with the calculated
statistical ECD obtained considering only the most probable
[Au25(GSH)18]−1-(H2O)126 conformations from 1) each conforma-
tional landscape (subset a, solid red line), 2) each conformational
landscape except for the two B6 spaces (subset b, solid blue line),
3) B3, B4, and B5 conformational landscapes (subset c, solid green
line).
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affect even the inner metal region of the AuNC which does not
directly interact with the solvent, for instance causing a
reduction of intensity of the peak around 2.7 eV but also
considering the features below 2.5 eV. In the region between 3
and 4 eV, we find that the experimental positive feature is
reproduced much better in the solvated system. The
discrepancy becomes much more evident considering the 4−
5 eV energy range where the experimental positive peak is
reproduced only in the solvated system. These results clearly
point out the effect of the polar solvent on the RS-AuNC chiral
response, thus the unambiguous need of including, at least, a
partial explicit aqueous shell. It should be noted that in Figure
9 the calculated profiles are more structured than the
experimental spectrum. This is most likely an effect of our
limited sampling of cluster fluctuations corresponding to the
experimental temperature. It is known that the experimental
absorption spectra are quite sensitive to the temperature.18

The role of water has been also assessed by splitting the
contributions of the AuNC (fragment 1) and the solvation
shell (fragment 2) molecular orbitals (MOs) to the spectral
features. Practically, employing a fragment analysis postpro-
cessing tool available in AMS,39,40 it is possible to understand
which MOs are involved in the transitions of the ECD
spectrum of the whole system (B3−1 conformer), as shown in
Figure 10.
It is worth noting that while in the low energy range the

ECD response arises from transitions involving only the AuNC
MOs, as expected, the two positive features characterizing the
spectrum from ca. 3.5 eV onward show significant contribu-
tions of the water orbitals. More in detail, the intensity ratios
between peaks A/A′ and B/B′ are about 0.5 and 0.4,
respectively, thus highlighting the non-negligible contribution
of the solvent to the ECD. Furthermore, in the same energy
range, we can also observe H2O → H2O transitions, although
their intensities are much lower compared to those involving
the AuNC MOs. This result suggests that the solvation shell
itself assumes a chiral arrangement interacting with the
nanocluster. The role of the intermolecular interactions (e.g.,
H-bonds) in relation with the ECD response has been also

extensively discussed in the SI. In addition to that, the ECD
spectrum of only the water shell of the B3−1 conformation has
been calculated up to 10 eV, corroborating again the
chiroptical features of the solvent itself, particularly strong in
the vacuum-UV energy range (see Figure S2). The chirality of
[Au25(GSH)18]−1, the (H2O)126 shell, and the whole B3−1
system has been also evaluated in terms of Hausdorff chirality
measure41,42 (HCM, see Table S2), obtaining a significant
HCM value for both the components of the system.
The solvent effects on the ECD have been already discussed

in the literature, as Giovannini et al.35 highlighted the effects of
“chirality transfer” as well as the importance of the formation
of hydrogen bonds. Chiroptical properties in solution have
been studied also by Del Galdo,36 while Mancini43 developed
an automated procedure based on evolutionary algorithm.
Therefore, the water shows several effects on the chiroptical

properties of RS-AuNCs, such as polarization effects which
affect the energy, and intensity of the nanocluster ECD
features, but also a direct and significant contribution to the
spectral transitions. Furthermore, the achiral solvent shows a
low intensity ECD response itself due to the AuNC-H2O
interactions. All these results prove the undeniable need to
include explicitly the water molecules for a proper calculation
of the RS-AuNCs chiroptical features.

CONCLUSIONS
We have investigated in detail all factors that contribute to the
measured ECD spectrum of the chiral, water-soluble
[Au25(GSH)18]−1 nanocluster combining molecular dynamics
simulations, essential dynamics analysis, and state-of-art time-
dependent density functional theory calculations. Fundamental
aspects such as conformational, weak interactions, and solvent
effects have been considered in our approach since they
strongly define the physics of this system. Our work showed
that the glutathione-protected Au25 cluster probes several local
basins of different ligand conformations during the molecular
dynamics simulations, and statistical sampling of the dynamics
becomes an important issue. We also revealed a clear effect of
the aqueous environment on the chiroptical properties of RS-

Figure 9. Experimental (Exp., black dashed line, ref 2) ECD in
comparison with the ECD calculated for the most probable
conformation (B3−1) considering the solvation shell (solid pink
line) and removing the water molecules (solid dark green line).
The calculated spectra have been multiplied by the statistical
weight of B3−1 (0.13) obtained from the ED analysis (see Table
1).

Figure 10. Fragment analysis of the ECD spectrum calculated for
the most probable conformer, B3−1. The contributions of the
AuNC and H2O molecular orbitals (initial MOs → final MOs) to
the chiroptical properties are pointed out using different colored
lines. The H2O → H2O transitions are highlighted in the bottom
left inset of the figure.

ACS Nano www.acsnano.org Article

https://doi.org/10.1021/acsnano.3c01309
ACS Nano 2023, 17, 11481−11491

11487



AuNCs, thus the need to treat explicitly the solvent in these
calculations. In order to trace out a logical analysis of the
relationship between the solvent role and the ECD, we
compared the calculated ECD (averaged on the conforma-
tions) with the available experimental data, which are in good
agreement in the low energy interval (where excitations are
dominated by orbitals mostly centered on metal atoms) but
show more important deviations in the high energy interval
(whose excitations are dominated by orbitals mostly centered
on the ligands). In order to understand the origin of such
deviation in the high-energy region, we restricted the average
only to the most probable conformers, obtaining a definite
improvement on the overall agreement between theory and
experiment. This clearly indicates that the origin of the
disagreement between theory and experiment is due to an
imbalanced treatment of the conformational degrees of
freedom, and that restricting sampling to the most probable
conformers leads to a good agreement with experiment; in
particular, it is able to reproduce correctly the ECD maximum
at 5 eV. Therefore, we have used this approach of considering
only the most probable conformer to focus on the role of the
solvent, and compared the spectrum with or without the
presence of the solvent explicit molecules. We have thus been
able to show that the ECD peak at 5 eV disappears if the
solvent is not included, thus unequivocally demonstrating the
active role of water molecules to assess the spectral features of
the ECD. Analyzing the molecular orbital contributions to the
ECD transitions, we were able to corroborate the direct role on
the chiroptical features of the solvation shell, which also
assumes a chiral arrangement itself around the organic thiol
surface. Our work demonstrates a successful strategy to
investigate in detail chiral interfaces between metal nano-
clusters and their environments, applicable, e.g., to interactions
between clusters and biomolecules for chiral sensing.

METHODS
Molecular Dynamics Simulations. The coordinates of

[Au25(GSH)18]−1 nanocluster were taken from ref 34. MD
simulations were carried out with GROMACS software version
2021.4.44 using a previously published AMBER-compatible force field
for nanocluster’s Au−S interface45 and standard parameters46 for the
GSH ligands. The nanocluster was simulated in a cubic box
containing TIP3P water47 and sodium ions to neutralize the system.
The volume of the box and the number of solvent molecules were
chosen in order to reproduce the concentration used in the
experimental reference (i.e., 20 mg/mL).2 Energy minimizations
were performed using the steepest descent algorithm, followed by a 10
ns equilibration in the NVT ensemble at 300 K and 10 ns
equilibration in the NPT ensemble at 1 bar. Along these MD
simulations, we constrained the internal degrees of freedom of the
water molecules with the SETTLE algorithm48 as well as the position
of the heavy atoms of the nanocluster.
Afterward, the position restraints were removed, and a production

MD of 250 ns was performed in the NVT ensemble using the
velocity-rescale thermostat.49 The Particle Mesh Ewald method50 with
a cutoff of 1.0 and 0.12 nm grid spacing to treat the long-range
electrostatic interactions was used. All the bonds were constrained
with the LINCS algorithm51 to improve the performance. These
simulations (here termed full-MD) were subsequently analyzed using
the ED and followed by additional MD simulations of 25 ns where we
kept frozen the nanocluster in each of the previously extracted
conformations. These constrained-MD simulations were performed
using the same conditions reported above for the full-MD and
analyzed with the ED to map the conformational landscape of the
solvation shell closer to each selected nanocluster conformation. Both
ED analyses are described in the following section.

Essential Dynamics (ED) Analysis. The features of the ED are
widely discussed in the literature52,53 and the procedure used in this
work has been described in detail in ref 38. Therefore, we summarize
herein only the relevant aspects of the performed analysis. For the full-
MD, we considered the first pair of eigenvectors, obtained by
diagonalizing the covariance matrix of the [Au25(GSH)18]−1 atomic
coordinates, which correspond to the two highest eigenvalues (mean
square fluctuations) accounting in this way for most of the
nanocluster conformational transitions. In principle, we could
consider more than 2 eigendirections,54 at least the third one, thus
conducting the conformational analysis in a N > 2 hyperspace.
However, such analysis is very demanding and sometimes unnecessary
for a still good description of the conformational transitions.38,55

Therefore, we projected the trajectory along these eigenvectors to
obtain the principal components which are the starting point to build
a 2D histogram, i.e., to obtain a representation of the 2D
conformational landscape of the nanocluster. Each region of this
space represents a conformational basin (i) whose probability (P(i))
depends on how frequent is that conformation. Starting from P(i) and
Pref, which is the probability of the most probable basin, and assuming
as negligible the difference between the volumes (NVT ensemble), we
can calculate the standard Gibbs free energy difference (ΔG°)
between these basins by using the Boltzmann statistics:

G RT ln
P(i)
Pref

° =
(1)

The calculation is repeated for each conformational region
obtaining the free-energy landscape to investigate. As a result of
this analysis, we extracted 7 conformers among the most probable
ones (0 < ΔG° < 2.5 kJ/mol) sampling the different low-energy
regions of the landscape (see Figure 3) and assuming as identical the
conformations with a RMSD < 1.70 Å.55

We repeated the ED analysis on the constrained-MD simulations
searching for plausible nanoparticle−solvent clusters to be used for
the following quantum-chemical calculations. Details on how to
perform this analysis are reported in the literature38,56 and here only
summarized. We started constructing the fixed ellipsoid that best
describes the nanocluster shape for each of the 7 constrained-MD,
followed by the extraction of the N water molecules that show the
lower square distances in the just defined ellipsoidal metrics. This step
was repeated for each frame of the constrained-MD, obtaining a
trajectory of the [Au25(GSH)18]−1-(H2O)N cluster. We selected 126
solvent molecules balancing the number of sites per ligand that can
interact directly with the water molecules (i.e., ∼9 sites) and those
involved in intramolecular interactions (i.e., ∼2 sites). The latter
parameter was estimated considering the average number of
intramolecular H-bonds along the full-MD (see Figure 4c). Additional
details on the selected water shell are shown in the SI (see Figure S3
and S4). This solvation, even though reduced, allows a compromise
between the computational cost of the subsequently quantum-
chemical calculations and the accuracy in representing the physics of
the real aqueous system. We performed the ED analysis on the 7
obtained [Au25(GSH)18]−1-(H2O)126 clusters to study their conforma-
tional landscapes, i.e., the solvation shell conformations. From each
space, we extracted one or two cluster conformations associated to a
probability p(j,i) and a relative free energy ΔG° < 1.0 kJ/mol
calculated by using eq 1. We obtained a final set of 13
[Au25(GSH)18]−1-(H2O)126 cluster conformations (see Figure 1 for
an example) with their statistical weights, then used for the quantum-
chemical calculations.

Quantum-Chemical Calculations. The geometries of the 13
different conformations of the [Au25(GSH)18]−1-(H2O)126 clusters
were optimized at the DFT level57 by using the Amsterdam Density
Functional (ADF) engine of the AMS code.58 All the optimizations
were performed employing the GGA Perdew-Burke-Erzerhof (PBE)
exchange-correlation (xc) functional59 in combination with the
GRIMME-D3 dispersion terms,60 an electron smearing of 0.05
Hartree to help the self-consistent field (SCF) convergence, a basis set
of Slater-type orbitals (STO) of triple-ζ plus polarization quality
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(TZP), and the Zero Order Regular Approximation (ZORA)61 for
the scalar relativistic effects. Default optimization geometry
convergence criteria have been adopted (10−5 Hartree for energy,
0.001 Hartree/Å for nuclear gradients and 0.01 Å for the Cartesian
step).
The ECD calculations were carried out with the complex

polarizability TDDFT (pol-TDDFT) algorithm,62 also available in
the AMS software.58 The algorithm defines the rotatory strength as

R
3
2c

Im= [ ]
(2)

where Im[β̅] represents the imaginary part of the rotatory strength
tensor averaged over all the orientations, ω is the photon energy, c is
the speed of the light, and ε is the imaginary part of the photon
energy, here taken equals to 0.15 eV. Since the pol-TDDFT
calculations are intrinsically broadened by a Lorentzian function, we
can directly compare our results with spectra having the half-width
half-maximum (HWHM) equal to ε. The ECD calculations were
done with the asymptotically corrected LB94 xc functional,63 the TZP
basis-set (appropriately optimized to be used with the pol-
TDDFT),64 and the scalar ZORA approach.61 We neglected the
spin−orbit coupling, since it is important only when isolated
transitions are present, like in the lowest part of the spectrum.65

However, when many transitions are close to each other in energy,
like in the present system, the broadening of the spectrum tends to
wash out the effects of the spin−orbit coupling.66 For the most
probable conformer, we also performed an ECD calculation with the
GGA PBE, comparing the results with both the xc functionals with
respect to the experimental spectrum (see Figure S5). So far, we have
not tested hybrid functionals (e.g., B3LYP) since they can be included
in a pol-TDDFT calculation only employing the hybrid diagonaliza-
tion approximation (HDA),67 which is prohibitively expensive for
such a large system. Furthermore, for the same most probable
structure, we calculated the ECD only on the nanocluster
conformation, thus removing the solvent molecules, to evaluate the
effect of the explicit inclusion of the solvation shell on the optical
response. The solvent impact on this [Au25(GSH)18]−1 nanocluster
has been already discussed from a different perspective in Rojas-
Cervellera et al.’s work34 and here evaluated in relation with the ECD
response (see subsection). The role of the solvent has been also
corroborated by performing the fragment analysis available as a
postprocessing tool in AMS.39,40 Considering the NC and the
solvation shell as different fragments, it is possible to split the two
fragment contributions to the chiro-optical features, thus pointing out
if the water orbitals contribute directly to the ECD transitions.
The ECD spectra of all the conformations were finally weighted

with their relative p(j,i) values and summed to give the statistically
averaged ECD. The overall calculated spectrum was compared with
the experimental ECD data2 to evaluate the quality of the proposed
approach.
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Table S1. Projections and ΔG° values of the 7 [Au25(GSH)18]-1 conformations extracted from the ED 

analysis of the full-MD simulation. 

[Au25(GSH)18]-1 

Conformation 

𝚫𝐆[𝐀𝐮𝟐𝟓(𝐆𝐒𝐇)𝟏𝟖]%𝟏
°  

(kJ/mol) 

B1 0.87 

B2 1.45 

B3 0.00 

B4 2.21 

B5 0.34 

B6-A 2.03 

B6-B 1.40 

 

Relation between inter-molecular H-bonds and ECD features 
We have investigated the correlation of the ECD spectra of the 13 [Au25(GSH)18]-1-(H2O)126 

clusters and the number of H-bonds that each conformation establishes with its corresponding solvent 

shell. All the results are collected in Figure S1 which confirms how strong the solvent effect is on the 

nanocluster, as already discussed in this and previous worksError! Bookmark not defined.. For instance, we 

can notice an almost opposite phase between 4.5-5 eV for the B2 (2th row panels), and B4 ECD 

spectra (4th row panels), even though there is only a difference in the solvation shell conformation. 

Instead, for the B1 clusters (1st row panels) which have ca. the same number of H-bonds, no 

differences are observed in the spectral features. The B3 conformations (3rd row panels) show a 

similar number of H-bonds as well, but some differences can be noticed from 4.5 eV onward, mostly 

due to a blueshift of the B3-2 ECD spectrum. It is worth noting that the average H-bonds value for 

the B3 constrained-MD simulation is the lowest one (i.e., 117), while they oscillate between 127 (B6-

A) and 141 (B2) bonds for the other simulations. This result supports what was found in Section 3.1 

(see Figure 4c), i.e., the B3 nanocluster conformation exhibits a higher number of intra-molecular H-

bonds with respect to the other selected low-energy conformations. These analyses together with the 

two B3 ECD spectra suggest that conformations with a larger number of intra-molecular H-bonds 

produce a better agreement with the experimental spectrum in the high-energy range (maximum 

peak). The hypothesis is supported also by B2, B4 and B5 conformations where the conformation 

with fewer inter-molecular H-bonds gives the maximum feature, while the trend is refuted by those 

extracted from B6-B which show a strong decreasing behavior in this high energy region. 



 S3 

Furthermore, we observed the overlap between the two ECD spectra (lowest panel of Figure S1) even 

though the solvation shells of B6-B – 1 and – 2 are very different in terms of nanocluster–water 

interactions. For B6-A – 1 instead, we obtained the expected maximum peak between 4.5-5 eV, 

although significantly reduced if we consider that the number of inter-molecular H-bonds is quite 

small (similar to the B3 case). However, we already observed that the nanocluster conformations 

from B6 deviate from the H-bond trend found for the other low-energy conformations, and similar 

discrepancies arise now analyzing the inter-molecular interactions.  



 S4 
 



 S5 

Figure S1.  Left panels: inter-molecular H-bonds (a.u.) of [Au25(GSH)18]-1-(H2O)126 clusters along 

the 25 ns constrained-MD simulations. The clusters conformations extracted (see Table 2) from each 

constrained-MD are reported with colored crosses in correspondence of their time step in the 

simulation. The average inter-molecular H-bonds values (<H-bonds>) are reported in the upper left 

region of each spectrum. Right panels: individual (not weighted) ECD spectra of the 13 

conformations. 

 

 
Figure S2. Calculated ECD for the solvation shell of the most probable conformer extracted in this 

work (B3-1, see Table 1). The spectrum has been calculated employing the LB94 xc functional and 

a Half Width Half Maximum (HWHM) equals to 0.15 eV.  

 

Table S2. Hausdorff chirality measure (HCM) 1,2 calculated for estimating the chirality of the most 

probable conformer extracted in this work (B3-1, see Table 1). The HCM values of [Au25(GSH)18]-1, 

the solvation shell ((H2O)126), and the whole system ([Au25(GSH)18]-1(H2O)126) are reported 

separately.  

[Au25(GSH)18]-1 (H2O)126 [Au25(GSH)18]-1(H2O)126 

0.127 0.127 0.0868 

 



 S6 

Additional details on the selected solvation shell 

The glutathione (GSH) ligand shown in Figure S3 presents several sites that can directly interact with 

the surrounding water molecules. For instance, -CO, -NH, -NH3+, and -CO2- groups can be involved 

in H-bonds or charge-dipole interactions with the solvent. 

 
Figure S3. Individual glutathione (GSH) ligand. -CO, -NH, -NH3+, and -CO2- groups are represented 

as sticks and balls (red for O, cyan for C, blue for N, and white for H), while the remaining C, and S 

atoms are shown with a wireframe model (H atoms are not shown). 

Therefore, we can estimate an average of 9 sites per ligand for possible inter-molecular interactions 

with the water molecules. Since 18 GSH ligands compose the nanocluster, we must take into account 

that certain sites will be involved in intra-molecular interactions or will be inaccessible for steric 

effects. For simplicity, we only considered the first possibility analyzing the full-MD fluctuations of 

the intra-molecular H-bonds (see Figure 4c) whose average value is around 32, thus an 

approximatively average of 2 sites per ligand involved in these interactions. Starting from these 

considerations, we extracted solvation shells of 7x18 water molecules which qualitatively represent 

the physics of the aqueous system, thus can be used to mimic the real effects of the water solvent on 

the nanocluster. As we can notice from Figure 1, a qualitative good solvation of the whole ligands is 

obtained with the water molecules located both in the inner and outer parts of the nanocluster. 

 We also briefly analyzed the solvation in terms of radial distribution function (g(r)) of the 

water molecules with respect to the core gold atom (AuC) to estimate the number of shells that must 

be included for a proper solvation of this system. The results are shown in Figure S4. 
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Figure S4. Radial distribution function g(r) of the water molecules with respect to the core gold atom 

AuC on the left panel. The first 6 solvation shells are highlighted in the figure. Example of the 

distances of the GSH sites, which can directly interact with the water molecules, with respect to the 

AuC atom on the right panel. All the distances are reported in nm.  

We investigated the g(r) behavior together with the approximate distances of the ligand regions from 

the core gold atom AuC to evaluate which is the range in nm that should be covered for the solvation. 

Estimating a distance of ~ 1.2/3 nm with respect to the AuC, at least 6 shells of solvation in terms of 

g(r) should be considered. It is worthy of note that it is quite common to use only the first shell in 

order to simulate the solvation of a certain system, which in this case would be a much stronger 

approximation with respect to the one proposed in this work. Indeed, in that case only the inner part 

of the ligand would be solvated leaving the chiral C atom of the glutamate residue, which is external, 

less exposed to the water molecules.      
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Figure S5. Experimental (Exp., black dashed line) ECD of the solvated [Au25(GSH)18]-1 and the ECD 

calculated for the most probable conformation (B3-1, see Table 2 in the Main Article) employing the 

LB94 (solid blue line) and PBE (solid red line) xc functionals. The calculated ECD have been 

multiplied by the statistical weight of this conformation (0.13, see Table 1). 

 

 

 

 
1 Buda, A. B.; Mislow, K. A Hausdorff Chirality Measure. J. Am. Chem. Soc. 1992, 114, 6006-6012. 
2 Garzón, I. L.; Reyes-Nava, J. A.; Rodríguez-Hernández, J. I.; Sigal, I.; Beltrán, M. R.; Michaelian, K. Chirality in Bare 

and Passivated Gold Nanoclusters. Phys. Rev. B 2002, 66, 073403. 
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4.1.4 Diverging conformations guide dipeptide self-assembly into crystals or hy-
drogels

In this combined experimental-theoretical work, the ECD spectra in water were used as a
tool to investigate the correlation between the conformational behavior in solution and in the
solid-state of heterochiral dipeptides. Working in strict collaboration with Erica Scarel, Prof.
Silvia Marchesan, and Prof. Ali Hassanali, we revealed that folded and extended conformers
play a key role in the self-assembly of phenylalanine-based dipeptides. More in detail, our
computational protocol was applied to several zwitterionic sequences in water containing D-
Phe and one aliphatic L-amino acid (i.e. valine, norvaline, or isoleucine).

The first pair of dipeptides under investigation was L-Val-D-Phe and D-Phe-L-Val in water
at room temperature. The comparison between experimental and calculated ECD revealed
a satisfactory qualitative agreement. The only significant discrepancy results in an energy
shift of 15 nm for the L-Val-D-Phe calculated spectrum. It was interesting to observe that just
switching the position of the two amino acids, different ECD features arise. The differences
also result in their conformational landscapes where we found mostly folded conformers for
L-Val-D-Phe, while a distribution of folded and extended ones for D-Phe-L-Val. Similar results
were obtained for all the other sequences. Therefore, in all the cases where D-Phe is on the C-
terminus, plus D-Phe-L-Nva, only folded conformers are found in the lowest energy regions
of the free-energy landscape. Remarkably, they strongly resemble the corresponding crystal
units of the resolved X-ray structures. This result justifies what was experimentally observed,
that is, a very fast crystallization once the system is in solution. Instead, sequences with D-Phe
on the N-terminus and bulky aliphatic amino acids (e.g. Val, or Ile) are defined by a folded-
extended conformational equilibrium where the latter one is predominant. Experiments re-
vealed that these systems self-assemble into gels first, and crystallize over days. Therefore,
we can suggest that the extended conformations contribute to the gellation process, while
the folded structures, that once again remark the crystal units, push towards the crystalliza-
tion. Furthermore, it is known from the literature that folded conformations are entalphically
favored, whereas extended ones are entropically-driven. Thus, electrostatic, steric, hydropho-
bic, and thermal effects, as well as stabilization through H-bonds can justify and explain this
conformational distribution. These findings were also validated heating the sequences that
only crystallize at room temperature to promote the conformational change. Going up to 70
◦C, it was noticed the formation of fibrils which are not observable at 25 ◦C, thus supporting
our hypothesis.
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Diverging conformations guide dipeptide
self-assembly into crystals or hydrogels†

M. Monti, a E. Scarel, a A. Hassanali,b M. Stener *a and S. Marchesan *a

The prediction of dipeptide assembly into crystals or gels is chal-

lenging. This work reveals the diverging conformational landscape

that guides self-organization towards different outcomes. In silico

and experimental data enabled deciphering of the electronic

circular dichroism (ECD) spectra of self-assembling dipeptides to

reveal folded or extended conformers as key players.

Self-assembly is a process through which building blocks form
a supramolecular structure held together by non-covalent inter-
actions. Several classes of molecules are known to undergo this
process. Among them, short peptides have attracted much
interest over the past 20 years due to their easy, modular, and
low-cost syntheses, and their biocompatibility. Their use is
being explored to develop smart, green materials with potential
uses that span broadly from medicine to electronics.1–6

The most studied self-assembling dipeptide is diphenyla-
lanine (Phe–Phe).7 This motif was reported to form various
nanomorphologies e.g., nanotubes, nanowires, necklaces, and
nanovesicles.7–11 Its success has promptedmodifications to derive
new functionalities. For instance, the substitution of the N-
terminal Phe with an aromatic N-cap,12,13 or with another alipha-
tic amino acid (e.g., Leu,14 or Ile15,16) yields self-assembled hydro-
gels. The chirality of amino acids can have a drastic impact on the
dipeptide ability to self-assemble, too.14,16,17 In the Phe–Val case,
only the heterochiral isomers form hydrogels, while the homo-
chiral ones do not. This divergent behaviour was ascribed to the
increased hydrophobicity of the heterochiral isomers. However,
their ability to give rise to supramolecular water-channels – unlike
their L-analogues – could play a role too,17 as it is a feature shared
by other dipeptide gelators, such as heterochiral Phe–Phe18 and
Phe–Ile.16

It is clear that several factors affect the ability of peptides to
self-assemble. Consequently, the possibility to predict the
supramolecular behaviour of an amino-acid sequence using
computational approaches has also attracted much attention.
Tuttle and co-workers have worked on di- and tri-peptides,
screening all the possible combinations for aggregation pro-
pensity through coarse-grained molecular dynamics (MD).19–22

Using this approach, several gelators were discovered. Coarse-
grained and all-atomistic MD simulations were also used to
model the self-assembly behaviour of classes of peptides and
their derivatives.23–25 Recently, machine-learning techniques
were employed as predictive tools for the formation of
peptide-based hydrogels.26,27 To the best of our knowledge,
the modelling of the aggregation of heterochiral dipeptides has
not been explored thus far.

Over the years, recurrent structural features have been
identified for dipeptide hydrogelators, such as hydrophobicity.
One of the outstanding unanswered questions pertains to the
molecular ingredients that drive self-assembly towards hydro-
gelation, as opposed to crystallisation. For instance, hetero-
chirality was found to promote hydrogelation of Phe–Val and
Phe–Ile.16,17 However, changing the order of amino acids to
Val–Phe and Ile–Phe,16,17 or substituting Val for its linear
isomer norvaline (Nva), led to crystallisation.28 To shed light
on the divergent supramolecular behaviour of such similar
structures, here we investigate the conformational landscape
of heterochiral (L,D, or D,L) dipeptides (Scheme 1) containing D-
Phe and one aliphatic L-amino acid, i.e. Val, Nva, or Ile.

For this purpose, we adopted a computational approach29

that allows to calculate accurately the electronic circular dichro-
ism (ECD) spectrum, exploiting its ability to assess which are
the main conformers in solution.29,30 Extraction of the most
significant conformations, through a combined MD-Essential
Dynamics (ED) approach, enabled the calculation of a statisti-
cally averaged ECD spectrum, subsequently used to rationalise
the corresponding experimental data.16,17,28 Details on the
procedure are reported in Section S2 of the ESI.† Remarkably,
for each dipeptide, the conformers defining the ECD features in
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solution can be correlated with those observed in the solid-state
(vide infra), i.e., in the hydrogels or crystals.16,17,28

The first pair of D,L-dipeptides investigated in this work was
L-Val-D-Phe and D-Phe-L-Val. The former readily crystallises in
phosphate buffer at neutral pH, while the latter gels, then under-
goes crystallisation after two days.17 The comparison between the
experimental and calculated ECD response in solution in Fig. 1
shows a satisfactory qualitative agreement, within the limits of the
present model and the complexity of the real system. Indeed, the
calculations reproduce the two minima (i.e., A/B, and A0/B0)
observed for both peptides. Fig. 1 also points out that for L-Val-
D-Phe, peaks A (197 nm) and B (216 nm) are well-defined and
distinguished. By contrast, for D-Phe-L-Val, A0 (198 nm) and B0

(217 nm) are broader and coalesce together. In addition, peak A is
narrower than peak A0 in both the experimental and calculated
spectra. The maximum at 205 nm is more defined for L-Val-D-Phe,
than for D-Phe-L-Val. Hence, switching the amino acid position, we
observe variations in the spectra reflecting the ability of ECD to
capture conformational changes, even in such small systems.

In Fig. 2 we report the conformational landscapes obtained
from the MD-ED analysis together with some of the most
representative conformers (DG o 1.0 kJ mol�1). The space of
L-Val-D-Phe (Fig. 2a) is defined by two shallow low-energy
basins, A and B, which contain only folded conformations.
Instead, the landscape of D-Phe-L-Val is more complex, with
four stable basins, A–D, that are separated by lower energy
barriers, relative to the L-Val-D-Phe case, and a fifth indepen-
dent low-energy region, E.

The complexity of the space is reflected in the observed
conformers, ranging from strongly folded in basin D, towards
more or less extended in basins A and E. The same conforma-
tional analysis was performed for the other dipeptides in
Scheme 1, and their free energy landscapes are collected in
Fig. S1 and S2 (ESI†). All the crystallising peptides (i.e., L-Nva-D-
Phe, L-Ile-D-Phe, and D-Phe-L-Nva) show two main low-energy
regions (DG r 1.0 kJ mol�1) in Fig. S1 (ESI†), resembling the
L-Val-D-Phe conformational space. This is particularly true for
L-Nva-D-Phe and L-Ile-D-Phe, while for D-Phe-L-Nva three additional
small basins appear in the energy range of 1.5–2.5 kJ mol�1. The
conformational landscape of gelling D-Phe-L-Ile is defined by five
low-energy regions (Fig. S2, ESI†), in agreement with D-Phe-L-Val.

Remarkably, the low-energy (DG r 2.0 kJ mol�1) conforma-
tions extracted for the crystallising dipeptides (Fig. S3 and
Table S1, ESI†) are exclusively folded, closely resembling those
of the corresponding crystal-unit structures.16,17,28 For D-Phe-L-
Nva, we found a small number of stretched conformations
associated with a DG of 2.1–2.5 kJ mol�1 (basin E, Fig. S4,
ESI†). Notably, this dipeptide does transiently gel in MeCN.28

We repeated the same procedure of overlapping the MD and
crystal structures for the two hydrogelators16,17 shown in Fig. S5
(ESI†). Here, both adopt folded conformations, in agreement

Scheme 1 Heterochiral dipeptide sequences with D-Phe and an L-
aliphatic amino acid (i.e., Val, Nva, or Ile) studied in this work to rationalise
their supramolecular behaviour towards hydrogels or crystals in phosphate
buffer at neutral pH.16,17,28

Fig. 1 Comparison between the experimental (Exp., top) and calculated
(Calc., bottom) ECD in aqueous solution of L-Val-D-Phe (dashed blue line)
and D-Phe-L-Val (solid red line). The Calc. ECD for L-Val-D-Phe and D-Phe-
L-Val were shifted by +15 nm, and +0.7 nm, respectively. The intensity
scales of the calc. ECD were normalised to match the exp. peak A/A 0.
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with the crystal structure, and extended ones which deviate
from them. Interestingly, the conformational equilibrium for
the gelators is shifted towards the extended structures.

The clear effect of different conformations on the spectral
features is also noteworthy. As shown in Fig. S6 (ESI†) for

D-Phe-L-Val, differences in the energy, intensity, and even sign
of the peaks arise because of both the secondary structure, and
the solvation shell. ECD confirms to be very sensitive to even
small, conformational changes and solvent effects.29

This conformational analysis suggests that the systems that
crystallise assume folded conformations very quickly in
solution similar to those found in the crystal structures. In
contrast, hydrogelators are mostly defined by b-strand-like
conformations that favour fibrillation.31 However, the folded
conformations, which are still significant, can play a role in
proceeding towards the thermodynamically stable phase over
days. Therefore, the conformational landscape of a single
peptide in solution may indicate its solid-state evolution.

To assess similarities between solution and crystal phases,
we also calculated the ECD of models composed of four unit
cells for L-Val-D-Phe, D-Phe-L-Val, and L-Nva-D-Phe. All the spec-
tra calculated from the crystals, reported in Fig. S7 and S8
(ESI†), are defined by two minima, thus resembling the spectral
features in solution and supporting our analysis above.

Analysis of the conformational distribution is essential to
justify and predict why and whether a certain sequence under-
goes gelation. Detailed investigations on the conformational
preferences of short peptides are available.32–35 Folded confor-
mers are favoured enthalpically, whereas extended ones are
entropically-driven. Thus, electrostatic, steric, hydrophobic, and
thermal effects, as well as the stabilisation through intra-, and
inter-molecular H-bonds play a role in the folded-extended
equilibrium. For the dipeptides in Scheme 1, we suggest that
repulsion takes place when Phe is at the C-terminus, contribut-
ing to the folding of the aromatic ring, while the –NH3

+–p
attractive interaction favours the opening of N-terminal Phe.
Cation–p interactions promote peptide gelling.36 In addition,
C-terminal bulky residues with b-branching (e.g., Val, Ile) can
destabilise the folded conformer, which is instead favoured with
the linear Nva.

To validate these findings, we heated samples to promote a
conformational change towards fibrils, as opposed to crystals.
We first measured the ECD spectra at 70 1C for L-Nva-D-Phe and
L-Val-D-Phe (Fig. S9 and S10, ESI†). Our computational proce-
dure was repeated for the former case, and the calculated ECD
is shown in Fig. S9 (ESI†). In both cases, the chiroptical features
(peaks B/B0 for L-Nva-D-Phe, and peaks A/A0, and B/B0 for L-Val-D-
Phe) are reduced, being indicative of a conformational change,
which resulted in a differing solid phase, i.e. fibres (Fig. 3 and
Fig. S11, ESI†).

In summary, this work sought a correlation between the
conformational behaviour in aqueous solution and the solid-state
structures of D,L Phe-based dipeptides. Combining previous16,17,28

and new experimental data (i.e., ECD spectra, and microscopy
data) with a recent computational procedure,29 we rationalised
the chiroptical features that were observed by identifying repre-
sentative conformers.

The crystallising dipeptides (i.e., L-Val-D-Phe, L-Nva-D-Phe,
L-Ile-D-Phe, and D-Phe-L-Nva) are defined by conformational
landscapes with two main low-energy regions containing only
folded conformers that resemble their crystal units. To assess

Fig. 2 Relative free energy landscape in the essential plane of L-Val-D-
Phe (panel a, top) and D-Phe-L-Val (panel b, bottom) at room temperature
(RT). The energy scale, in kJ mol�1, is reported as a vertical colour bar. All of
the low-energy regions are labelled with capital letters. The most prevalent
conformations with DG r 1.0 kJ mol�1 extracted from these basins are
shown in the bottom panel.
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the similarities between structures in solution and in the
crystal, we calculated ECD spectra on four unit cell models,
obtaining an optical response in qualitative agreement with the
experimental one in solution, particularly for L-Nva-D-Phe.

In contrast, complex conformational landscapes characterise
the peptides that undergo gelation (i.e., D-Phe-L-Val, and D-Phe-L-Ile)
followed by crystallisation. In these latter cases, both folded and
extended conformers are present, with the latter ones predominat-
ing and likely guiding gelation. However, the presence of folded
conformers in solution could be responsible for the observed
transition from gel to crystal over days, as confirmed by the
structural similarity between the calculated folded conformers
and those found in the crystal by XRD. Finally, heating drove a
conformational change from folded to extended for crystallising
dipeptides, as confirmed by ECD and fibrillation (Fig. 3).

The agreement between experimental and in silico data
validates the utility of gaining key insights about dipeptide
assembly in the solid state by investigating the conformational
preferences in solution. Extension of this approach to other
peptides could offer a tool to predict crystallisation or gelation
based simply on their ECD response, potentially enabling more
rapid progress in the area of smart biodegradable materials.
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Fig. 3 Optical microscope images of fibres under normal light for L-Nva-
D-Phe (panel a, left) and L-Val-D-Phe (panel b, right) after the assembly at
70 1C. Magnification 20� (left) and 10� (right).
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1. Experimental part 

All the compounds investigated in this work were previously published.1,2,3 Their purity and 

molecular characterisation were established with different techniques, including LC-MS, 1H NMR 

and 13C NMR. In particular, LC-MS traces show a single sharp chromatographic peak for each 

compound and the corresponding mass spectra in positive and negative ion modes are in agreement 

with the structural elucidation obtained with NMR spectra, corresponding to the desired product. 

1.1 Circular dichroism: 

L-Val-D-Phe and L-Nva-D-Phe were dissolved in milli-Q-water (resistivity > 18 M Ω cm) at the

desired concentration and the pH was corrected with a small amount of NaOH 1 M to reach pH 7.0. 

All samples were loaded into a 0.1 mm quartz cuvette and sealed with a thin layer of grease to prevent 

the solvent evaporation during the experiment. All spectra were acquired on a Jasco j-815 

spectropolarimeter at 70 °C (Peltier) with the following parameters: data pitch 1 nm, scan speed 100 

nm/min, D.I.T 1 s. For every sample were collected 20 spectra in order to evaluate the consistency of 

the signal, check the thermal equilibrium and the possible leaking of solvent due to evaporation. Then 

all the spectra were merged to increase the signal/noise ratio. 

1.2 Fibres solutions: 

L-Val-D-Phe was dissolved in PBS buffer at 80 mM following the procedure reported in literature.1 

The solution was then placed in an oil bath at 70 °C for 15 minutes and then was left cool down at 

room temperature. 

L-Nva-D-Phe formed fibres after the CD experiment inside the cuvette, therefore the pictures were 

acquired on that sample. 

1.3 Optical microscope: 

All pictures were acquired on a ZEISS Primovert inverted microscope with Axiocam 208 colour. Few 

microliters of the fibre solution were placed on a glass slides and then investigated under microscope. 

Pictures were collected with normal light and with polarized light in order to highlight the chirality 

of the object. For L-Val-D-Phe some pictures with fibres and crystalline material were acquired. In 

this case the drop was left dry on the glass slide in order to allow the crystallisation of the remaining 

peptide in solution. 

2. Computational procedure 

Here we describe the computational set-up employed to study the conformational landscape 

of the dipeptide series and to simulate the ECD spectra for L-Val-D-Phe, D-Phe-L-Val, and L-Nva-D-

Phe. Further details on this procedure have been discussed in previous works.4,5  
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All the molecular Dynamics (MD) simulations were performed with the GROMACS 

package6,7 version 2022.3 and the OPLS-AA force field.8,9 The water solvent was described with the 

TIP3P model.10 All the simulations were carried out in the NVT ensemble, keeping the temperature 

constant with the velocity-rescale thermostat.11 The LINCS algorithm12 was used to constrain all the 

bonds for improving the performance. The long-range electrostatic interactions were treated with the 

Particle Mesh Ewald method,13 using a cut-off of 1.0 nm and a 0.12 nm grid spacing. Each dipeptide 

has been initially inserted in a cubic box and solvated. The volume and number of water molecules 

were chosen in order to reproduce the concentrations used for the experimental ECD measurements 

in solution (i.e., 1-5 mM).1,2 On these initial boxes, energy minimisations were performed with the 

steepest descent algorithm. Afterwards, each box was adjusted to reproduce the correct density (in 

infinite dilution in water) at the temperature of interest (i.e., 25, or 70°C), and a pressure of 1.0 bar. 

In detail, the solute-solvent volume was modified until its average pressure reached that measured on 

a box of pure water, with the same number of molecules, previously simulated in the NVT ensemble 

at the experimental density of pure water at the selected temperature: 997.1 g/L (25°C), 977.6 g/L 

(70°C). For each system, the equilibration was followed by a production MD (hereafter termed full-

MD) of 100 ns. 

The full-MD simulations have been then analysed with the essential dynamics (ED), whose 

features are extensively described in the literature,14,15 and here only summarised. As a first step, we 

built and diagonalised the covariance matrix of the dipeptide atomic coordinates, thus obtaining a set 

of eigenvectors and corresponding eigenvalues. Such eigenvectors correspond to the eigendirections 

along which the system undergoes its internal motion, while the associated eigenvalues represent the 

actual values of these mean square fluctuations. As a matter of fact, the first eigenvectors, which 

correspond to the highest eigenvalues, represent the directions essential to account for most of the 

conformational transitions of the system. Herein, we limited the number of essential eigenvectors to 

the first pair as a compromise between accuracy and computational cost. For each dipeptide, we 

projected the Cartesian coordinates of the MD trajectory onto the two eigendirections, obtaining the 

so-called Principal Components (PCs) which allow us to reduce and simplify the dimension and 

complexity of the conformational landscape. In practice, the PCs are visualised building a 2D 

histogram where each square represents a conformational basin ith, whose probability P(i) depends 

on how frequently that square is spanned (how probable is that conformation). Considering Pref (=1) 

as the probability of the most probable region, and a negligible difference between the partial molar 

volumes (MD in the NVT ensemble), the (standard) Gibbs free energy difference (ΔG°) between 

these basins may be estimated with the Boltzmann statistics: 
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∆G° = −R 
Pi

Pref
                                                                                                                            (1) 

Repeating the calculation for each conformational basin (square), we obtain the relative free energy 

landscapes shown in Fig. S1-S2, and in the main text (Fig. 2). The analysis of these conformational 

spaces is focused only on the regions associated to a ΔG° < kBT, where the most significant 

conformers are found. Therefore, we extracted one or two structures from each low-energy basin as 

representative of the corresponding region.  

We then performed a second set of 15 ns MD simulations (hereafter termed constrained-MD), 

with the same box and protocol discussed above, keeping frozen the conformations just extracted in 

order to investigate the conformational role of the solvent. All the constrained-MD trajectories were 

analysed again with the ED analysis16 for locating the most plausible peptide-solvent clusters, then 

used for further analyses and the quantum-chemical calculations. Such clusters, containing 50 water 

molecules, were built employing a procedure well described in previous works4,16 and here only 

briefly summarised. For each constrained-MD, we first constructed the fixed ellipsoid which best 

describes the frozen dipeptide geometrical shape. Afterwards, we selected the N (=50) water 

molecules showing the lowest square distances in the so-defined ellipsoidal metrics. This step is 

repeated at each frame of the constrained-MD, thus obtaining a trajectory for the selected peptide-

(H2O)50 cluster. All the trajectories were investigated with ED again, providing us with the 2D 

conformational landscapes of the peptide-solvent clusters. Once again, we focused our attention on 

the most probable regions of the space, extracting one or two cluster conformations associated to the 

higher probability p(j,i) values (lower ΔG°, Eq. 1). Therefore, multiplying P(i) and p(j,i), we obtain 

a final probability PTOT(k) for each k peptide-(H2O)50 cluster. The PTOT values of the extracted clusters 

were then normalised. Therefore, considering for each dipeptide case, a certain number N of selected 

conformations, the total sum (PALL) of the corresponding PTOT values will be: 

ALL = ∑ TOT
N
1 =                                                                                                                  (2) 

The full-, and constrained-MD, together with the ED analysis, were performed for all the heterochiral 

dipeptides studied in this work (i.e., L-Val-D-Phe, D-Phe-L-Val, L-Nva-D-Phe, D-Phe-L-Nva, L-Ile-D-

Phe, and D-Phe-L-Ile).  

For L-Val-D-Phe (25°C), D-Phe-L-Val (25°C), and L-Nva-D-Phe (25°C and 70°C) we also 

carried out the quantum-chemical calculations. More in detail, we first optimised the geometry of the 

selected N cluster conformations at the Density Functional Theory (DFT)17 level by using the 

Amsterdam Density Functional (ADF) engine of the AMS code.18 A set of 4, 8, 5, and 4 dipeptide-

(H2O)50 clusters were considered for L-Val-D-Phe (25°C), D-Phe-L-Val (25°C), L-Nva-D-Phe (25°C), 
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and L-Nva-D-Phe (70°C), respectively. In order to maintain the features of the extracted 

conformations, we constrained the internal degrees of freedom corresponding to the semi-classical 

motions (torsional angles). For all the optimisations, a Slater-type orbital set of triple-zeta quality was 

used. In order to describe properly the physics of the system, i.e., intra-, inter-molecular H-bonds and 

charge-transfer excitations, we employed the range-separated exchange-correlation (xc) functional 

wB97X-D which contains the dispersion and non-local exchange asymptotical corrections.19 

Finally, we calculated the ECD spectra for the selected conformations at the Time-Dependent 

DFT (TDDFT) level by using the Casida approach20 (Davidson algorithm). The same basis set and 

xc functional mentioned above were used. The lowest 100 excited-states were analysed to cover the 

experimental energy range.1,2 Furthermore, the calculated spectra were reported in [θ] 

(mdegM-1cm-1) units for an easy comparison with the experimental measurements. Since the 

calculated spectra are obtained as discrete lines in terms of rotatory strength (R0k, in cgs units), we 

used the following expressions to convert them in Δε units21 first, and in [θ] ×  then: 

∆ε =
1

.7x139
1

√π
∑ R

(
EE0k

σ
)
2

                                                                                    (3) 

[θ] ×  = ∆ε × .8                                                                                                                  (4) 

where σ is related to the Half Width at Half Maximum (HWHM) of the Gaussian functions used to 

convolute the calculated spectra: 

 =
HWHM

√ln
                                                                                                                                           (5) 

In this work, we used HWHM = 0.15 eV to suitably match the experimental features. Each spectrum 

was weighted by the corresponding normalised PTOT(k) (k=1,N, see Eq. 2) and summed up to give 

the final statistically averaged ECD. They were then compared with the experimental references1,2 

for a quality evaluation. 

To qualitatively assess the differences between solution and crystal phases, we decided to 

compare the spectra in solution with those calculated on crystal models (see Fig. S7-S8). Starting 

from the X-ray crystal structures available for these systems,1,2 we built four-units models as a 

compromise between a suitable representation of the crystal molecular orientations and the limitations 

of the Casida scheme.22 Although different orientations of the units can be considered, we focused 

only on the models where all the four units are directly involved in the formation of the water channels 

that are observed for these crystals. The parameters of the TDDFT calculations are those mentioned 

above for the calculation in solution. 

All the molecular visualisations were realised using the PyMOL software.23 
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3. Figures and Tables 

 

Figure S1. Relative free energy landscapes in the essential plane of L-Nva-D-Phe (top left), L-Ile-D-

Phe (top right), and D-Phe-L-Nva (bottom) at RT. The energy scale, in kJ/mol, is reported as a vertical-

coloured bar on the top left region. All the low-energy regions, within which the most probable 

conformations lie, have been labelled with capital letters.   
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Figure S2. Relative free energy landscape in the essential plane of D-Phe-L-Ile at RT. The energy 

scale, in kJ/mol, is reported as a vertical-coloured bar on the left. All the low-energy regions, within 

which the most probable conformations lie, have been labelled with capital letters.   
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Figure S3. Representative significant (ΔG ≤ 2.0 kJ/mol) conformers extracted from the 

corresponding 2D conformational landscape (see Fig. S1) of the L-Val-D-Phe (top left), L-Nva-D-Phe 

(top right), L-Ile-D-Phe (bottom left), and D-Phe-L-Nva (bottom right) dipeptide. All the 

conformations (shown as coloured wire lines) have been overlapped with the corresponding 

experimental crystal units (shown as coloured sticks).1,2,3 The relative free-energy values associated 

to these conformations are reported in Table S1. 
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Figure S4. Representative conformers with a ΔG around (2.1-2.5) kJ/mol extracted from the 2D 

conformational landscape (see Fig. S1) of D-Phe-L-Nva. The two conformations (shown as pink wire 

lines) have been overlapped with the corresponding experimental crystal unit (shown as pink sticks).2  

                       a) L-Val-D-Phe                                                        b) L-Nva-D-Phe 

                         

                       c) L-Ile-D-Phe                                                         d) D-Phe-L-Nva 

Table S1. Relative Free Energy values of the significant conformers (ΔG ≤ 2.0 kJ/mol) extracted for:

a) L-Val-D-Phe, b) L-Nva-D-Phe, c) L-Ile-D-Phe, and d) D-Phe-L-Nva. All the conformations have 

been shown in the previous Fig. S3. 

Label 
Relative Free Energy 

(kJ/mol) 

A1 1.18 

A2 0.0 

B1 1.66 

B2 0.96 

Label 
Relative Free Energy 

(kJ/mol) 

A1 0.95 

A2 2.04 

B1 1.90 

B2 0.0 

Label 
Relative Free Energy 

(kJ/mol) 

A1 0.0 

A2 1.96 

B1 1.52 

B2 0.56 

Label 
Relative Free Energy 

(kJ/mol) 

A1 1.68 

B1 0.0 

C1 0.64 

D1 1.71 
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Figure S5. Representative significant (ΔG ≤ 2.0 kJ/mol) conformers extracted from the 

corresponding 2D conformational landscape (see Fig. S2) of the D-Phe-L-Val (top), and D-Phe-L-Ile 

(bottom) dipeptide. All the conformations (shown as coloured wire lines) have been overlapped with 

the corresponding experimental crystal units (shown as coloured sticks).1,3 The relative free-energy 

values associated to these conformations are reported in Table S2. 
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                        a) D-Phe-L-Val                                                        b) D-Phe-L-Ile 

                         

     

Table S2. Relative Free Energy values of the significant conformers (ΔG ≤ 2.0 kJ/mol) extracted for:

a) D-Phe-L-Val, and b) D-Phe-L-Ile. All the conformations have been shown in the previous Fig. S5. 

Label 
Relative Free Energy 

(kJ/mol) 

A1 0.0 

B1 1.18 

C1 1.13 

D1 0.074 

E1 0.73 

Label 
Relative Free Energy 

(kJ/mol) 

A1 0.0 

B1 1.30 

C1 0.21 

D1 0.33 

E1 1.70 
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Figure S6. Individual calculated ECD spectra of the D-Phe-L-Val-(H2O)50 clusters. Here, we reported 

only the most probable structures obtained from the statistical analysis of both the dipeptide and the 

water conformational spaces. The labels of the basin refer to those defined for the conformational 

landscape of D-Phe-L-Val (see Fig. 1 in the main article). All the spectra are not weighted for their 

corresponding Boltzmann’s factor. Technical details on the calculations have been reported above. 
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Figure S7. Comparison of the experimental (Exp.) ECD spectrum (dashed black line)1 of L-Val-D-

Phe, and D-Phe-L-Val, respectively, with those calculated: i) statistically averaging the ECD of the 

most probable conformations in solution (PEP + 50 H2O mols., solid green line), ii) considering a 

four units crystal model (dash-dotted pink line). Different possible four-unit models are also shown 

on the right. The intensities of the crystal four units ECD have been divided by a factor 2. Technical 

details on the calculations have been reported above. 
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Figure S8. Comparison of the experimental (Exp.) ECD spectrum (dashed black line)2 of L-Nva-D-

Phe with those calculated: i) statistically averaging (stat. av.) the ECD of the most probable 

conformations in solution (PEP + 50 H2O mols., solid green line), ii) considering a four units crystal 

model (dash-dotted pink line). Different possible four-unit models are also shown on the bottom. The 

stat. av. and the four units ECD have been shifted by +9.2 nm, and -28.5 nm, respectively, and their 

intensities have been normalised in order to match properly the experimental response. Technical 

details on the calculations have been reported above. 
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Figure S9. Experimental (Exp.) and calculated (Calc.) ECD spectra of L-Nva-D-Phe in aqueous 

solution at 25°C (solid red line) and 70°C (dashed blue line), respectively. The calculated spectra 

have been shifted by +9.2 nm (25°C) and +16 nm (70°C), and their intensities have been normalised 

in order to match properly the experimental response. Technical details on the calculations have been 

reported above. 
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Figure S10. Experimental (Exp.) ECD spectra of L-Val-D-Phe in aqueous solution at 25°C (solid red 

line) and 70°C (dashed blue line), respectively. 

 

Figure S11: L-Val-D-Phe optical microscope images under polarised light (left) and normal light 

(right). During the collection of the fibre images after the high temperature experiment, the solution 

was left evaporate on the glass slide. Ordered crystalline needles appeared after several minutes on 

the left of the image. This highlights the different peptide behaviour at 25 °C. 
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4.1.5 Electronic circular dichroism from real-time propagation in state space

In collaboration with Prof. Emanuele Coccia, we proposed a new time-domain protocol for
ECD calculations. This way, it is possible to go beyond the ground-state rotationally aver-
aged ECD spectra that result from the adoption of frequency-domain methods in the linear
response regime. In practice, we implemented an explicit interface between the AMS and
WaveT codes to propagate the magnetic moment in the space of electronic states. Therefore,
we defined a general approach to compute ECD spectra via the time-dependent Schrödinger
equation, using the magnetic response to an electric perturbation. The procedure was tested
on systems of different size and nature, such as (R)/(S)-methyloxirane, L-alanine, and the Λ-
Co(acac)3 (acac = acetylacetonato) complex. Frequency-domain spectra were calculated at the
TDDFT level using Casida for reference. Moreover, the presented interface extracts from these
TDDFT calculations both the excitation energies and transition dipole moments, then given
in input for the real-time propagation in WaveT.

For all the test cases, an almost perfect overlap was obtained between the calculated
frequency- and time-domain ECD spectra, thus confirming the correct simulation of the tem-
poral evolution of the transition dipole moment. Furthermore, the comparison between the
time-domain and experimental gas-phase ECD spectra showed the ability of our calculations
to reproduce all the main chiroptical features. Some discrepancies were observed only for
Λ-Co(acac)3, but they can be related to the environment. Indeed, for the cobalt complex the
experimental ECD is measured in ethanol, while our calculations are in gas-phase. Such hy-
pothesis was corroborated by statically including the solvent in the wave function time evo-
lution, providing a better description of the spectral features.

In addition to the validation of the protocol, excited spectra and the relation between the
electric perturbation and the ECD response were investigated. For instance, we propagated
the (S)-methyloxirane in its first excited-state but with its ground-state geometry (vertical ex-
citation), thus resembling the conditions of a pump-probe experiment with a small delay be-
tween the two pulses. This investigation pointed out the significant optical changes that occur
exciting the system. Furthermore, we decomposed the ECD of Λ-Co(acac)3 in its components
discussing the spectral response to different polarization of the external electric field.
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ABSTRACT

In this paper, we propose to compute the electronic circular dichroism (ECD) spectra of chiral molecules using a real-time propagation of
the time-dependent Schrödinger equation (TDSE) in the space of electronic field-free eigenstates, by coupling TDSE with a given treatment
of the electronic structure of the target. The time-dependent induced magnetic moment is used to compute the ECD spectrum from an
explicit electric perturbation. The full matrix representing the transition magnetic moment in the space of electronic states is generated from
that among pairs of molecular orbitals. In the present work, we show the ECD spectra of methyloxirane, of several conformers of L-alanine,
and of the Λ-Co(acac)3 complex, computed from a singly excited ansatz of time-dependent density functional theory eigenstates. The time-
domain ECD spectra properly reproduce the frequency-domain ones obtained in the linear-response regime and quantitatively agree with
the available experimental data. Moreover, the time-domain approach to ECD allows us to naturally go beyond the ground-state rotationally
averaged ECD spectrum, which is the standard outcome of the linear-response theory, e.g., by computing the ECD spectra from electronic
excited states.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0136392

I. INTRODUCTION

The electronic circular dichroism (ECD) is the absorption
difference exhibited by enantiomers of chiral molecules when inter-
acting with left- and right-circularly polarized light. The theoretical
understanding of ECD has been widely reported in the litera-
ture over the years.1–7 ECD is employed to assign the absolute
configuration of chiral compounds.8 One can compute the ECD
spectrum by using the response of the time-dependent induced mag-
netic dipole to an electric-field perturbation or the response of the
time-dependent electric dipole to a magnetic-field perturbation.

Plenty of theoretical developments to compute the ECD spectra
of chiral molecules have been published over the years: wave-
function methods,9–13 such as the time-dependent Hartree–Fock10,14

and coupled cluster,10,15–18 and parameterized approaches, such
as the semiempirical method19 and tight-binding based on
Tamm–Dancoff approximation.20 Among the various electronic-
structure approaches, the time-dependent density functional theory
(TDDFT) has been extensively employed for ECD applications and
method development.6,10,21–38

Most of these methods rely on frequency domain, while less
effort has been devoted to time-domain methods.21,23–25 Here,
we propose an approach based on the propagation of the time-

dependent Schrödinger equation (TDSE) in the presence of an
explicit electromagnetic field, in length gauge.39–46 The time-
dependent wave function is expanded into the set of eigenstates
of the field-free Hamiltonian, making the approach general and
applicable, in principle, to any level of theory for the electronic
structure.47–61 The time evolution of the magnetic dipole moment
is also computed in the basis of field-free eigenstates. Propagat-
ing TDSE in the state space allows us to decouple the electronic-
structure treatment from how TDSE is propagated in time, at
variance with the methods based on the dynamics in the space of
molecular orbitals:62–64 first, the field-free problem is solved using
the chosen methodology, providing ingredients for TDSE such as
eigenenergies and transition dipole moments; second, TDSE is prop-
agated in the presence of an explicit pulse to simulate the desired
electron dynamics. Details are given in Sec. II.

In the present work, we computed the ECD spectrum of (R)-
and (S)-methyloxirane, of various conformers of L-alanine, and of
the Λ-Co(acac)3 complex (Fig. 1), using TDDFT eigenstates, for-
mulated within a singly excited ansatz, for defining the propagation
space. We first compared the real-time ECD spectra with those
obtained by a standard frequency-domain linear response and then
with the experimental data, when available. Moreover, we studied
the linear absorption and ECD of excited methyloxirane, assum-
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FIG. 1. Stick-and-ball representation of
(R)-/(S)-methyloxirane, L-alanine, and
Λ-Co(acac)3. C, O, N, H, and Co atoms
are reported in black, red, blue, white,
and cobalt-blue, respectively.

ing as the initial condition of the propagation the molecule being in
its first bright electronic excited state,64 and analyzed the contribu-
tion to the ECD spectrum of Λ-Co(acac)3 due to the different linear
polarizations of the incoming pulse.

This article is organized as follows: in Sec. II, we present our
method based on TDSE propagation; the computational details are
given in Sec. III; the results are shown and discussed in Sec. IV; and
then, the conclusions and perspectives are given in Sec. V.

II. THEORY
A. Time propagation

Here, we focus on the electric perturbation of the magnetic
response of the system. TDSE in length gauge is given by (atomic
units are used in this work)

i
d
dt
∣ψ(t)⟩ = Ĥ(t)∣ψ(t)⟩, (1)

where ∣ψ(t)⟩ is the time-dependent wave function and Ĥ(t) is the
time-dependent Hamiltonian, which is composed of the field-free
Hamiltonian Ĥ0 and the coupling between the molecular electric
dipole operator ⃗̂μ and the external field F⃗(t),

Ĥ(t) = Ĥ0 − ⃗̂μ ⋅ F⃗(t). (2)

∣Ψ(t)⟩ is practically expressed as a linear combination of the Nstates
field-free eigenstates (in this work, the DFT ground state and the
Nstates−1 TDDFT eigenstates) as

∣ψ(t)⟩ = Nstates−1∑
M=0

CM(t)∣M⟩. (3)

Here, CM(t) are time-dependent coefficients and ∣M⟩ is the Mth
eigenstate of the system, with the eigenvalue EM . In the space of such
eigenstates, TDSE in Eq. (1) becomes

i
dC(t)

dt
= H(t)C(t), (4)

with C(t) being the vector of the expansion coefficients and H(t)
being the matrix representation at time t of Ĥ(t), i.e., (H(t))LM= ⟨L∣Ĥ(t)∣M⟩. The time-dependent Hamiltonian Ĥ(t) is diagonal
for the field-free part of the eigenenergies EM and characterized

by the transition (electric) dipole moments ⟨L∣μ̂∣M⟩ between
states,44

⟨L∣Ĥ(t)∣M⟩ = EMδLM −∑
γ
Fγ(t)⟨L∣μ̂γ∣M⟩, (5)

where γ = x, y, or z corresponds to the Cartesian component of the
dipole and of the field. The numerical gauge-invariance for the ECD
spectra has been previously tested and verified.22 We use the TDDFT
eigenvectors within a configuration-interaction singles ansatz44,65

for the excited states,

∣M⟩ = occ∑
i

vir∑
a
dai,M ∣Φa

i ⟩, (6)

where ∣Φa
i ⟩ is the singly excited Slater determinant, with an electron

promoted from the occupied orbital i to the virtual one a, while dai,M
are the amplitudes of the expansion for the state ∣M⟩. Expansion
coefficients, dai,M , and the excited-state eigenenergies are computed
by the Amsterdam Modeling Suite (AMS),66 as reported in Sec. III.

B. Computing ECD spectrum
In order to compute the ECD spectrum in a large frequency

range, we apply a kick pulse, modeled by a narrow Gaussian

F⃗(t) = F⃗max exp(−(t − t0)2

2σ2 ), (7)

where F⃗max is the field amplitude (the intensity I is equal to 1
2 ∣F⃗max∣2)

and t0 and σ are the center and the amplitude of the Gaussian,
respectively.

The magnetic dipole moment operator ⃗̂m is defined, neglecting
the spin contribution, as2

⃗̂m = − 1
2 c
⃗̂r × ⃗̂p, (8)

with ⃗̂r and ⃗̂p being the position and momentum operators,
respectively, and c being the light speed.

At each time t of the simulation, the induced magnetic dipole
Δm⃗(t) is defined as the difference between the time-dependent
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magnetic moment m⃗(t) at time t and that at initial time (t = 0),
m⃗(0),

Δm⃗(t) = m⃗(t) − m⃗(0). (9)

Explicitly, m⃗(t) and m⃗(0) are computed from the TDSE propaga-
tion in state space,

m⃗(t) =∑
LM

C∗L (t)CM(t)⟨L∣ ⃗̂m∣M⟩, (10)

m⃗(0) =∑
LM

C∗L (0)CM(0)⟨L∣ ⃗̂m∣M⟩. (11)

The transition magnetic moment ⟨L∣ ⃗̂m∣M⟩ can be expressed on the
basis of Slater determinants. When one of the electronic states is the
ground state ∣0⟩ = ∣Φ0⟩ (with ∣Φ0⟩ the DFT Slater determinant, in
our specific case), one finds, using Eq. (6),

⟨L∣ ⃗̂m∣0⟩ = occ∑
i

vir∑
a
dai,L⟨Φa

i ∣ ⃗̂m∣Φ0⟩, (12)

while the transition magnetic moment between two excited states is

⟨L∣ ⃗̂m∣M⟩ = occ∑
i

vir∑
a

occ∑
j

vir∑
b
dai,Ld

b
j,M⟨Φa

i ∣ ⃗̂m∣Φb
j ⟩. (13)

The generic transition magnetic moment ⟨Φa
i ∣ ⃗̂m∣Φb

j ⟩ is, in turn,
obtained by applying the Slater–Condon rules,44

⟨Φa
i ∣ ⃗̂m∣Φb

j ⟩ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

M⃗0 − m⃗ii + m⃗aa, i = j, a = b,

m⃗ab, i = j, a ≠ b,

−m⃗ji, i ≠ j, a = b,

0, i ≠ j, a ≠ b,

(14)

where M⃗0 = ⟨Φ0∣ ⃗̂m∣Φ0⟩ = ∑i m⃗ii and the generic m⃗st is the mag-
netic moment matrix element in the molecular-orbital (MO) rep-
resentation. In practice, AMS explicitly computes the transition
matrix elements in the MO space, which are then transformed into⟨Φa

i ∣ ⃗̂m∣Φb
j ⟩ and into ⟨L∣ ⃗̂m∣M⟩ by means of an interface between

AMS and WaveT, which accounts for the antisymmetric nature of
the magnetic matrix. The ECD spectrum is finally computed as the
imaginary part of the following:

PECD
nl (ω) = − i

2πωF0
n(ω)∫

+∞
0

− Δml(t)ei(ω+iΓ)tdt. (15)

In Eq. (15), F0
n(ω) is the Fourier transform of the component n of the

external field, Δml(t) is the component l of the induced magnetic
dipole, and Γ is a damping parameter reproducing an exponential
decay of the excited-state population.22 The comparison with the
experimental spectra is performed using a rotational average, i.e.,

P̄ ECD(ω) = 1
3
(PECD

xx (ω) + PECD
yy (ω) + PECD

zz (ω)). (16)

III. COMPUTATIONAL DETAILS

The ground-state geometries of the (S)-methyloxirane and
Λ-Co(acac)3 system have been optimized at the DFT level67 by the

Amsterdam Density Functional (ADF) engine68 of the AMS code.66

Both the optimizations were realized using the hybrid B3LYP69

exchange-correlation (xc) functional and a triple-zeta plus polar-
ization TZP basis set of Slater-type orbitals. The geometry of the
(R)-methyloxirane has been obtained by inverting the x coordinates
of the optimized S enantiomer. For the L-alanine, we have consid-
ered seven low-energy conformers, taking both the relative ener-
gies and the geometry structures, optimized at the df-CCSD(T)-F
level with the aug-cc-pVDZ-F12 basis set, from a recent study.70

For all the systems, we have then calculated the ECD spectra in
the frequency domain at the time-dependent DFT (TDDFT) level
by using the Casida approach.71 The eigenvalue problem is solved
by means of the Davidson algorithm. We have extracted the lowest
20, 40, and 100 excited-states for the methyloxirane, L-alanine, and
Λ-Co(acac)3, respectively. These choices have been made in order
to cover the experimental frequency range. The ECD calculations
have been performed using the B3LYP and the long-range corrected
CAM-B3LYP72 functionals. Moreover, for the L-alanine, we have
tested the range-separated wB97X-D functional, which includes the
dispersion and non-local exchange corrections, allowing a proper
treatment of the amino acid intra-molecular H bonds.32,73 All the
ECD spectra have been calculated in gas phase. For the Λ-Co(acac)3
complex, we have additionally performed the ECD calculation, sim-
ulating the solvent (ethanol) effect with the conductor like screening
model (COSMO) of solvation74 available in AMS. Finally, all the
ECD spectra have been convoluted by using Gaussian functions with
a half width at half maximum (HWHM) equal to 0.15 eV.

The time-domain ECD calculations have been performed with
the in-house WaveT package,43 whose interface with AMS has
been recently proposed for the electric transition dipole moment44

and here extended for the magnetic transition dipole moment, as
explained in Sec. II. In practice, excitation energies and transition
dipole moments (both electric and magnetic, after the transfor-
mation performed by the interface) are provided by the TDDFT
calculations and then employed as input parameters for the real-time
propagation. For all the systems in Fig. 1, 250-fs dynamics have been
simulated with a time step δt of 0.12 × 10−2 fs. Different values of
time length (100, 150, 250, and 300 fs) and time step (0.12 × 10−2,
0.24 × 10−2, and 0.24 × 10−3 fs) have been tested to ensure the con-
vergence of the dynamics. The results of these convergence tests are
shown in Figs. S1 and S2 of the supplementary material. The time-
dependent external field [see Eq. (7)] has been reproduced with a
kick pulse of 105 W/cm2 intensity and a full width at half maximum
of 0.094 fs for the Gaussian envelope. The value of the damping
parameter Γ in Eq. (15) is 5 fs for all the cases. The ECD spec-
trum in Eq. (15) has been computed with a post-processing tool
implemented in WaveT, using the TDSE dynamics as input. The
final spectra have been obtained averaging the results, according to
Eq. (16).

For all the cases, the energy range of both frequency- and time-
domain ECD calculations has been adapted to the experimental one
(i.e., eV, nm, and cm−1) for a suitable comparison of the results.

IV. RESULTS AND DISCUSSION

This section is organized as follows: for each molecule in Fig. 1,
we first compare the time-domain ECD spectra [i.e., obtained by
Eqs. (15) and (16)] with the standard frequency-domain ones and
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then with the experimental data available in the literature,70,75,76

using the units of the original works. Additional analyses on the
excited-state absorption, the role of the solvent in ECD, and the
interplay between the F⃗ polarization and magnetic transition dipole
moment are reported for S-methyloxirane and Λ-Co(acac)3 in the
corresponding subsections.

A. (R)- and (S)-methyloxirane
The ECD spectra obtained with AMS (frequency domain)

and WaveT (time domain), using the B3LYP functional, reveal an
almost perfect overlap for both the enantiomers of the methyloxi-
rane, as shown in Fig. 2: the shape and relative intensities of the
peaks are conserved moving from a frequency to a real-time cal-
culation. The small discrepancies could be due to the different
smoothing techniques applied. These results clearly show that the
interface between the two codes produces the right transition mag-
netic moments in the state space of Eqs. (12) and (13) and, in turn,
that WaveT computes the right temporal evolution of the magnetic
transition dipole moment. Considering the CAM-B3LYP functional

FIG. 2. Comparison of the ECD spectra calculated for (R)-methyloxirane (top
panel) and (S)-methyloxirane (bottom panel) using the B3LYP functional and the
AMS (frequency-domain, solid blue line) and the WaveT (time-domain, solid red
line) code. All the intensities have been normalized and reported in arbitrary units
(arb. units).

(see Fig. S3 of the supplementary material), we still find a good agree-
ment between the frequency-domain and time-domain calculations,
with only the small discrepancies that can be associated again with
the smoothing strategy. We can also notice that the overall ECD pat-
tern calculated with CAM-B3LYP resembles that obtained with the
B3LYP functional, although blueshifted by around 0.6 eV and with
some differences in terms of the intensity ratio of the peaks. As a
matter of fact, such discrepancies make the agreement between the
CAM-B3LYP calculations and the experimental spectra less accurate
(Fig. S4 of the supplementary material). Therefore, from here on, we
will only consider the real-time calculations carried out with B3LYP
for the comparison with the experimental ECD.

We can notice in Fig. 3 an overall good agreement between
the experimental ECD spectra measured in the gas-phase75 and our
time-domain ECD propagated in vacuum, with the discrepancies
being more marked for the (S)-methyloxirane. Indeed, the exper-
imental positive feature located at 7.20 eV is slightly redshifted in
the calculation and the same goes for the following peak, whose
experimental negative maximum is found at around 7.80 eV. In
addition to that, the calculated peaks from 8.5 eV onward show

FIG. 3. Comparison between the experimental (solid black line)75 and real-time
calculated (solid red line) (B3LYP functional) ECD spectra of (R)-methyloxirane
(top panel) and (S)-methyloxirane (bottom panel). All the intensities have been
normalized and reported in arbitrary units (arb. units).
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a higher intensity with respect to the corresponding experimental
ones. Nevertheless, most of the discrepancies are reconciled, notic-
ing that while the calculated features of the two enantiomers have
equal and opposite signs, the experimental patterns slightly deviate
from being mirror images. Therefore, considering this experimen-
tal limitation, both the calculations properly reproduce all the main
features of the system.

Besides checking the implementation, we also calculated the
absorption and ECD spectra of (S)-methyloxirane from the first
(bright) excited state. For computing the optical properties from
ground state, the initial condition in the electron dynamics is given
by ∣C0(t = 0)∣2 = 1; see Eq. (3). For a generic ∣M⟩ state, with M > 0,
running an excited-state dynamics corresponds to ∣CM(t = 0)∣2 = 1.
In our case, M = 1. The simulation was run on the ground state
geometry, thus simulating a vertical excitation. This scheme resem-
bles a pump–probe experiment, where the delay time between the
two pulses is small enough to measure the observable of inter-
est without changing the geometry of the system. Indeed, time-
resolved circular dichroism spectroscopy has recently become a
powerful experimental tool to study the dynamics in chiral molec-
ular systems.77–82 The influence of the electronic state on the optical

response is well highlighted in Fig. 4, where significant changes
have been found populating the first excited state for both the
absorption and ECD spectra. Indeed, looking at the top panel of
Fig. 4, we observe that the ground state absorption peaks, located
in the vacuum-UV region, are drastically shifted toward the near-
IR/visible energy range when the system is excited. Furthermore, the
inset in the top panel of Fig. 4 reveals the presence of the absorption
and emission peaks involving the ∣0⟩ and the ∣1⟩ states, both located
at 7 eV. A significant change in the intensity scale is also noticed,
with a strong ∣0⟩→ ∣3⟩ transition of absorption (i.e., peak A′ in Fig. 4,
and Table I). Additional details on the principal transitions of both
the absorption spectra are reported in Table I. The chiral features of
the (S)-methyloxirane are also markedly dependent on the electronic
state, as shown in the bottom panels of Fig. 4. In this case, the opti-
cal response in the vacuum-UV range is still observable for the first
excited state, even though the main feature lies between (0–2) eV,
but the pattern is diametrically opposite with respect to the ground-
state one. Indeed, focusing on the peak centered at ∼7 eV, where the∣1⟩→ ∣0⟩ emission peak is observed (see above), it can be suggested
that an ECD inversion occurs when the system is excited. A simi-
lar spectrum for the first-excited state has been recently reported by

FIG. 4. Calculated (Calc.) absorption (top panel) and ECD (bottom panels) spectra of (S)-methyloxirane considering the ground state (solid red lines) and the first excited
state (solid blue lines). In the inset of the top panel, the region between 6.0 and 7.7 eV has been highlighted to show the absorption and emission peaks involving the ∣0⟩
and ∣1⟩ states. Details of the significant absorption transitions are reported in Table I. Lower panels represent the same ECD spectrum up to 3.5 eV (left) and between 6
and 11 eV (right), with different vertical scales. No ECD signal is present between 3.5 and 6 eV. Intensities are in atomic units.
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TABLE I. Transition and excitation energy for each significant peak of absorption of
(S)-methyloxirane considering both the ground state and the first excited state.

Label Transition Excitation energy (eV)

A ∣0⟩→ ∣3⟩ 7.58
B ∣0⟩→ ∣11⟩ 8.87
C ∣0⟩→ ∣15⟩ 9.68
D ∣0⟩→ ∣17⟩ 10.11
A′ ∣1⟩→ ∣3⟩ 0.56
B′ ∣1⟩→ ∣9⟩ 1.72
C′ ∣1⟩→ ∣16⟩ 2.83

Andersen and co-workers,18 even though only the 0–2 eV range is
shown in that work.

B. L-alanine
For L-alanine, we compared the frequency-domain and time-

domain ECD spectra considering the B3LYP, CAM-B3LYP, and
wB97X-D xc functionals, as explained in detail in Sec. III and as
shown in Fig. 5. We have used the most stable conformer of the
amino acid, as reported in Ref. 70. All the results support the con-
sistency between the Casida and real-time calculations. Differences
arise in the ECD spectrum according to the chosen xc functional. For
instance, after redshifting the frequency-domain and time-domain
wB97X-D spectra by 10 nm, we can notice two distinguishable posi-
tive peaks in the 140–160 nm energy range, while only a single posi-
tive feature is centered at around 145/150 nm for the B3LYP/CAM-
B3LYP ECD spectra, respectively. From 170 nm onward, some
similarities for the features calculated with the range-separated func-
tionals (CAM-B3LYP and wB97X-D) are found, although they differ
in terms of intensity values, while the response is less defined with
B3LYP. Since the calculation performed with the wB97X-D shows
closer resemblances with the experimental spectrum (as it will be
shown below), consistently with the data available in the literature
for amino acids and peptides,32,73 it will be the only one considered
from here on for L-alanine.

Before comparing the experimental and calculated spectra, it is
worth emphasizing the high sensitivity of the ECD toward confor-
mational changes. This aspect becomes particularly relevant when
a flexible system, e.g., an amino acid, is treated, since a signifi-
cant number of conformations will contribute to the overall optical
response. Therefore, a balance must be found between the inclusion
of, at least, the low-energy conformations and the computational
effort, which increases proportionally to the number of structures
considered. The conformational investigation of the gas-phase ala-
nine has been carried out in several studies,83,84 including the recent
work of Meinert et al.,70 where seven stable conformers have been
extracted and used in the ECD calculations. Starting from these
available data, we have calculated a statistically weighted ECD at
300 K and then compared with the experimental response and the
calculated spectrum for the most probable conformation (as already
shown in Fig. 5). All the results are collected in Fig. 6, while details
on the conformers are reported in Table S1 of the supplementary
material. We can notice that the experimental features are well
reproduced by both the redshifted computed spectra, with only some

FIG. 5. Comparison of the ECD spectra calculated with AMS (frequency-domain)
and WaveT (time-domain) for L-alanine. The B3LYP (top panel), CAM-B3LYP (mid-
dle panel), and wB97X-D (bottom panel) xc functionals have been used. The ECD
spectra calculated with the wB97X-D functional have been redshifted by +10 nm.
All the intensities have been normalized and reported in arbitrary units (arb. units).

differences in the intensity around 180 nm. Figure 6 also reveals
strong similarities between the statistical approach and the inclusion
of only the most probable conformer, but they are justified consid-
ering the energy and probability values reported in Table S1 of the
supplementary material. Indeed, since the lowest energy conformer
is much more stable with respect to the other structures, its opti-
cal response becomes predominant in the averaged ECD spectrum.
However, the individual time-domain ECD spectra reported in
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FIG. 6. Comparison between the experimental (solid black line)70 and real-time
calculated (wB97X-D functional) ECD spectra of L-alanine. The spectrum calcu-
lated statistically weighting the seven lowest energy conformations (solid green
line) is reported together with that calculated considering only the most probable
conformation (solid red line). All the intensities have been normalized and reported
in arbitrary units (arb. units).

Fig. S5 of the supplementary material confirm the significant
interplay between conformations and chirality.

C. Λ-Co(acac)3
Also for the Λ-Co(acac)3 complex, we started from the com-

parison between the frequency-domain and time-domain spectra,
which confirms the good quality agreement between the AMS and
WaveT results obtained employing the B3LYP functional, as shown

FIG. 7. Comparison of the ECD spectra calculated with AMS (frequency-domain,
solid blue line) and WaveT (time-domain, solid red line) for the Λ-Co(acac)3
complex. All the intensities have been normalized and reported in arbitrary units
(arb. units).

in Fig. 7. Indeed, despite the small differences in intensity, partic-
ularly focused around 17 × 103 and 35 × 103 cm−1, the Casida and
real-time calculations match properly. The same comment can be
applied to the CAM-B3LYP results (see the top panel of Fig. S6
of the supplementary material), with only small discrepancies in
terms of intensity, particularly in the high energy range, between the
frequency-domain and time-domain data. The CAM-B3LYP spec-
trum is blueshifted with respect to the B3LYP one. In addition
to that, the intensity ratio of the two positive features centered at
37 × 103 and 41 × 103 cm−1, respectively, in the B3LYP spectra is
inverted in the CAM-B3LYP ones. Such differences lead to a worse
agreement with the experimental ECD for the real-time calculation
with CAM-B3LYP (Fig. S6 of the supplementary material, bottom
panel); thus, only the B3LYP results will be discussed from here on.

The overall quality agreement is also observable comparing the
experimental spectrum76 with the real-time propagation (Fig. 8),
which, hence, reproduces the main chiroptical properties of the
Λ-Co(acac)3, despite some energy and intensity discrepancies.
Indeed, the experimental negative peaks centered at 31 × 103 and
45 × 103 cm−1, respectively, find the theoretical correspondence in
the peaks located at around 34 × 103 and 46 × 103 cm−1, with the first
calculated one exceeding in intensity. Instead, the positive features at∼17 × 103 and 39 × 103 cm−1 are properly reproduced by the small
and double peak at around 19 × 103 and 40 × 103 cm−1, respectively.
It is worth noting that some limitations arise from the difference in
the environment, since the experimental ECD has been measured in
ethanol, while our dynamics is realized in vacuum (Fig. 8).

Therefore, we partially investigated the solvent role propagat-
ing the time-dependent wave function expanded in the TDDFT
eigenstates equilibrated with an implicit description of ethanol at
the AMS level and then propagated in vacuum. The correspond-
ing result calculations are reported together with the experimental
findings and the gas-phase ECD in Fig. 9. We can notice that even
the partial treatment of the solvent provides a better description,

FIG. 8. Comparison between the experimental (solid black line)76 and real-time
calculated (solid red line) ECD spectra of the Λ-Co(acac)3 complex. All the
intensities have been normalized and reported in arbitrary units (arb. units).
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FIG. 9. The experimental ECD (solid black line)76 spectrum of the Λ-Co(acac)3
complex is reported together with the real-time ECD calculated in the gas phase
(solid red line) and ethanol (solid cyan line), respectively. The solvent has been
implicitly treated with the COSMO model available in AMS. All the intensities have
been normalized and reported in arbitrary units (arb. units).

particularly in the 35–45 ×103 cm−1 energy range where the double
peak is well aligned with the corresponding experimental feature.

It is worth noting that a previous theoretical study on the same
Co complex85 furnished an ECD spectrum in satisfactory agreement
with respect to the experiment,76 despite an energy shift of 4 × 103

cm−1. Considering that our calculations have not been shifted, the
agreement of the present results is slightly better than the previ-
ous ones, with especially the features at 17 × 103 and 39 × 103 cm−1

improved by theory. Such an improvement should be ascribed to
the more accurate hybrid exchange-correlation functional, which

performs better than the GGA-BP86 functional used by Fan and
Ziegler.85

We concluded our investigation on the Λ-Co(acac)3 com-
plex analyzing how each polarization direction of the external field
F⃗ influences the temporal evolution of the corresponding compo-
nent of the magnetic transition dipole moment and, thus, the ECD.
Indeed, while the spectrum is usually shown, or directly obtained, as
averaged on the three components, the contributions can be decom-
posed in the WaveT package since they are calculated independently.
Considering, in particular, the Λ-Co(acac)3 with its D3 symmetry
(see the left panel of Fig. 10), it is interesting to perform a directional
analysis. The ECD spectra reported in Fig. 10 (right panel) confirm
the ability of our calculations to discriminate among the compo-
nents, with the magnetic response to Fz along z different from those
to Fx and Fy along x and y, respectively.

V. CONCLUSIONS

We have implemented an explicit interface between the AMS
and WaveT codes in order to propagate the magnetic moment in the
space of the electronic states. In this way, we have defined a general
approach to compute the ECD spectra via TDSE, using the magnetic
response to an electric perturbation.

We have applied this scheme to the (R)-/(S)-methyloxirane,
L-alanine, and Λ-Co(acac)3 chiral systems to validate its cor-
rect functioning. The frequency-domain (AMS) and time-domain
(WaveT) ECD calculations are in excellent agreement, hence
confirming the correct simulation of the temporal evolution of the
magnetic transition dipole moment. Furthermore, for each system,
the comparison between the real-time ECD spectra and the experi-
mental data shows the good overall quality of our calculations, which
all reproduce the main spectral features. Instead, for the cobalt com-
plex, the differences between the experimental ECD, measured in
an ethanol solution, and our propagation in vacuum can be related
to the environmental conditions. This hypothesis has been corrob-
orated with the static inclusion of the solvent in the wave function

FIG. 10. Left panel: schematic representation of the D3 symmetry of the Λ-Co(acac)3 complex with the C3 axis coincident with the z axis. Right panel: the experimental
ECD (solid black line) spectrum of the Λ-Co(acac)3 complex is reported together with those simulated considering the x (solid red line) and z (solid blue line) directions of
the external field F⃗, respectively, and the real-time ECD averaged on the three components (solid dark green line). The experimental and calculated spectra are reported in
M−1 cm−1 and atomic units (a.u.), respectively, without any normalization.
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time evolution, which provides a better agreement between the
experimental and time-domain ECD. In addition to this success-
ful validation, we have investigated the excited state spectra and the
relation between the F⃗ polarization and the ECD response. Propa-
gating the wave packet of (S)-methyloxirane in its first excited state
but with the ground state geometry, we have pointed out the signifi-
cant changes that occur in the optical response following the system
excitation. Indeed, while the absorption spectrum is entirely shifted
toward the near IR/vis range, the ECD one reveals a sign inversion.
For the symmetric Λ-Co(acac)3, instead, we have decomposed the
rotationally averaged ECD in its components, highlighting the opti-
cal changes in response to a different polarization of the external
field.

SUPPLEMENTARY MATERIAL

See the supplementary material for the convergence tests of
real-time propagations, the CAM-B3LYP ECD spectra of (R)- and
(S)-methyloxirane, the statistical weights of the L-alanine conform-
ers at 300 K, the ECD spectra of the L-alanine higher-energy
conformers, and the CAM-B3LYP ECD spectra of Λ-Co(acac)3.

ACKNOWLEDGMENTS
The authors acknowledge the computational support from the

University of Trieste. E.C. acknowledges the funding from the Uni-
versity of Trieste under Grant No. MICROGRANTS 2020. The
authors also thank S. Corni for inspiring suggestions. Financial
support from ICSC – Centro Nazionale di Ricerca in High Perfor-
mance Computing, Big Data and Quantum Computing, funded by
European Union – NextGenerationEU is gratefully acknowledged.

AUTHOR DECLARATIONS

Conflict of Interest

The authors have no conflicts to disclose.

Author Contributions

M.Monti: Formal analysis (equal); Investigation (equal); Validation
(equal); Writing – original draft (equal); Writing – review & editing
(equal). M. Stener: Writing – review & editing (equal). E. Coccia:
Conceptualization (lead); Investigation (lead); Methodology (lead);
Supervision (lead); Writing – original draft (equal); Writing – review
& editing (equal).

DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request.

REFERENCES
1P. Lazzeretti, Adv. Chem. Phys. 75, 507 (1989).
2P. Lazzeretti, Handbook of Molecular Physics and Quantum Chemistry (Wiley,
2003), Vol. 3, p. 53.
3C. Diedrich and S. Grimme, J. Phys. Chem. A 107, 2524 (2003).
4T. D. Crawford, Theor. Chem. Acc. 115, 227 (2006).

5T. D. Crawford, M. C. Tam, and M. L. Abrams, J. Phys. Chem. A 111, 12057
(2007).
6I. Warnke and F. Furche, Wiley Interdiscip. Rev.: Comput. Mol. Sci. 2, 150
(2012).
7S. S. Andrews and J. Tretton, J. Chem. Educ. 97, 4370 (2020).
8N. Berova, L. D. Bari, and G. Pescitelli, Chem. Soc. Rev. 36, 914 (2007).
9M. Scott, D. R. Rehn, P. Norman, and A. Dreuw, J. Phys. Chem. Lett. 12, 5132
(2021).
10N. Niemeyer, M. Caricato, and J. Neugebauer, J. Chem. Phys. 156, 154114
(2022).
11D. M. Rogers, H. Do, and J. D. Hirst, Mol. Phys. 120, e2133748 (2022).
12M. Schreiber, R. Vahrenhorst, V. Buss, and M. P. Fülscher, Chirality 13, 571
(2001).
13F. Gendron, B. Moore II, O. Cador, F. Pointillart, J. Autschbach, and B. Le
Guennic, J. Chem. Theory Comput. 15, 4140 (2019).
14A. E. Hansen and T. D. Bouman, J. Am. Chem. Soc. 107, 4828 (1985).
15T. B. Pedersen, H. Koch, and K. Ruud, J. Chem. Phys. 110, 2883 (1999).
16J. Kongsted, T. B. Pedersen, A. Osted, A. E. Hansen, K. V. Mikkelsen, and O.
Christiansen, J. Phys. Chem. A 108, 3632 (2004).
17D. A. Fedotov, S. Coriani, and C. Hättig, J. Chem. Phys. 154, 124110 (2021).
18J. H. Andersen, K. D. Nanda, A. I. Krylov, and S. Coriani, J. Chem. Theory
Comput. 18, 1748 (2022).
19G. Bringmann, K.-P. Gulden, B. Holger, J. Fleischhauer, B. Kramer, and E.
Zobel, Tetrahedron 49, 3305 (1993).
20S. Grimme and C. Bannwarth, J. Chem. Phys. 145, 054103 (2016).
21D. Varsano, L. A. Espinosa-Leal, X. Andrade, M. A. L. Marques, R. di Felice,
and A. Rubio, Phys. Chem. Chem. Phys. 11, 4481 (2009).
22S. Pipolo, S. Corni, and R. Cammi, Comput. Theor. Chem. 1040-1041, 112
(2014).
23J. J. Goings and X. Li, J. Chem. Phys. 144, 234102 (2016).
24J. Mattiat and S. Luber, Chem. Phys. 527, 110464 (2019).
25J. Mattiat and S. Luber, J. Chem. Theory Comput. 18, 5513 (2022).
26L. Konecny, M. Kadek, S. Komorovsky, K. Ruud, and M. Repisky, J. Chem. Phys.
149, 204104 (2018).
27E. Makkonen, T. P. Rossi, A. H. Larsen, O. Lopez-Acevedo, P. Rinke, M. Kuisma,
and X. Chen, J. Chem. Phys. 154, 114102 (2021).
28W. D. Liu, J. Q. Wang, S. F. Yuan, X. Chen, and Q. M. Wang, Angew. Chem.,
Int. Ed. Engl. 60, 11430 (2021).
29O. Baseggio, D. Toffoli, G. Fronzoni, M. Stener, L. Sementa, and A. Fortunelli,
J. Phys. Chem. C 120, 24335 (2016).
30L. Chang, O. Baseggio, L. Sementa, D. Cheng, G. Fronzoni, D. Toffoli, E. Aprà,
M. Stener, and A. Fortunelli, J. Chem. Theory Comput. 14, 3703 (2018).
31D. Toffoli, A. Russi, G. Fronzoni, E. Coccia, M. Stener, L. Sementa, and A.
Fortunelli, J. Phys. Chem. Lett. 12, 5829 (2021).
32M. Monti, M. Stener, and M. Aschi, J. Comput. Chem. 43, 2023 (2022).
33D. Toffoli, M. Medves, G. Fronzoni, E. Coccia, M. Stener, L. Sementa, and A.
Fortunelli, Molecules 27, 93 (2022).
34H. Jang, N. J. Kim, and J. Heo, Comput. Theor. Chem. 1125, 63 (2018).
35E. Molteni, G. Onida, and G. Tiana, J. Phys. Chem. B 119, 4803 (2015).
36J. Autschbach, T. Ziegler, S. J. A. van Gisbergen, and E. J. Baerends, J. Chem.
Phys. 116, 6930 (2002).
37J. Autschbach and T. Ziegler, J. Chem. Phys. 116, 891 (2002).
38J. Autschbach, S. Patchkovskii, T. Ziegler, S. J. A. van Gisbergen, and E. J.
Baerends, J. Chem. Phys. 117, 581 (2002).
39S. Pipolo and S. Corni, J. Phys. Chem. C 120, 28774 (2016).
40E. Coccia, J. Fregoni, C. A. Guido, M. Marsili, S. Pipolo, and S. Corni, J. Chem.
Phys. 153, 200901 (2020).
41E. Coccia, F. Troiani, and S. Corni, J. Chem. Phys. 148, 204112 (2018).
42E. Coccia and S. Corni, J. Chem. Phys. 151, 044703 (2019).
43E. Coccia, Mol. Phys. 118, e1769871 (2020).
44P. Grobas Illobre, M. Marsili, S. Corni, M. Stener, D. Toffoli, and E. Coccia,
J. Chem. Theory Comput. 17, 6314 (2021).
45G. Dall’Osto, E. Coccia, C. A. Guido, and S. Corni, Phys. Chem. Chem. Phys.
22, 16734 (2020).

J. Chem. Phys. 158, 084102 (2023); doi: 10.1063/5.0136392 158, 084102-9

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jcp/article-pdf/doi/10.1063/5.0136392/16676161/084102_1_online.pdf



The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

46G. Dall’Osto and S. Corni, J. Phys. Chem. A 126, 8088 (2022).
47J. C. Tremblay, T. Klamroth, and P. Saalfrank, J. Chem. Phys. 129, 084302
(2008).
48J. C. Tremblay, S. Klinkusch, T. Klamroth, and P. Saalfrank, J. Chem. Phys. 134,
044311 (2011).
49P. Saalfrank, F. Bedurke, C. Heide, T. Klamroth, S. Klinkusch, P. Krause,
M. Nest, and J. C. Tremblay, Adv. Quantum Chem. 81, 15 (2020).
50F. Bedurke, T. Klamroth, and P. Saalfrank, Phys. Chem. Chem. Phys. 23, 13544
(2021).
51E. Coccia, B. Mussard, M. Labeye, J. Caillat, R. Taïeb, J. Toulouse, and E. Luppi,
Int. J. Quantum Chem. 116, 1120 (2016).
52E. Coccia and E. Luppi, Theor. Chem. Acc. 135, 43 (2016).
53E. Luppi and M. Head-Gordon, Mol. Phys. 110, 909 (2012).
54E. Luppi and M. Head-Gordon, J. Chem. Phys. 139, 164121 (2013).
55M. Labeye, F. Zapata, E. Coccia, V. Véniard, J. Toulouse, J. Caillat, R. Taïeb,
and E. Luppi, J. Chem. Theory Comput. 14, 5846 (2018).
56E. Coccia and E. Luppi, Theor. Chem. Acc. 138, 96 (2019).
57A. F. White, C. J. Heide, P. Saalfrank, M. Head-Gordon, and E. Luppi,
Mol. Phys. 114, 947 (2016).
58E. Coccia, R. Assaraf, E. Luppi, and J. Toulouse, J. Chem. Phys. 147, 014106
(2017).
59J. A. Sonk, M. Caricato, and H. B. Schlegel, J. Phys. Chem. A 115, 4678
(2011).
60J. A. Sonk and H. B. Schlegel, J. Phys. Chem. A 115, 11832 (2011).
61H. B. Schlegel, S. M. Smith, and X. Li, J. Chem. Phys. 126, 244110 (2007).
62N. Tancogne-Dejean, M. J. T. Oliveira, X. Andrade, H. Appel, C. H. Borca,
G. Le Breton, F. Buchholz, A. Castro, S. Corni, A. A. Correa et al., J. Chem. Phys.
152, 124119 (2020).
63T. P. Rossi, M. Kuisma, M. J. Puska, R. M. Nieminen, and P. Erhart, J. Chem.
Theory Comput. 13, 4779 (2017).
64S. A. Fischer, C. J. Cramer, and N. Govind, J. Chem. Theory Comput. 11, 4294
(2015).
65P. Hoerner, M. K. Lee, and H. B. Schlegel, J. Chem. Phys. 151, 054102
(2019).
66R. Rüger, M. Franchini, T. Trnka, A. Yakovlev, E. van Lenthe, P. Philipsen,
T. van Vuren, B. Klumpers, and T. Soini, AMS 2022.1, SCM, Theoretical

Chemistry, Vrije Universiteit, Amsterdam, The Netherlands, 2022,
http://www.scm.com.
67R. G. Parr and W. Yang, Density-Functional Theory of Atoms and Molecules
(Oxford University Press, 1989), Vol. 1, p. 1989.
68G. te Velde, F. M. Bickelhaupt, E. J. Baerends, C. Fonseca Guerra, S. J.
A. van Gisbergen, J. G. Snijders, and T. Ziegler, J. Comput. Chem. 22, 931
(2001).
69A. D. Becke, J. Chem. Phys. 98, 5648 (1993).
70C. Meinert, A. D. Garcia, J. Topin, N. C. Jones, M. Diekmann, R. Berger,
L. Nahon, S. V. Hoffmann, and U. J. Meierhenrich, Nat. Commun. 13, 502
(2022).
71M. E. Casida, Recent Advances in Density Functional Methods: (Part I) (World
Scientific, 1995), pp. 155–192.
72T. Yanai, D. P. Tew, and N. C. Handy, Chem. Phys. Lett. 393, 51 (2004).
73A. Kumar, S. E. Toal, D. DiGuiseppi, R. Schweitzer-Stenner, and B. M. Wong,
J. Phys. Chem. B 124, 2579 (2020).
74A. Klamt and G. Schüürmann, J. Chem. Soc., Perkin Trans. 2 1993, 799–805.
75M. Carnell, S. D. Peyerimhoff, A. Breest, K. H. Gödderz, P. Ochmann,
and J. Hormes, Chem. Phys. Lett. 180, 477 (1991).
76R. C. Fay and R. B. Von Dreele, J. Am. Chem. Soc. 93, 4936 (1971).
77K. Hiramatsu and T. Nagata, J. Chem. Phys. 143, 121102 (2015).
78V. Stadnytskyi, G. S. Orf, R. E. Blankenship, and S. Savikhin, Rev. Sci. Instrum.
89, 033104 (2018).
79M. Oppermann, B. Bauer, T. Rossi, F. Zinna, J. Helbing, J. Lacour, and M.
Chergui, Optica 6, 56 (2019).
80M. Kuronuma, T. Sato, Y. Araki, T. Mori, S. Sakamoto, Y. Inoue, O. Ito, and T.
Wada, Chem. Lett. 48, 357 (2019).
81M. Schmid, L. Martinez-Fernandez, D. Markovitsi, F. Santoro, F. Hache,
R. Improta, and P. Changenet, J. Phys. Chem. Lett. 10, 4089 (2019).
82A. Sharma, S. Athanasopoulos, E. Kumarasamy, C. Phansa, A. Asadpoordarvish,
R. P. Sabatini, R. Pandya, K. R. Parenti, S. N. Sanders, D. R. McCamey et al.,
J. Phys. Chem. A 125, 7226 (2021).
83M. Cao, S. Q. Newton, J. Pranata, and L. Schäfer, J. Mol. Struct.: THEOCHEM
332, 251 (1995).
84S. Blanco, A. Lesarri, J. C. López, and J. L. Alonso, J. Am. Chem. Soc. 126, 11675
(2004).
85J. Fan and T. Ziegler, Inorg. Chem. 47, 4762 (2008).

J. Chem. Phys. 158, 084102 (2023); doi: 10.1063/5.0136392 158, 084102-10

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jcp/article-pdf/doi/10.1063/5.0136392/16676161/084102_1_online.pdf



Supplementary Material: Electronic circular dichroism from

real-time propagation in state space

M. Monti, M. Stener, and E. Coccia∗

Dipartimento di Scienze Chimiche e Farmaceutiche,
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FIG. S1: Time-domain ECD spectra of (S)-methyloxirane calculated for 250 fs with a time step δt

of 0.12× 10−2 (solid red line), 0.24× 10−2 (dashed green line), and 0.24× 10−3 (dotted blue line)

fs.

Conformation ∆E (kJ/mol) P(i)norm (T=300 K)

1 0.0 0.60

2 4.7 0.092

3 4.9 0.083

4 5.1 0.077

5 5.5 0.067

6 5.8 0.058

7 8.3 0.022

TABLE S1: Conformation, relative energy and normalized probability values (
∑7

i=1 P(i)norm = 1)

for the 7 stable structures investigated in the work by Meinert et al. [1].
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FIG. S2: Time-domain ECD spectra of (S)-methyloxirane calculated for 100 (solid green line), 150

(dashed blue line), 250 fs (dashed and dotted red line), and 300 (dotted pink line) fs with a time

step δt of 0.12× 10−2 fs.
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FIG. S3: Comparison of the ECD spectra calculated for the (R)-, (top panel) and (S)- (bottom

panel) methyloxirane using the CAM-B3LYP functional and the AMS (frequency-domain, solid

blue line) and WaveT (time-domain, solid red line) code. All the intensities have been normalized

and reported in arbitrary units (arb. units).
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FIG. S4: Comparison between the experimental (solid black line) and calculated with WaveT

(CAM-B3LYP) (solid red line) ECD spectra of the (R)-, (top panel) and (S)- (bottom panel)

methyloxirane. All the intensities have been normalized and reported in arbitrary units (arb.

units).
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FIG. S5: Individual time-domain ECD spectra for the L-alanine higher-energy conformers (from 2

to 7). All the intensities have been reported in atomic units (a.u.)
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FIG. S6: Top panel: Comparison of the ECD spectra calculated for the Λ-Co(acac)3 using the

CAM-B3LYP functional and the AMS (frequency-domain, solid blue line) or WaveT (time-domain,

solid red line) code. Bottom panel: Comparison between the experimental (solid black line) and

calculated with WaveT (CAM-B3LYP) (solid red line) ECD spectra of Λ-Co(acac)3. All the in-

tensities have been normalized and reported in arbitrary units (arb. units).
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166 Chapter 4. Publications

4.2 Additional Publications

Along with the main activity, it is worth mentioning some additional projects that were carried
out over these three years. All the studies are still focused on optical properties, spanning from
valence-shell spectroscopies, as photoabsorption, to core-shell ones, as X-ray Photoelectron
(XPS) and Near Edge X-ray Absorption Fine Structure (NEXAFS) spectroscopy. The resulting
publications are reported below.

4.2.1 Theoretical Investigation of Photoinduced Processes in Subnanometer Oxide-
Supported Metal Catalysts

The project goal was to investigate the optical absorption and photo-decay process in two
subnanometer metal complexes supported on MgO(100), namely, Ag3(HCO3)(C2H4)2(O) and
Ag3(CO2F)(C2H4)2(O). These aggregates were selected as derivatives of Ag3(CO3)(C2H4)2(O),
which has revealed to play a key role in the partial oxidation of ethylene to ethylene epoxide
catalyzed by Ag3/MgO(100).

In order to calculate both the photoabsorption spectra of the aggregates and the evolution
of their excited states, we first built suitable cluster models taking into account the effect of
the charge-separated metal oxide support. Practically, the MgO(100) cluster is divided into
three regions as follows: (i) ions that are directly involved into the chemical process, or are
close enough to the adsorbed metal complex, are treated explicitly, (ii) Mg2+ cations at the
interface are treated in a hybrid way, and (iii) both Mg2+ and O2− far enough from the re-
acting regions are treated as pure charges. Such models were built as a compromise between
accuracy and computational cost, compatibly with the AMS software which does not work
with PBC. Afterwards, the photoabsorption spectra were calculated by means of TDDFT in
its standard Casida’s formulation. From the TDDFT spectrum, a specific excited state was
then selected for a given geometry optimization with the Broyden-Fletcher-Goldfarb-Shanno
algorithm. My contribution to this project was focused on implementing the code that allows
us to build the suitable MgO(100) clusters and the calculation of TDDFT spectra.

Thanks to this protocol, designed in collaboration with Dr. Alessandro Fortunelli and col-
laborators, it was shown that complexes containing bicarbonate and fluorocarbonate groups
lead to cluster disaggregation and/or ligand detachment. Thus, an optical frailty of these
subnanometer systems is revealed. Additionally, the nature of the given excitations was cor-
related to the corresponding photo-induced reaction products by analyzing Overlap Popula-
tion Density of States (OP-DOS) plots, as well as geometrical features of the MOs involved in
the excitations. This way, all the methodological tools needed to investigate this novel field
are provided.
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ABSTRACT: We report a computational study and analysis of the
optical absorption and photodecay processes in two subnanometer
metal complexes deposited on an oxide support, the regular
MgO(100) surface: (i) Ag3(HCO3)(C2H4)2(O) and (ii)
Ag3(CO2F)(C2H4)2(O). These aggregates are chosen as deriva-
tives of a Ag3(CO3)(C2H4)2(O) ligand/metal-cluster/support
complex, previously singled out as a key intermediate in the path
of ethylene partial oxidation to ethylene epoxide catalyzed by Ag3/
MgO(100), and serve as model systems to investigate photo-
chemical phenomena in ligand/metal-cluster/support complexes
by subnanometer metal catalysts, an appealing field for future
research. After generating optimized initial configurations and building cluster models that take properly into account the effect of
the charge-separated oxide support, we use time-dependent density-functional theory (TDDFT) to determine first the
photoabsorption spectra of the two aggregates and then to follow the evolution of their excited states in the optical region. We
show that complexes containing such bicarbonate and fluorocarbonate groups are sensitive to optical adsorption, often leading to
ligand detachment and/or cluster disaggregation, thus pointing to an “optical frailty” of these subnanometer cluster species, possibly
rationalizing previous experimental observations. Additionally, we correlate the nature of the given excitations and of the
corresponding photoinduced reaction products via an analysis of overlap population-density of states (OP-DOS), geometric
parameters, and spatial distribution of the molecular orbitals involved in the excitation, thus providing the set of methodological
tools needed to explore this novel field.

1. INTRODUCTION

The field of subnanometer metal clusters (also called
ultrananoclusters, as they will be referred to hereafter), i.e.,
very small (1−20 atoms) metal clusters either free or deposited
on a support, presents attractive features in several fields
including catalysis, from both a scientific and a technological
perspective.1−4 In the last 2 decades dedicated experiments
have shown that supported ultrananoclusters (in particular,
oxide-supported) can be the true actors of catalysis with
different and superior catalytic behavior with respect to larger
nanoparticles,1−4 therefore being of interest in all those cases
in which an impasse is faced in the use of traditional systems
and new catalytic species are required and actively sought for.
In addition to challenging but exciting scientific problems,5

appealing possibilities in terms of practical applications are
offered by the combination of novel reaction mechanisms,4

precise control of the catalyst’s size and composition,3 and an
atom-economic use of metals (often precious or endangered
elements),6 together with the fact that these systems can be

thoroughly characterized and investigated by advanced
computational methods,7,8 thus achieving a high degree of
basic knowledge and understanding. Among the conclusions
reached, of particular relevance is the idea that the catalytically
active species in heterogeneous ultrananocatalysis are not the
bare metal clusters but “ligand/metal-cluster/support catalytic
complexes”, i.e., complex aggregates generated in situ under
reaction conditions by the metal cluster, the support, and the
ligands (reactants, intermediates, products), typically in the
high coverage regime but still able to absorb and chemically
transform incoming species.7 In addition to chemical ones, the
optical properties of some ultrananoclusters have also been
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studied and predicted also via computational methods,
extensively in the case of free clusters9−12 and in the more
recently investigated field of ligand-protected atomically
precise clusters,13−16 including dynamic processes.17−22

Much less is known instead on the optical properties of
ultrananoclusters deposited on a support, although few studies
have appeared in the literature.23−25

In parallel in recent years, photochemistry has developed at
an equally impressive pace,26 so that light-induced processes,
including chemical reactions using sensitizers27 and photo-
catalysts,28 are nowadays extensively utilized even at the
industrial level.29−36 Unfortunately, although detailed mecha-
nistic studies exist for some of the simpler reactions,37 many
photochemical and photocatalytic reactions are still often
employed in a heuristic way without mastering mechanistic
steps. A prevailing opinion in the field holds that an improved
atomic-level understanding of light-induced photochemical
and photocatalytic processes is needed to extend the scope and
reliability of these methods beyond current limits and that a
fundamental knowledge of light absorption and evolution
processes should lay the ground to the rational design of
photoreactions.38

In this situation, it appears as an intriguing possibility to
combine the potentialities of supported ultrananocatalysts and
photochemistry, therefore achieving systems with both novel
and potentially well understood photochemical mechanisms,
which could have a variety of practical applications as
sensitizers, photocatalysts, etc. To make this lap, a number
of steps are needed at both the experimental and theoretical
levels. In particular, at the theory level methods should be
developed and tested to predict the optics and photochemistry
of supported ultrananoclusters and their catalytically active
ligand/cluster/support complexes, which is at present a largely
unexplored field.
In the present work, we address this problem and make a

step in this direction to lay the ground for future progress. We
take an example of supported ultrananocatalyst and its
corresponding ligand/cluster/support catalytic complex from
previous studies on the partial oxidation of ethylene to
ethylene epoxide over a Ag3(CO3) cluster catalyst deposited
on the MgO(100) surface (which ensures additional stability
to the catalyst),39,40 and we combine it with the recent
possibility of accurately predicting absorption spectra of
subnanometer clusters deposited on an oxide substrate24 to
explore the absorption properties and the fate of the absorbed
photons on model but basically realistic ultrananocatalyst
systems. Our goal in this exploratory study is to start drawing
correlations between the initial excited state and the resulting
photoinduced mechanism, a key step in view of understanding
and controlling photochemical processes in this field.
The article is organized as follows. Section 2 describes the

choice of investigated systems and the computational
approach. Section 3 implements the approach, focusing
attention on two distinct cases and on how the photochemical
steps can be rationalized in terms of initial excitations. Section
4 summarizes our conclusions.

2. CHOICE OF INVESTIGATED SYSTEMS AND
COMPUTATIONAL APPROACH

In previous studies,7,39−41 we investigated oxidation processes
over a Ag3 cluster catalyst supported on the MgO(100)
surface, including the oxidation of carbon monoxide to carbon
dioxide (CO + 1/2 O2 → CO2, or COox reaction)

41 and the

partial oxidation of ethylene to ethylene epoxide (C2H4 + 1/2
O2 → C2H4O, or EtOx reaction).

7,39,40 We showed that under
anhydrous (no moisture) COox conditions, the Ag3 supported
cluster transforms into a Ag3(CO3) or silver-trimer/carbonate
catalytic complex, which then acts as the COox catalytically
active species.41 We then considered using this Ag3(CO3)-
(C2H4) complex as a catalyst in the EtOx reaction, still under
anhydrous conditions. This is an example of and corresponds
to the idea of using a ligand/cluster/support catalytic complex
from one reaction as the catalyst in a different but akin
reaction.39 It should be stressed that Ag3(CO3) does not need
CO and O2 to form, but it will be in any case generated
directly in situ under EtOx conditions via reaction of gas-phase
CO2 (an unavoidable side-product in the oxidation of organic
species) with Ag3(O) intermediates.41 Moreover, the presence
of the carbonate group in Ag3(CO3)/MgO(100) is justified by
the fact that bare Ag3/MgO(100) clusters are not stable
against disaggregation or diffusion/sintering, as shown in refs 7
and 39−41 so that Ag3/MgO(100) cannot work as a catalyst if
bare but needs stabilizing ligands. We showed that under EtOx
conditions Ag3(CO3)/MgO(100) first transforms into a
Ag3(CO3)(C2H4) complex. We then assessed the EtOx
reaction cycle for this catalyst, involving the adsorption of an
oxygen molecule (O2) and an ethylene molecule (C2H4), the
reaction between C2H4 and O2 to evolve one ethylene epoxide
(C2H4O) molecule, leaving behind a Ag3(CO3)(C2H4)(O)
aggregate, the adsorption of a third ethylene molecule next to
the O adatom, and the transfer of the O adatom from one
C2H4 molecule to the other with the final evolution of a second
ethylene epoxide (C2H4O) molecule to regenerate the catalytic
complex, see Figure 1e,f in ref 40 for a pictorial illustration of
the catalytic cycle. For convenience of the reader we
summarize and illustrate this previous work in the Supporting
Information, Figures S1 and S2. The main point to be recalled
here from these previous studies is that the rate-determining
mechanistic step for this system is the last one here described,
i.e., it involves as a starting species a Ag3(CO3)(C2H4)2(O)/
MgO(100) aggregate, in which Ag3/MgO(100) is bound to a
carbonate group (CO3), two ethylene molecules (C2H4)2, and
an oxygen adatom (O) and corresponds to the transfer of the
oxygen adatom to one of the ethylene molecules, with the final
evolution of the C2H4O epoxide, as illustrated in Figure S2 of
the Supporting Information.
We note that the Ag3(CO3)(C2H4)2(O)/MgO(100)

aggregate is a spin-unpaired compound (spin doublet), with
one unpaired electron mostly residing on the CO3 residue.

40

Also due to technical reasons, in this work we limit ourselves to
spin-restricted simulations. We therefore transformed the
Ag3(CO3)(C2H4)2(O)/MgO(100) aggregate into two distinct
spin-restricted analogues: (i) Ag3(CO3H)(C2H4)2(O)/MgO-
(100), where the carbonate group is replaced by a bicarbonate
(Figure 1a), and (ii) Ag3(CO2F)(C2H4)2(O)/MgO(100), in
which a fluorine atom (F) replaces one of the oxygen atoms of
the carbonate (Figure 1b). This choice of investigated systems,
in particular of the bicarbonate complex (Figure 1a,c), is
connected with experimental evidence. In previous experi-
ments, in fact, it has been demonstrated not only that
carbonate species often play a crucial role in oxidation
reactions of organic species on metal catalysts (Ag, Au, Pd,
Pt), including the ethylene partial oxidation catalytic reaction
(EtOx) over Ag systems,42 which is not surprising considering
that carbonate groups in general mediate silver-particles/
organic-environment interfaces43 but also that bicarbonates are
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invariably associated with carbonate species under hydrous
conditions and play an equally important role in the catalytic
cycle. For example, for Au catalysts deposited on a wide set of
both reducible and nonreducible oxides in the COox reaction,
a commonly accepted mechanism grounded on kinetic and
spectroscopic data foresees that stable carbonate species can
form and poison the catalysts.44,45 However, in the presence of
water (hydrous conditions), either as a medium or in catalytic
amounts, carbonate groups convert to some degree into
bicarbonate groups, and this is decisive for the catalytic
activity, because bicarbonates are assumed to decompose
easily, thus hindering the carbonate poisoning effect and
leading to recovery of catalytic activity under hydrous
conditions.46−51 Analogous observations on the importance
of bicarbonate species have been reported for Pd52−54

catalysts, while a poisoning effect of carbonates has been
proposed also for subnanometer Pt catalysts.55 Finally, it is
important to underline that bicarbonate species have been
claimed to assist or play an important role also in the reverse
process to COox, the reduction reaction of carbon dioxide
(CO2RR), especially to formate on Au, Pd, and Sn
catalysts56−60 (we will come back to this point below).
Considering then the novelty of these species, we first made

sure that the Ag3(CO3H)(C2H4)2(O)/MgO(100) and
Ag3(CO2F)(C2H4)2(O)/MgO(100) clusters were stable ag-
gregates, as they indeed turned out to be (see subsection 2.1),
and then we proceeded with the investigation of their
photochemistry (see subsection 2.3). What we aim at
investigating in the present work is the adsorption spectrum
of such Ag3(HCO3)(C2H4)2(O)/MgO(100) and Ag3(CO2F)-
(C2H4)2(O)/MgO(100) complex aggregate species as initial
structures of the catalytic rate-determining step (so that they
should be the most abundant surface species) and the fate of
their optical excited states. As we will see in section 3, the
complexes exhibiting bicarbonate and fluorocarbonate groups
have somewhat modified chemical features and reactive
possibilities with respect to their carbonate analogues. The
interest of the present investigation is therefore both as proof-
of-principle and methodological study and also in view of
rationalizing and interpreting experimental evidence on
bicarbonate species, as discussed in section 3.
2.1. Structure Generation of Periodic Models. We

prepared two spin-restricted systems by modifying the
carbonate group that anchors the Ag3 nanocluster of the
Ag3CO3(Et)2O aggregate to the oxide support. In one case, we
bonded one H atom to the oxygen atom farthest from the Ag3
moiety; in another case, we substituted the same oxygen with a
fluorine atom. The structures thus obtained were relaxed
keeping the MgO support frozen, and the structural stability of
the obtained local minima was tested by performing NVT

molecular dynamics (MD) lasting 2.5 ps at 400 K, without
finding significant changes in the geometry, which confirm the
stability of the chosen systems. Structure relaxations and MD
were performed using periodic models and the CP2K
software,61−63 which allows one to predict the DFT-electronic
structure of periodic systems thanks to the use of plane wave
auxiliary basis sets. The code implements the Gaussian and
plane wave approach (GPW),63,64 which uses Gaussian
localized basis sets to expand the electronic orbitals and an
auxiliary set of plane waves to efficiently evaluate, exploiting
periodic boundary conditions and the Hartree and exchange-
correlation contributions to the DFT energy. Calculations were
performed by employing the PBE-functional,65 DZVP basis
sets,66 and a Fourier basis including plane waves whose kinetic
energy was less than 300 Ry. Since we employed a large square
4 × 4 supercell of MgO-(100) with a lattice parameter of about
1.5 nm to reduce the interaction between replicated images of
the clusters supported on the MgO surface, we could limit the
sampling of the Brillouin zone67 to the gamma point only
without losing accuracy. We further reduced the computational
burden by modeling the core electrons of each atom with
norm-conserving GTH-pseudopotentials optimized for the
PBE functional.68 As for the MD setup, the equations of
motion were integrated by using time a step of 1 fs, and the
average temperature was controlled by employing a Noose−
Hover thermostat.69

2.2. From Periodic to Cluster Models. While we used
periodic models in the original studies39,40 and in the structure
generation step in section 2.1, and while these models are
convenient to speed up the structural search, most of the tools
we have available to describe the optical response are
implemented within the ADF software,70 which does not
treat periodic boundary conditions. We therefore convert the
periodic-model configurations obtained from the QE simu-
lations into cluster-model configurations appropriate for ADF
simulations in an accurate but also computationally efficient
way. To this end, we use a protocol tested and validated in
previous work,24,71 by which only part of the system is
described explicitly at the Quantum-Mechanical (QM) level.
The protocol is based on the following steps. First, we build a
large cluster representing the MgO(100) surface, extending by
35.768 × 35.768 Å in the directions parallel to the surface and
14.728 Å in the direction perpendicular to the surface so as
that the final model is made of 2592 atoms. The atoms in this
large cluster are then distinguished into three groups:

(i) a first group contains atoms sufficiently far from the
adsorbed species that their contribution can be
considered as purely electrostatic;

(ii) a second group of Mg2+ cations, interfacing the region in
which the chemistry occurs, that are treated in a hybrid
way;

(iii) atoms that take part directly in the chemical process or
which are anyway close to the reacting species, which are
explicitly included in the QM region.

The atoms in the first group are described as point charges,
with charge q = +2 e for the Mg2+ cations and q = −2 e for the
O2− anions. The Mg2+ cations in the second group must be
dealt with appropriately to ensure that they do not perturb the
neighboring QM-described O2− anions, and specifically one
has to ensure that the tails of the wave function of the QM-
described O2− anions do not interact with the q = +2 charges
of the Mg2+ cations generating spurious energy terms. This can

Figure 1. Pictorial illustrations of (a) the initial Ag3(HCO3)-
(C2H4)2(O) structure, (b) the initial Ag3(CO2F)(C2H4)2(O)
structure, and (c) the intermediate Ag3(CO2F)(C2H4)2(O) structure
(exhibiting an oxametallocycle adduct).
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be achieved by describing these Mg2+ cations with centers in
which a repulsive pseudopotential is positioned in addition to a
q = +2 charge (see ref 71 and references therein) or by using a
frozen-core or completely free Mg2+ wave function in addition
to a q = +2 charge: the latter possibility is technically easier in
the ADF code and is employed in the present work. Finally, the
atoms in group (iii) are treated explicitly at the QM level. This
last group of atoms must naturally include the metal cluster
and the ligands but also some neighboring atoms of the
support whose QM contribution must be explicitly taken into
account. In detail, for an accurate reproduction of the
energetics, it was found necessary71 that all the atoms in the
support that are at a bonding distance from the metal cluster
and/or the ligands and additionally all the atoms in the support
that are first-neighbors of the atoms of the support directly
interacting with the reaction moiety be included into the QM
simulation. This core region of explicit QM-level atoms also
defines the size of the overall cluster model. Our protocol
foresees in fact that, for a precise reproduction of the QE
energetics, all the atoms explicitly described by a QM wave
function (i.e., the adsorbed reacting species and their
neighbors in the MgO support) must be at least 3 MgO
units far from the boundary of the finite cluster model. Finally,
we took special care at the level of both point-charge and
explicit-atoms models to avoid polar borders or any
uncompensated electrostatic contribution which may give
rise to electrostatic divergences.72 Once the model has been
built, both the ground state and the excited states (see the next
subsection) were optimized keeping the position of all the
MgO ions frozen, while the atoms of the cluster+ligand moiety
were left free to relax.
For convenience of the reader, report that the number of

atoms in each group are 2491, 51, and 50 for the first, second
and third group, respectively. Also, the full support including
point charges is pictorially illustrated in Figure S3 of the
Supporting Information. As previously discussed,71 this large
ensemble of point charges allows us to accurately represent the
Madelung potential, still representing a minor part of the
computational effort, since point charges only enter one-
electron integrals.
2.3. Excited State Simulations. Excitation spectra were

calculated at the time-dependent DFT (TDDFT) level,
employing the Casida formalism73 as implemented in the
ADF program.70 An all-electron basis set consisting of Slater
type orbitals (STO) of TZP quality was employed. Relativistic
effects were treated within the zero order regular approx-
imation (ZORA) formalism at the scalar relativistic (SR)
level.74 The PBE exchange-correlation functional65 was
employed both in the DFT Kohn−Sham equations as well as
in the TDDFT kernel, which was approximated at the ALDA
level.75 Since we are interested in photochemical processes, we
need to optimize the geometry of a series of excited states. The
TDDFT spectrum was calculated and a specific excited state
was selected for a given geometry optimization. We then
employed the TDDFT formalism to calculate the energy and
energy gradients and minimized the TDDFT energy to obtain
the local energy minimum for each selected excited state,
following the procedure developed by Ziegler as implemented
in the ADF code.76 For such geometry optimizations, the
ground state equilibrium configuration was taken as the initial
structure. Since during the geometry optimization process the
excited states can change their relative energy ordering, we
have followed each excited state during geometry optimization,

comparing the excited state nature for each geometry update
and taking in the next step the excited state which was most
similar to the previous one (and therefore recursively to the
initial excited state). In other words, once the geometry is
updated, a new TDDFT spectrum is calculated, and a
comparison is done in terms of overlap between the DFT/
KS wave functions of the new excited states with the DFT/KS
wave function of the excited state of the previous step, and the
excited state of the updated geometry is selected which has the
maximum overlap with the original excited state. The geometry
optimization method corresponds to a Broyden−Fletcher−
Goldfarb−Shanno (BFGS) algorithm.

3. RESULTS AND DISCUSSION
The catalytic conversion of ethylene to ethylene oxide
(ethylene partial oxidation or ethylene epoxidation, EtOx)77

is an important reaction in the petrochemical industry because
of the numerous uses of ethylene epoxide as an intermediate
chemical. Alumina-supported silver nanoparticles of a few tens
nanometer in size are typically used in the industrial
context,78,79 but the reaction can be conducted efficiently
also over subnanometer cluster catalysts, as in our previous
studies on Ag3 cluster catalysts supported on the MgO(100)
regular surface.39,40,80 As discussed in detail in section 2, here
we focus exclusively on the rate-determining step of the EtOx
mechanism on Ag3(CO3)(C2H4), i.e., the step: “Ag3(CO3)-
(C2H4)2(O) → Ag3(CO3)(C2H4) + C2H4O” (the barriers for
the other steps being sufficiently low that the population of the
corresponding intermediates can be considered as negligible)
and we modify the catalyst of our original study39 in two
different ways, studying (i) Ag3(HCO3)(C2H4)2(O) and (ii)
Ag3(CO2F)(C2H4)2(O) aggregates supported on the regular
MgO(100) surface, and possibly how they might realize the
conclusive catalytic step and evolve the C2H4O molecule as a
photoassisted process. Moreover, since this “Ag3(XCOx)-
(C2H4)2(O) → Ag3(XCOx)(C2H4) + C2H4O” step can
actually be realized either as a single-step process or as a
two-step process in which (1) the aggregate first rearranges to
an oxametallocycle species to allow for oxygen-adatom
migration from one C2H4 to the other, followed by (2) the
detachment of the C2H4O epoxide molecule and its evolution
into the gas phase, in the case of Ag3(CO2F)(C2H4)2(O) we
calculated both the initial configuration and its isomeric
oxametallocycle variant with the migrated O-adatom. In Figure
1 we then depict the initial Ag3(HCO3)(C2H4)2(O) isomer,
Figure 1a, the initial Ag3(CO2F)(C2H4)2(O) isomer, Figure
1b, and the Ag3(CO2F)(C2H4)2(O) isomer intermediate
between the initial configuration and the epoxide evolution,
Figure 1c. The reaction energies for the Ag3(CO2F)-
(C2H4)2(O) case are similar to the original Ag3(CO3)-
(C2H4)2(O) case,

39,40 with the oxygen-migrating isomerization
and the epoxide evolution costing 0.09 and 0.69 eV,
respectively, using the CP2K code, whereas in the
Ag3(HCO3)(C2H4)2(O) case the protonation of the carbonate
increases the energy of the oxygen-migrating step to 0.16 eV:
this is why we considered the oxygen-migrating isomer only for
the more favorable fluorinated complex. Despite these
limitations, the systems here investigated can be considered
good tests of an overall strategy to the photochemistry of
heterogeneous ultrananocatalysts.
The optical absorption spectra of the Ag3(HCO3)-

(C2H4)2(O), Figure 1a, and Ag3(CO2F)(C2H4)2(O), Figure
1b, initial isomers are reported in Figure 2a,b, respectively.
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In this work, we are interested to identify links between the
characteristics of a given excited state and the photochemical
reaction path its excitation gives rise to. Knowledge of such
links would allow one to promote selectively a specific reaction
by changing the energy of the light employed in the
photoexcitation. We now therefore focus on the analysis
tools available to identify these links.
Since ethylene oxidation is the reaction of interest, we

started with the analysis of the C−O fragment, and in
particular of its σ*-antibonding molecular orbital, to verify if
there were excitations populating such antibonding orbitals
and thus promoting an undesired cleavage of the C−O bond.
From an analysis of the DFT ground state orbitals, we found
that such σ* antibonding orbitals lie very high in energy (even
beyond the ionization limit) and are therefore not accessible
with UV−vis photoexcitation, so that we can safely ignore
them.
An interesting and potentially reactive possibility instead

corresponds to promote electrons into virtual orbitals with
Ag−O antibonding character: in this way one could expect the
structural relaxation following the electron excitation to go in
the direction of a weaker interaction between the metal cluster
and the oxygen adatom, therefore making the interaction of the
latter with the ethylene molecules stronger and hence favoring
the desired C2H4O-evolution reaction mechanism. With this
idea in mind, as a first step, we identified the molecular orbitals
(MO) with antibonding character between the oxygen atom

involved in the ethylene oxidation (labeled as O1 in Figure 1)
and the two Ag atoms directly bonded to it, labeled Ag1 and
Ag2 in Figure 1. This analysis can be easily performed using
the overlap population analysis of the density of states (OP-
DOS)81 as reported in Figures S4 and S5 for the structures
containing HCO3 and CO2F moieties, respectively. In the OP-
DOS analysis plots, bonding and antibonding orbitals are
characterized by positive and negative signs, respectively. For
the HCO3

− system, we find Ag1−O1 and Ag2−O1
antibonding interactions corresponding to the LUMO+2 and
LUMO+3 orbitals, respectively. The model with the CO2F
fragment instead exhibits Ag1−O1 and Ag2−O1 antibonding
interactions corresponding to the LUMO orbital for both
Ag1−O1 and Ag2−O1. Schematic contour plots of the
corresponding virtual MOs are reported in Figure 3, and as

expected from the OP-DOS analysis, these MOs are all
localized mainly on the Ag3 cluster fragment or very close to it
and also display several nodal surfaces confirming their
antibonding character. The following step consists in analyzing
the photoabsorption spectra at the ground state geometry,
reported in Figure 2 for both HCO3 and CO2F models, to find
excitations corresponding to populating the Ag−O antibond-
ing orbitals thus singled out. For HCO3, we could identify two
excitations (excited state nos. 8 and 21) which correspond to
populating the LUMO+2 and LUMO+3 orbitals as suggested
by the OP-DOS analysis. These excitations have been
highlighted with red vertical bars in Figure 2. Interestingly,
the situation is completely different for the CO2F model: for
this system, all the excitation peaks in the optical region below
3 eV have a strong component onto the LUMO, with the only
exceptions of the excited state no. 6 at 2.72 eV and the excited
state no. 9 at 2.83 eV. So while for HCO3 only excitation nos. 8
and 21 seem promising, for CO2F there are many excitations
with a potential photochemical effect. For this reason, also
considering that this field is still largely unexplored so that we
do not have previous experience to guide simplifications, we
found it interesting to do a systematic study of the structural
relaxation of all excited states of the Ag3(CO2F)(C2H4)2(O)
aggregate, and also for the Ag3(HCO3)(C2H4)2(O) aggregate
we did not focus exclusively on the most promising excitations.
In practice, starting from the optimized geometry of the
ground state, we conducted a geometry optimization for each
excited state in the optical spectrum of Ag3(CO2F)-
(C2H4)2(O), while for Ag3(HCO3)(C2H4)2(O) we conducted
a more limited search.
Figure 4 shows typical photoproducts coming out of our

geometry relaxations. Starting the description of the results
with the HCO3 model, we found that the structural relaxation

Figure 2. Photoabsorption spectrum of (a) Ag3(HCO3)(C2H4)2(O)
(b) Ag3(CO2F)(C2H4)2(O) simulated at the TDDFT level at the
geometry of the respective electronic ground states. In part a,
excitation nos. 8 and 21 are highlighted with red vertical bars and
discussed in detail in the text.

Figure 3. Molecular orbitals of the clusters Ag3(HCO3)(C2H4)2(O)
and Ag3(CO2F)(C2H4)2(O) involved in the photoexcitation
excitations involving Ag1−O1 and Ag2−O1 bonds.
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following the excitation no. 8 brings to the detachment of the
HCO3

− fragment from the Ag3 cluster (see Figure 4a).
Although this product is not interesting from a catalytic point
of view, it demonstrates that the computational protocol is able
to follow a reaction path after photoabsorption. Going to the
higher excited state no. 21, we find that relaxation instead
promotes the detachment of an ethylene molecule (Figure 4b).
Also in this case the photoreaction product is not the desired
one; however, again a chemical reaction is observed as a
consequence of photoinduced relaxation effects. To explore in
a more systematic way the geometry optimization of the
excited states, we have investigated all the excited states up to
the no. 12. In Table S1 we report, for each optimization, the
optimized Ag1−O1 and Ag2−O1 distances as well as the final
energy difference (relaxation + excitation) with respect to the
optimized ground state, which corresponds to the energy fed
into the system, i.e., the part of the photon energy which is
stored as chemical energy and not dissipated in phononic

terms. Interestingly, we find that, while most excited-state
relaxations fall back onto a geometry similar to the ground
state, there is another excited state (the no. 6) which lead to
HCO3 decomposition. Also, it can be noted that for excited
state nos. 6 and 21. we find an elongation of Ag1−O1 and
Ag2−O1 distances, in agreement with the antibonding
character of the populated orbitals. This confirms that a
correlation can be found between the character of the excited
state and the ensuing relaxation path. Naturally, the
“specificity” of such a correlation will depend on the chemical
system under investigation, and it will be important to search
for systems that exhibit enhanced correlations and photo-
catalytic yields. A more detailed structural description of the
excitation process for Ag3(HCO3)(C2H4)2(O) is reported in
Figure 5 for the optimized excited state nos. 8 and 21 (the
MgO support is not shown for the sake of clarity). Their
energies are reported in Table S3. Interestingly, the structural
relaxation involves Ag−Ag distances as well as the Ag−
O(C2H4) distance, while Ag−C, C−C, and C−O distances
show very small differences. In Figure 5, we also report the
optimization path, i.e., the energy as a function of the
optimization cycle. Occasional jumps are evident: this happens
since the optimization procedure must follow the state
maximizing the overlap between two successive optimization
geometry. When the order of the state changes during the
optimization, the algorithm switches to the new order
following the requested state maximizing the overlap between
states of two successive optimization geometry, and this
reflects in the “jumps” observed occasionally during the
optimization. Toward the end of the optimization some
“ripples” are evident, due to the fact that the HCO3

− fragment
is basically detached from the silver cluster and is relaxing with
very shallow minima over the MgO surface.
In passing, we recall from a previous analysis24 that in view

of controlling and exploiting the interaction between the
excitations of the aggregate and those of the support, of
possible importance in photocatalysis,29−36 it is interesting to
catalogue the excited states of the aggregate in terms of their
transition dipole moment, distinguishing those with a moment
parallel and perpendicular to the oxide surface. In Tables S3
and S4 and Figure S6, we therefore report for reference the
parallel and perpendicular components of the excitation dipole
moments. It can be noted that the perpendicular component is
not dominant in this case, being always smaller or at least not
greater than the parallel one, due to the elongated arrangement
of these ligand/cluster complexes. However, significant
differences are present: for example, the ratio between
perpendicular to parallel component differs by a factor of 2
between excited state nos. 8 and 21, with the latter exhibiting a
more pronounced perpendicular character.
Considering now the compound containing the CO2F

fragment, here, in contrast with the HCO3 case, it is difficult to
preselect a set of promising excitations, since the same virtual
orbital (LUMO) is the leading component in most of the
excitations in the optical region, as discussed above. Therefore,
we have conducted a complete series of optimization of excited
states in the optical region (and we report in Table S2 the
corresponding distances). Moreover, here we also tried two
further variants, as discussed below.
First, we note that five excited states among the first 12

lowest-energy ones (excited state nos. 1, 2, 4, 6, 9) lead to
dissociation or decomposition of the CO2F fragment. As a
typical example, the result of the relaxation of the first excited

Figure 4. Schematic depiction of photoproducts obtained from the
geometry optimizations of the excited states. Ag3HCO3(Et)2O//
MgO(100): (a) excited state no. 8 and (b) excited state no. 21.
Ag3CO2F(Et)2O//MgO(100): (c) excited state no. 1 and (d) excited
state no. 1 of the intermediate structure (Figure 1c). (e) Excited state
no. 3 and (f) excited state no. 1 starting from geometry optimized for
state no. 3. The initial structures (reactant) have been considered,
except for the cases in Figure 4d,f in which intermediate species have
been considered.
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state (no. 1) is reported in Figure 4c, where the decomposition
of the CO2F fragment into a CO2 fragment (an eventually
evolving CO2 molecule) and a F− anion supported onto
MgO(100) can be clearly appreciated.
A more detailed structural description of the excitation

process for Ag3(CO2F)(C2H4)2(O) is reported in Figure S7
for the optimized excited state nos. 1 and 2 (the MgO support
is again not shown for the sake of clarity). Their energies are
reported in Table S4. For these clusters, the structural
differences are smaller than in the previous case with the
HCO3 group. The optimization paths are more regular toward
the end of the optimization, but at the beginning the second
state displays big jumps. For Ag3(CO2F)(C2H4)2(O), we also
tried two further possibilities.
First, we optimized the lowest excited state of the

intermediate structure instead of the lowest excited state of
the initial structure of Ag3(CO2F)(C2H4)2(O), i.e., the isomer
shown in Figure 1c. As shown in Figure 4d, also in this case a

CO2F decomposition is observed as an outcome of this
relaxation rather than epoxide evolution.
Then we considered a further possibility. The pictorial

illustration in Figure 4e corresponds to the optimization of
excited state no. 3, and in this case photoexcitation does not
bring any significant reaction, only a slight structural
rearrangement, with a shortening of the Ag1−O1 bond and
a lengthening of the Ag2−O1 one. Nonetheless, we thought
this could be a good case in which to test what can happen
when the final geometry coming out from an excited state-
relaxation is long-lived enough to sustain a successive
photoexcitation. Note that to this purpose, we have chosen
the final geometry of excited state no. 3 since it preserves the
integrity of the CO2F fragment, while relaxation of both
excited state nos. 1 and 2 lead to CO2F detachment or
decomposition. Starting from the relaxed geometry of excited
state no. 3 (Figure 4e), we have performed a TDDFT
simulation of the optical spectrum at this geometry and then
have optimized the lowest-energy excited state no. 1 of this

Figure 5. Schematic depiction of photoproducts obtained from the geometry optimizations of excited states of Ag3HCO3(Et)2O//MgO(100):
excited state no. 8 (upper panels) and excited state no. 21 (lower panel). Structural details are shown on the left, and the optimization path is
shown on the right.
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aggregate, thus producing a final geometry as illustrated in
Figure 4f. As can be seen from Figure 4f and also from Table
S2 (see row SS3_SS1 to be compared with row SS1 in the
same table), the final result of this optimization is similar (in
terms of both distances as well as energies) to the simple
relaxation of the first excited state, so the net result of this test
is that in this case the excitation of the lowest-energy state at
the relaxed geometry of a higher excited-state (no. 3) “brings
the system back” and is essentially the same as exciting directly
the lowest-energy excitation from the ground-state geometry.
To conclude this discussion, we trace back the present

findings to experimental observations. As discussed in section
2, carbonate and bicarbonate functional groups have been
shown to play an important role in general in the catalytic
oxidation of organic species over Ag, Au, Pd, and Pt catalysts,
supporting our choice of investigated systems.
On Au, Pd, and Pt systems as COox catalysts, carbonates

have been shown to have a poisoning effect, rather than being
reactive intermediates.44−55 However, according to our
previous theoretical modeling, this does not occur on
Ag3(CO3)/MgO(100) complexes, which are catalytically active
with reasonably low energy barriers in COox and also (after
addition of an ethylene molecule) in EtOx. In this connection,
we note that, with respect to the literature systems, our
investigated systems are made of subnanometer (different size)
and silver (different catalyst) clusters,7,39−42 and we can also
recall as a crucial observation that, whereas the catalytic activity
of Pt10/a-Al2O3 clusters in COox is sensitive to the generation
of carbonate ligands,55 similarly sized Ag9Pt2−3/a-Al2O3

clusters do not suffer from this phenomenon,82 suggesting
that Ag systems, in particular subnanometer ones, may be less
prone to carbonate poisoning.
Under hydrous COox conditions, carbonate invariably

converts to some degree into bicarbonates, which are assumed
to be labile and decompose, thus hindering the carbonate
poisoning effect. In contrast with this picture, in the present
work we found that bicarbonates per se can actually be stable,
and their decomposition may not be so easy, unless promoted
by optical excitation. The discrepancy between previous work
and the present study can be therefore reconciled noting that
the literature experimental studies were all conducted under
normal light irradiation: on the basis of the present findings,
we expect that bicarbonates form from carbonates under
hydrous conditions and are stable per se, but their
decomposition can be caused by optical absorption and it
could therefore be avoided working under dark conditions. In
this connection, it can also be recalled as an important
observation that bicarbonates have been proposed to play an
important role also in the reverse process to COox, the
reduction reaction of carbon dioxide (CO2RR), as discussed in
section 2.56−60 This role of bicarbonate intermediates is a
strong point in favor of their possessing some stability: if they
were at very high energy, their presence would be too labile to
play any catalytically relevant role.
In conclusion, the present work points to the possible

“optical frailty” of complexes involving bicarbonate species.
Optical degradation has been recently demonstrated for other
ultrananomaterials,83 and an analogy with the present work
might be conducted. This “optical frailty” might also be a weak
feature of subnanometer catalytic complexes and appears as an
important topic for future research.

4. CONCLUSIONS

In the present work, we have developed and tested an
approach for investigating the photochemistry of subnanom-
eter (or ultranano) oxide-supported metal clusters. The
proposed protocol consists in designing a realistic model of
the catalytic system, comprising the metal cluster and a shell of
adsorbates (either reactants or intermediates or products) and
in which the oxide support is described by a small number of
explicit, QM-treated ions augmented by a large array of point
charges to model the Madelung potential of the environment.
While the support is kept frozen, all the remaining atoms are
free to relax. Photochemistry is then studied by TDDFT
relaxation of each relevant excited state. The excited states
most promising for photochemistry are selected by first
inspecting overlap population of density of states (OP-DOS)
plots81 to single out which molecular orbitals (MOs) have a
proper bonding or antibonding character which can be
expected to produce the desired photochemical process. The
orbitals identified via OP-DOS are then searched as
components of the excited states as derived from TDDFT
simulations at the ground-state equilibrium geometry. Finally,
the excited states with the proper MOs as main components
are subjected to full geometry relaxation. The computational
effort entailed by the present approach is affordable according
to current standards, with a typical excited-state optimization
requiring about 36 h of elapsed time using 12 cores of a
ProLiant DL580 Gen10 HP server equipped with Intel Xeon
Gold 6140 CPU @ 2.30 GHz. The present protocol is thus
able to treat accurately realistic systems with a feasible
computational effort.
In the present study, we focused on two examples which,

based on previous work,39,40 correspond to plausible
intermediates derived from initial structures of the rate-
determining step in the ethylene partial oxidation by Ag3
species supported on the MgO(100) surface: the Ag3(HCO3)-
(C2H4)2(O) and Ag3(CO2F)(C2H4)2(O) aggregates and are
intended as realistic tests of an overall strategy to the
photochemistry of heterogeneous ultrananocatalysts. The
OP-DOS between the oxygen atom which participates in the
oxidation reaction and the Ag atoms were selected as
descriptors to single out which MOs and hence which excited
states are more promising in terms of possible photoinduced
reactions. The results demonstrated the capability of the
present approach to simulate reactive paths following photo-
excitation, thus providing the tools for a line of research
potentially of great interest, although in the present case we
found that such paths mainly resulted in the detachment of
HCO3

−, CO2F
−, or ethylene groups or the decomposition of

the CO2F
− ligand into an adsorbed F− anion and a CO2

molecule, pointing to a possible “optical frailty” of ultra-
nanocatalysts upon photoexcitation. Nevertheless, a correlation
was found between reaction paths and the nature of the excited
states, thus suggesting that these correlations exist and can be
equally or even more pronounced for other systems, so as to be
useful in the design of active photocatalytic systems.
In terms of perspectives, further applications to systems with

“real” photocatalytic activity will be needed to tune the present
protocol. In particular, we have preliminarily tested with
success the application of the method to open-shell systems
employing an unrestricted spin-polarized scheme, an essential
step to use the method in many catalytically relevant cases.
Also, the use of analysis tools more general than OP-DOS such
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as individual component map of oscillatory strength (ICM-
OS) plots84 and perhaps the extension to chiral systems using
individual component map of oscillatory strength (ICM-RS)
plots85 could also be useful in realistic cases. Naturally, the
accuracy of the approach is a potential issue and, to increase it,
the use of hybrid DFT exchange-correlation functionals should
be considered. This however seems feasible especially if helped
by implementing simplified but computationally efficient
schemes.86 A final more delicate issue corresponds to a well-
known still open problem in photochemistry, i.e., the fact that
the procedure to follow a given excited state may fail in the
presence of a very congested potential energy surface, for
example, in the presence of conical intersections or avoided
crossings.
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Figure S1  Pictorial illustration of the steps leading to the formation of the Ag3(CO3)/MgO(100) 
ligand/cluster/support catalytic complex under COox conditions starting from the bare 
Ag3(CO3)/MgO(100) complex, as discussed in Ref. [Negreiros, F. R.; Aprà, E.; Barcaro, G.; Sementa, 
L.; Vajda, S.; Fortunelli, A. A first principles theoretical approach to heterogeneous nanocatalysis 
Nanoscale, 2012, 4, 1208-1219, DOI: 10.1039/C1NR11051A].



S3

Figure S2 Pictorial illustration of the EtOx catalytic cycle of the Ag3(CO3)(C2H4)/MgO(100) 
ligand/cluster/support catalytic complex, as discussed in Ref. [Sementa, L.; Barcaro, G.; Negreiros, 
F. R.; Fortunelli, A. Ligand/cluster/support catalytic complexes in heterogeneous ultrananocatalysis: 
NO oxidation on Ag3/MgO(100). Phys. Chem. Chem. Phys. 2014, 16, 26570-26577, DOI: 
10.1039/c4cp02135e].
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Figure S3 Top view (upper panel) and lateral view (lower panel) of the model for the MgO support. 
‘Real’ atoms are indicated with larger spheres, small spheres indicates the arrays of point charges 
employed to reproduce the Madelung potential.
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Table S1. Optimized Ag1-O1 and Ag2-O1 distances and relative energies with respect to optimized Ground-

State (GS) for the Ag3(HCO3)(C2H4)2(O) complex.

d(Ag1-O1) Å d(Ag2-O1) Å E (eV)

GS 2.290 2.136 0.000

SS1 2.227 2.307 1.264

SS2 2.213 2.314 1.729

SS3 2.205 2.263 1.992

SS4 2.216 2.308 1.939

SS5 2.206 2.320 2.120

SS6* 2.162 2.235 1.463

SS7 2.207 2.311 2.209

SS8* 2.421 2.136 2.807

SS9 2.205 2.338 2.347

SS10 2.213 2.309 2.385

SS11 2.202 2.313 2.470

SS12 2.209 2.333 2.482

SS21** 2.159 2.356 2.837

* the HCO3 fragment dissociates/decomposes during optimization

** the C2H4 fragment dissociates during optimization

Legend: GS initial optimized ground state, SS1 optimized excited state (Singlet-Singlet n. 1)
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Table S2. Optimized Ag1-O1 and Ag2-O1 distances and relative energies with respect to optimized Ground-

State (GS) for the Ag3(CO2F)(C2H4)2(O) complex.

d(Ag1-O1) Å d(Ag2-O1) Å E (eV)

GS 2.252 2.130 0.000

INT 3.527 2.047 0.233

SS1* 2.150 2.314 1.339

SS2* 2.152 2.362 1.645

SS3 2.188 2.224 2.130

SS4* 2.150 2.381 1.983

SS5 2.177 2.352 2.360

SS6* 2.126 2.262 1.403

SS7 2.167 2.389 2.293

SS8 2.168 2.341 2.309

SS9* 2.126 2.276 1.381

SS10 2.167 2.343 2.473

SS11 2.189 2.306 2.542

SS12 2.174 2.340 2.582

SS3_SS1* 2.125 2.331 1.371

INT_SS1 3.493 2.068 1.558

* the FCO2 fragment dissociates/decomposes during optimization

Legend: GS initial optimized ground state, INT optimized intermediate, SS1 optimized excited state 
(Singlet-Singlet n. 1), SS3_SS1 optimized excited state n. 1 calculated from SS3 optimized 
geometry, INT_SS1 optimized excited state n. 1 calculated from INT optimized geometry.
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Table S3. Excitation Energy (E), oscillator strength (f), electric dipole transition moments according to their 

parallel or perpendicular component relative to the MgO surface for the Ag3(HCO3)(C2H4)2(O) complex

n E (eV) f (Dx
2+Dy

2)1/2 |Dz|

1 2.0193 4.13E-04 6.00E-02 6.90E-02
2 2.3024 1.04E-03 1.10E-01 7.96E-02
3 2.3646 9.47E-03 3.35E-01 2.26E-01
4 2.4599 4.35E-04 3.06E-02 7.92E-02
5 2.5302 1.60E-03 1.60E-01 4.85E-03
6 2.5663 2.42E-03 9.44E-02 1.72E-01
7 2.6903 6.18E-04 4.48E-02 8.59E-02
8 2.7145 4.26E-03 2.46E-01 5.99E-02
9 2.729 3.67E-03 1.79E-01 1.51E-01

10 2.7485 2.45E-03 1.69E-01 8.96E-02
11 2.7859 2.36E-03 1.43E-01 1.18E-01
12 2.8535 1.25E-03 8.17E-02 1.06E-01
13 2.8784 1.42E-04 3.35E-02 2.99E-02
14 2.9078 2.86E-03 1.92E-01 5.69E-02
15 2.9142 6.95E-03 2.96E-01 9.85E-02
16 2.9249 8.62E-03 3.00E-01 1.73E-01
17 2.9931 3.62E-03 2.12E-01 6.52E-02
18 3.0154 1.87E-04 4.97E-02 7.62E-03
19 3.025 8.18E-05 2.95E-02 1.53E-02
20 3.0365 2.67E-04 5.98E-02 1.13E-03
21 3.0637 1.21E-03 1.11E-01 6.17E-02
22 3.0756 2.94E-04 5.86E-02 2.15E-02
23 3.0952 4.15E-04 7.36E-02 7.71E-03
24 3.1351 2.32E-03 1.36E-01 1.08E-01
25 3.1618 1.64E-03 1.34E-01 5.64E-02
26 3.1775 2.49E-03 1.78E-01 1.86E-02
27 3.2198 1.07E-03 1.08E-01 4.21E-02
28 3.2331 4.45E-04 7.49E-02 1.72E-03
29 3.2532 3.89E-03 1.20E-01 1.86E-01
30 3.2569 1.01E-03 9.96E-02 5.20E-02
31 3.2789 2.27E-03 1.04E-01 1.33E-01
32 3.3069 1.31E-03 9.98E-02 7.86E-02
33 3.3424 2.46E-03 1.64E-01 5.62E-02
34 3.3475 9.84E-04 1.09E-01 6.49E-03
35 3.3522 1.96E-03 1.53E-01 2.44E-02
36 3.3547 2.21E-03 8.19E-02 1.42E-01
37 3.3869 7.97E-04 9.09E-02 3.67E-02
38 3.3936 1.34E-03 1.27E-01 1.09E-02
39 3.4188 1.16E-03 8.17E-02 8.47E-02
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40 3.4399 9.74E-03 2.24E-01 2.56E-01
41 3.4507 3.85E-03 1.72E-01 1.26E-01
42 3.4584 1.22E-03 1.20E-01 4.33E-03
43 3.4685 1.65E-02 2.35E-01 3.72E-01
44 3.481 3.32E-04 5.25E-02 3.38E-02
45 3.4909 7.15E-03 2.19E-01 1.88E-01
46 3.5014 2.80E-03 5.85E-02 1.71E-01
47 3.5108 1.34E-02 3.79E-01 1.07E-01
48 3.5526 1.72E-03 1.36E-01 3.54E-02
49 3.5566 3.59E-03 1.61E-01 1.24E-01
50 3.5596 8.00E-04 2.76E-02 9.17E-02
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Table S4. Excitation Energy (E), oscillator strength (f), electric dipole transition moments according to their 

parallel or perpendicular component relative to the MgO surface for the Ag3(CO2F)(C2H4)2(O) complex

n E (eV) f (Dx
2+Dy

2)1/2 |Dz|

1 2.2728 5.43E-04 6.72E-02 7.24E-02

2 2.4566 1.76E-03 1.39E-01 9.94E-02

3 2.5288 1.02E-02 3.43E-01 2.16E-01

4 2.5967 1.76E-04 1.74E-02 4.96E-02

5 2.705 1.67E-03 1.56E-01 2.74E-02

6 2.7252 5.92E-03 2.60E-01 1.45E-01

7 2.7765 9.66E-04 1.13E-01 3.78E-02

8 2.7994 1.10E-03 1.19E-01 4.28E-02

9 2.8297 5.64E-03 2.84E-01 2.66E-02

10 2.8944 2.12E-03 1.61E-01 6.36E-02

11 2.9091 6.63E-04 5.47E-02 7.94E-02

12 2.9481 2.92E-03 1.55E-01 1.29E-01

13 2.9543 5.21E-03 2.62E-01 5.87E-02

14 2.9626 2.15E-04 5.09E-02 1.93E-02

15 3.0632 8.88E-03 2.99E-01 1.70E-01

16 3.0786 2.95E-03 8.00E-02 1.81E-01

17 3.0859 3.98E-04 6.62E-02 2.96E-02

18 3.0946 3.00E-03 1.71E-01 1.02E-01

19 3.1419 2.03E-03 1.54E-01 5.12E-02

20 3.1637 7.44E-04 9.51E-02 2.37E-02

21 3.1802 2.86E-04 5.73E-02 1.98E-02

22 3.1942 3.22E-04 5.39E-02 3.47E-02

23 3.2101 1.18E-03 1.21E-01 1.84E-02
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24 3.2252 2.16E-03 1.57E-01 5.04E-02

25 3.2662 9.12E-05 2.94E-02 1.66E-02

26 3.271 1.76E-03 1.48E-01 1.11E-02

27 3.2894 8.40E-04 9.59E-02 3.51E-02

28 3.2957 3.46E-04 2.99E-02 5.83E-02

29 3.303 1.05E-03 1.09E-01 3.36E-02

30 3.3063 8.51E-04 5.17E-02 8.85E-02

31 3.3098 4.85E-03 1.21E-01 2.12E-01

32 3.35 1.09E-02 2.65E-01 2.50E-01

33 3.3747 4.43E-03 1.72E-01 1.55E-01

34 3.3843 3.51E-03 1.61E-01 1.29E-01

35 3.3916 4.64E-03 2.17E-01 9.29E-02

36 3.3958 2.90E-04 5.49E-02 2.17E-02

37 3.4014 3.60E-03 2.06E-01 2.61E-02

38 3.4112 5.12E-04 6.67E-02 4.09E-02

39 3.417 1.96E-03 1.18E-01 9.71E-02

40 3.4298 3.48E-03 1.88E-01 7.70E-02

41 3.4515 5.41E-04 7.99E-02 3.47E-03

42 3.4828 2.75E-04 5.67E-02 4.04E-03

43 3.4835 2.68E-03 1.70E-01 5.02E-02

44 3.4896 1.60E-03 6.03E-02 1.23E-01

45 3.4979 5.50E-03 2.53E-01 3.42E-03

46 3.5049 4.34E-04 2.58E-02 6.63E-02

47 3.5064 1.57E-03 1.13E-01 7.38E-02

48 3.5244 2.79E-03 6.77E-02 1.67E-01

49 3.5579 1.86E-03 1.45E-01 1.39E-02

50 3.5741 2.11E-03 1.17E-01 1.02E-01
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4.2.2 Revealing the electronic properties of the BB bond: the bis-catecholato di-
boron molecule

In this work, the electronic properties of a diboron molecule, that is, (2-(1,3,2-benzodioxaborol-
2-yl)-1,3,2-benzodioxaborole) (B2Cat2) were studied by combining experimental XPS and NEX-
AFS spectra with the corresponding DFT calculations. All the experimental investigations
were carried out at the Elettra Syncrotron facility in Trieste by Prof. Albano Cossaro and
co-workers. More in detail, the B 1s, C 1s, and O 1s K-edges were investigated for both the
isolated gas-phase molecule and the molecule absorbed on the Au(111) surface. Theoretically,
both the total and polarized components were studied with the DFT-TP approach, where
half an electron is removed from the initial core orbital relaxing all the other ones until self-
consistency is reached. All the DFT-TP calculations, as well as TDDFT ones (see below), were
performed and analyzed by me.

A good agreement between experimental and calculated data was obtained, with the ex-
ception of the B K-edge gas-phase NEXAFS spectrum where significant discrepancies in terms
of intensity distribution are found. Such mismatches are still retained switching to TDDFT cal-
culations with different xc functionals. However, it was already demonstrated that the correct
reproduction of B 1s NEXAFS features requires the inclusion of static correlation effects that
go beyond those described in TDDFT with the coupling of singly-excited configurations. The
description of the B 1s spectral features was significantly improved by adopting the ∆SCF-
DFT procedure, which treat explicitly the relaxation changes among different excited-state
configurations. Furthermore, the comparison of gas-phase and absorbed results revealed that
the main features of the polarized NEXAFS spectra are not strongly affected by the presence
of the substrate, thus suggesting weak Au-B2Cat2 interactions.



This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 23517–23525 |  23517

Cite this: Phys. Chem. Chem. Phys.,

2021, 23, 23517

Revealing the electronic properties of the B–B
bond: the bis-catecholato diboron molecule†

D. Toffoli, a C. Grazioli, b M. Monti, a M. Stener, a R. Totani, c

R. Richter, d L. Schio, b G. Fronzoni *a and A. Cossaro *ab

The electronic properties of a diboron molecule, namely bis(catecholato)diboron (2-(1,3,2-benzo-

dioxaborol-2-yl)-1,3,2-benzodioxaborole) (B2Cat2), have been studied by comparing the results of

photoemission (XPS) and near edge X-ray absorption spectroscopy (NEXAFS) experiments with the

outcome of DFT calculations. The B 1s, C 1s and O 1s K-edges have been investigated for both

the isolated gas phase molecule and the adsorbed one on the Au(111) surface. The main features of the

polarized NEXAFS spectra at each of the three edges considered are not significantly affected by the

presence of the substrate, with respect to the isolated molecule, indicating that the molecule–gold

interaction is weak. Moreover, the comparison between the observed dichroism in the NEXAFS spectra

of the adsorbed B2Cat2 and that in the NEXAFS spectra of the isolated molecule has confirmed the

orbital symmetry assigned in the gas phase absorption spectra. The transitions to p(B–B) bonding and

p*(B–B) anti-bonding final states represent the most relevant probe of the chemistry of the B2Cat2
molecule. We show that their theoretical description requires that the treatment of the relaxation

changes among different excited state configurations, which we successfully implemented by using

DSCF-DFT (DSCF) calculations.

Introduction

Since the last two decades organo-boron chemistry has been
playing an emerging role in the development of novel green and
sustainable organic-based technologies.1–3 This promotes the
research of convenient synthetic routes for the production of
boron compounds. Among the investigated strategies, both
metal-catalyzed and metal-free synthetic processes involving
diboron(4) compounds as the reactants represent the most
promising tool for the synthesis of molecules containing B–C
bonds.4 The properties of the B–B bond of these molecules is
the key factor in the synthesis reactions. While being thermo-
dynamically stable,5 its Lewis acid character favors its activa-
tion upon interaction with bases.4,6 The resulting adducts are
precursors of the B–B bond cleavage for the formation of boron
compounds.7–11 Besides its employment in synthesis processes,
due to this strong affinity with bases, diboron(4) compounds
may be of potential interest as building blocks in the 2D
supramolecular assembly on surfaces as well. The introduction

of functionalities on surfaces allows tailoring of intermolecular
recognition processes and design of specific interaction
schemes.12–14 To our knowledge, and quite surprisingly, the
use of diboron molecules to this aim and, in general, the study
of the chemistry of the B–B bond on surfaces is mostly
unexplored yet. We have recently reported on the on-surface
synthesis of a 2D covalent framework supported by the Au(111)
surface, formed by a network of B–B bonded boroxine groups,15

which exhibits delocalized electronic states in the valence
band, likely due to hybridization of the outer electronic states
of the framework with the substrate. A proper description of
the electronic properties of diboron systems on surfaces is
mandatory for both exploring their use in synthesis processes
catalyzed by the surface and describing the functionalities of 2D
architectures theymay be part of bis(catecholato)diboron (2-(1,3,2-
benzodioxaborol-2-yl)-1,3,2-benzodioxaborole, B2Cat2 in the fol-
lowing) (see Fig. 1) is, together with bis(pinacolato)diboron,
among the most frequently adopted diboron precursors in the
synthesis of boronic compounds. It is a relatively simple mole-
cule we selected as a prototype of diboron species and we present
here a combined theoretical and experimental study of its
electronic properties by comparing photoemission (XPS) and
near edge X-ray absorption spectroscopy (NEXAFS) with DFT
calculations. Experiments have been performed both for the
isolated molecule in the gas phase and on a poorly reactive
surface like Au(111) to evidence dichroic effects in the
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absorption. Dichroic effects on the Au(111) surface have been
studied by measuring NEXAFS spectra in p-polarization (p-pol),
i.e. with the light electric field plane perpendicular to the metal
surface, and in s-polarization (s-pol), i.e. with the light electric
field plane parallel to the metal surface.

From a general perspective, the theoretical description of B
1s core excitations of boronic- and B–B containing systems is a
challenging task, as static correlation effects between different
excited states need to be taken into account.16 This can be
done using wave function based approaches, which becomes
however prohibitively expensive when the size of the system
increases, as in the case of the B2Cat2 molecule. Therefore, it is
necessary to search for an alternative, less expensive method to
calculate the B 1s core excited states. In the DSCF-DFT (DSCF)
method, based on the energy difference between two self-
consistent-field (SCF) calculations, the core excited state is
found by promoting an electron from the core orbital to one
of the unoccupied orbitals in the ground state. The MOs are
then re-optimized for each excited electron configuration and
a different set of MOs for each excited state is obtained.
Relaxation changes among different excited-state configurations
relative to the same core hole are therefore taken into account at
the DSCF level, while they are not considered at the DFT level
employing transition potential (TP) approximation17,18 (DFT-TP),
which employs the same fixed set of orbitals obtained from
a single TP calculation to describe the entire excited state
manifold.

We show here how the DSCF calculations better reproduce
the B K-edge NEXAFS experimental spectrum with respect to
both DFT-TP and time-dependent DFT (TDDFT). We give a
detailed description of the transitions corresponding to the
peaks of the NEXAFS O, B and C K-edges and to the geometry of
the related molecular orbitals.

Theoretical methods and
computational details

The ground-state equilibrium geometry of B2Cat2 was computed
at the density functional theory (DFT)19 level, employing the
hybrid B3LYP xc functional and a basis set of Slater-type orbitals
(STO) of triple-zeta quality (TZP) for all atoms. Calculations were

performed by using the Amsterdam Density Functional (ADF)
quantum chemistry code.20 The geometrical parameters (bond
lengths and bond angles) of the optimized geometry are pre-
sented in Fig. S1 and Table S1 of the ESI† and show a close
agreement with the experimental data derived from the crystallo-
graphic structure.21 The molecule is planar (D2h point group
symmetry) and the molecular plane corresponds to the xy plane
in the molecular frame, with the B–B bond along the x direction
(see Fig. 1).

The XPS and NEXAFS spectra at the B 1s, C 1s and O 1s edges
were computed at the DFT level employing the PW86xPerdew
(PW86) generalized gradient approximation (GGA) for the xc
functional22,23 as implemented in the ADF program.20,24

In order to accurately describe higher excitations close to the
ionization threshold, an even tempered Quadruple-Zeta basis set
with three polarization and three diffuse functions (designated
as ET-QZ3P-3DIFFUSE in the ADF database) has been employed
for the core-excited atom (B, C or O, respectively), while a TZP
(Triple Zeta + polarization) basis set was used for the remaining
atoms. In particular, a frozen core TZP.1s basis set has been
employed for the B, C and O non-excited atoms, to ensure the
correct localization of the half core hole.

For the XP spectrum simulation, the B 1s, O 1s and C 1s core
Ionization Potentials (IPs) have been calculated at the DSCF
Kohn–Sham level allowing a full relaxation of the ionized core
hole. The energy of each 1s�1 ionic state has been obtained
through a SCF unrestricted calculation. The relative intensity
among different primary lines is simply assumed to be propor-
tional to the number of equivalent atoms of the same type. This is
a good approximation since the XPS spectra were measured with a
photon energy well above the considered ionization thresholds.

The B, O and C K-edge NEXAFS spectra at each non-
equivalent atomic center have been computed with the DFT-
TP method in which half an electron is removed from the initial
core orbital and all the orbitals are relaxed until self-consistency
is obtained. Relaxation effects upon the core-hole formation are
usually adequately included in the DFT-TP approach.25 The
performance of the hybrid B3LYP potential26–28 has also been
tested considering the B 1s core excitation spectrum (see Fig. S5 of
the ESI†). No significant differences emerged from the compar-
ison between the PW86 and B3LYP calculated spectra.

For each of the three non-equivalent C sites of the B2Cat2
molecule (see Fig. 1), a separate computation of the C 1s
excitation spectrum has been performed and the total spectrum
has been obtained by summing up the partial contributions
weighted for the number of equivalent atoms.

Within the DFT-TP scheme, the excitation energies correspond
to the differences between the eigenvalues of the virtual orbitals
and the 1s core orbitals referred to the TP configuration:

DEi-f = eTPf � eTPi , (1)

while the transition intensities are expressed as oscillator
strengths fi-f. For a free molecule fi-f corresponds to

fi!f ¼
2

3
niDEi!f jTP

f

D ���l jTP
i

�� ����
���
2

(2)

Fig. 1 Chemical structure of B2Cat2. The labels indicate the nonequiva-
lent carbon atoms. The molecular plane corresponds to the xy plane, with
the direction of the B–B bond along the x axis.
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and involves matrix elements of the electric dipole operator
between initial and final TP MOs, where ni denotes the occupa-
tion number of the core orbital in the ground state. Since the
DFT-TP approach leads generally to a less attractive potential
and consequently the excitation energies are generally too
large, they have been shifted with respect to the DIP value
by an amount given by the energy difference eTP1s � DSCF(1s).
The energy of the DSCF 1s�1 ionic state corresponds to that
previously calculated for the XP spectra.

Due to the discrepancies between experiments and the
theoretical DFT-TP results of the B 1s NEXAFS spectrum, the
B 1s core excitations of the gas-phase B2Cat2 have been also
computed at the TDDFT level, which formally includes the
coupling between the single excited configurations, employing
different xc functionals with the ground state electron configu-
ration. The TDDFT computational details and the results are
reported in Section S4 of the ESI,† which show that no improve-
ment is obtained at the TDDFT level compared to the simpler
DFT-TP scheme.

To better describe electronic relaxation effects, the B 1s core
excitations and oscillator strengths have been also calculated
at the DSCF level employing the procedure described in the
following. In the DSCF method, the initial (Ci) and final (Cf) N-
electron wave functions entering the dipole matrix element
(computed in the length gauge of the dipole operator),

mi-f = hCf|m̂|Cii, (3)

are Slater determinants constructed from Kohn–Shammolecular
orbitals (MOs) obtained with the SCF procedure relative to
the ground state (GS) and excited state occupation numbers,
respectively. The GS MOs are obtained from a spin-restricted
calculation, while the excited-state MOs are calculated within
a spin polarized scheme with Na � Nb = 0, where Na and Nb

denote the numbers of spin-up and spin-down electrons,
respectively. In the specification of the occupation numbers,
we removed a b electron from the B 1s core. Singlet core-
excitation energies are obtained according to the spin-
purification formula.29 Since the two sets of MOs, {ji

m} and
{jf

l}, used to construct Ci and Cf, respectively, are non-
orthogonal, the N-electron matrix elements in eqn (3) are
evaluated with the general rules for non-orthogonal spin orbi-
tals derived by Löwdin.30 Denoting with Sfi the overlap matrix
between the two sets of occupied MOs, (Sfi)lm = hjf

l|j
i
mi, mi-f of

eqn (3) can be written as

Cf

� ��m̂ Cij i ¼
X
lm

jf
l

D ���m̂ ji
m

���
E
adj Sfi

� �
lm; (4)

in terms of dipole matrix elements between the two sets of MOs
and the adjugate of Sfi (i.e. the transpose of its cofactor matrix).
When hCf|Cii = det(Sfi) a 0, eqn (4) reduces to

Cf

� ��m̂ Cij i ¼ det Sfi

� �X
lm

jf
l

D ���m̂ ji
m

���
E

Sfi
�1

� �
lm: (5)

The origin independence of the transition matrix elements is
enforced by adding the dipole of the nuclear charges, weighted
by the overlap hCf|Cii. Results of a recent study31 indicate that

this correction gives results of accuracy comparable to that
obtained by enforcing exact orthogonality of Ci and Cf. In any
case, when exact orthogonality is not enforced by symmetry, we
checked that the overlap between the initial and final states is
rather small (B10�3 or smaller).

In order to compare the theoretical results with the NEXAFS
experimental measurements recorded for the B2Cat2 molecule
adsorbed on the Au(111) surface (in s- and p-polarization),
we have considered the molecule fixed in space and have
calculated the NEXAFS p- and s-pol intensities employing the
following formula for the oscillator strength:

fi!f ¼ 2DEi!f Cf

� ���e � �m Cij i
�� ��2 (6)

where Ci and Cf are the initial and final TP MOs in the DFT-TP
calculations and Slater determinants with the GS and excited
state occupation numbers, respectively, in the DSCF calculations.

The DSCF B 1s, C 1s and O 1s IPs are presented in the figure
of the corresponding NEXAFS spectrum and mark a separation
of the whole spectral region into two sub-regions with different
physical meanings. Only transitions that occur below the
ionization threshold IP can be accurately described by the
employed computational protocol. Above the IP only qualitative
information can be extracted since the electronic continuum
wave function cannot be properly described with standard basis
sets of quantum chemistry programs.

Results and discussion

In the first part of the discussion the experimental XPS and
NEXAFS spectra at the B 1s, O 1s and C 1s edges of the gas
phase B2Cat2 will be compared with the theoretical results in
order to achieve an assignment of the spectral features. In the
second part, the polarization dependent NEXAFS measure-
ments of the B2Cat2 adsorbed on the Au(111) surface will be
analysed with the support of the theoretical results obtained for
the fixed-in-space molecule. The experimental data have been
acquired at the Gas Phase beamline32 and at the ANCHOR-
SUNDYN endstation33 at the Elettra Synchrotron. Experimental
details are reported in the ESI.†

Gas phase results

B 1s, C 1s and O 1s photoelectron spectra. The experimental
XPS spectra of the B 1s, C 1s and O 1s core levels of B2Cat2
together with the calculated DSCF ionization potentials (IPs) for
the B, C and O atoms are reported in the ESI† (Fig. S2, S3 and
S4, respectively). Here we briefly comment on the main features
observed. The experimental XP spectrum of the B 1s core level
(Fig. S2, ESI†) shows a sharp intense peak at 196.89 eV which
is close to the main B 1s peak at 197.53 eV of gas-phase
catecholborane.34 The latter is the molecule whose structure
corresponds to half B2Cat2, with a terminal H bonded to the B
atom. The difference in the B 1s binding energy we reported has
therefore to be ascribed to the different chemical environment
given by the presence of the B–B bond. The two much weaker
structures here observed at 202.13 and 202.71 eV are attributed
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to satellite states of the B 1s core level like those at 200.77 and
203.25 eV of catecholborane. The many-body nature of these
structures cannot be described by the present computational
approach.

The C 1s photoelectron spectrum of B2Cat2 is presented in
Fig. S3 of the ESI† together with the calculated DSCF IPs of the
three nonequivalent carbon atoms of the molecule (C1, C2 and
C3, see Fig. 1). The two experimental peaks are assigned to the
C2, C3 sites (first peak at 290.49 eV) and to the C1 site (second
peak, at 291.94 eV); their energy splitting (1.45 eV) is a con-
sequence of the reduced shielding of the C1 site, which is
adjacent to the O atom, with respect to C2 and C3 sites.
Calculations provide a chemical shift of 131 meV between the
C2 and C3 sites with the lower binding energy associated to C3.
The experimental line shape shows a pronounced asymmetry,
detected also in catecholborane34 and attributed to vibrational
effects. The spectrum was fitted with a function of three skew
gaussians and the extracted peak positions are 291.95, 290.58
and 290.38 eV in accordance with the calculated IPs.

The O 1s photoelectron spectrum of B2Cat2 is shown in
Fig. S4 of the ESI.† The peak at 539.03 eV represents the IP of
the four equivalent oxygen atoms, as also indicated by the
calculated DSCF IP line. The second intense peak around
541 eV is due to the O 1s signal of CO2 that we dosed together
with B2Cat2 in order to have a known feature in the spectra to
properly calibrate the photon energy scale. Details about the
calibration references we used are reported in the ESI.†

B 1s, C 1s and O 1s NEXAFS spectra. The B K-edge NEXAFS
experimental spectrum is shown in Fig. 2 together with the
theoretical results relative to the DSCF and DFT-TP calcula-
tions. An intense lower energy peak (peak A at 191.362 eV)
dominates the experimental spectrum, followed by a weaker
double-peaked feature between 194 and 195 eV and by a poorly
structured signal towards a higher energy. The DFT-TP results
(lower panel of Fig. 2) show significant discrepancies with the
experiment; in particular, the calculations do not reproduce
correctly the intensity distribution between the first peak and
the feature around 195 eV for which the calculations over-
estimate the oscillator strengths for the transitions involved.
The inability of TDDFT to correctly describe the B 1s core
excitations emerges in the case of the B2Cat2 molecule, as
shown by the results presented in Fig. S6 of the ESI:† the
discrepancies with respect to the B 1s experimental spectrum
persist in terms of both energy separation and intensity dis-
tribution irrespective of the exchange–correlation functional
employed (LB94, B3LYP and CAM-B3LYP).

The origin of the incorrect intensity distribution calculated
at the DFT-TP level for the B 1s transitions has been already
discussed in previous studies on boronic acid derivatives.16,35

We demonstrated that to correctly reproduce the B 1s NEXAFS
spectrum one needs to include static correlation effects beyond
those described by the coupling of singly-excited configurations,
as in the TDDFT approach. In ref. 16 this was achieved by
performing ab initio Multi-Configuration Self-Consistent-Field
(MCSCF) calculations. We are led to assume that the inclusion
of residual static correlation effects plays an important role in

the description of the B 1s photoexcitation of B2Cat2, as also
evidenced by the shake-up structures of the XPS B 1s spectrum in
Fig. S2 (ESI;† see the ‘‘B 1s, C 1s and O 1s photoelectron spectra’’
section).

The effect of a more accurate treatment of relaxation, which
is the dominant electron correlation effect at play in core
excitation processes, is apparent from the comparison between
the B 1s experimental NEXAFS spectrum and the DSCF results,
presented in the upper panel of Fig. 2.

A significant improvement of the description of the experi-
mental spectrum is obtained compared to DFT-TP results, in
particular as concerns the intensity distribution among the
spectral features. The DSCF spectrum has been obtained by
calculating, for each dipole-allowed final symmetry, the first six
excitation energies and transition dipole moments. This choice
has been supported by the analysis of the DFT-TP results, which
allows the identification of the final MOs involved in the descrip-
tion of the main spectral features below the edge. The DSCF B 1s
core excitation energies and oscillator strengths are presented in
Table 1, together with the attribution of the spectral features and
the experimental data. The first calculated peak A arises from the
B 1s transition to the LUMO orbital (7b1) which has a predomi-
nant p(B–B) bonding character (out of plane (oop) B 2p atomic
components) with minor p*(B–O) antibonding contributions (the
3D plot of the 7b1 final MO is presented in Fig. S7 of the ESI†).

The two main transitions of feature C (at 194.95 and 195.31 eV)
involve final MOs with mainly valence p*(B–B) (out of plane)

Fig. 2 B K-edge gas phase NEXAFS spectrum of B2Cat2. Upper panel:
Comparison with the theoretical DSCF results; lower panel: comparison
with the theoretical DFT-TP results. The theoretical spectra have been
shifted by +0.45 eV (DSCF spectrum) and +0.17 eV (DFT-TP spectrum)
in order to match the first experimental peak. The stick spectra are
broadened by using a Gaussian line shape with FWHM = 0.5 eV. The
experimental B 1s IP (196.89 eV) is indicated with a vertical dashed line.
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antibonding character mixed with diffuse atomic components,
while MOs with p(B–B) (in plane) bonding character, mixed with
diffuse components, characterize the other two transitions at
194.78 and 195.03 eV (see Fig. S7 of the ESI†). The lower energy
tail of C, labelled B in Fig. 2, arises from two low intensity
transitions, one of diffuse nature (at 194.22 eV) and the other of
mainly p*(CQC) antibonding character (at 194.27 eV).

The analysis of the contributions to the transition dipole
moment (see eqn (4) and (5)) for the DSCF 9a1 (B 1s�1) - 7b1
transition reveals that the intensity is mainly contributed by the

jf
7b1

D ���m̂ ji
9a1

���
E
dipole matrix element between the initial 9a1 MO

of the GS and the 7b1 MO of the DSCF excited state. The value of
the cofactor, which multiplies the dipole integral, is close to
1 (0.918), and thus it does not influence the calculated intensity
of this transition. On this ground, the relatively large oscillator
strength computed for the DSCF 9a1 - 7b1 transition can be
related to the composition of the 7b1 final MO, notably the
significant participation of the B 2p atomic components, which
carries most of the dipole transition moment. Considering the
transitions of peak C, this kind of analysis still points out that
the intensity of each transition is dominated by the contri-
bution of the dipole matrix element between the initial 9a1 MO
(B 1s�1) of the GS and the final MO of the DSCF transition
considered.

Also the relative intensity of these transitions, compared to
the first peak, can be correlated to the atomic composition of
the final MO, in particular the B 2p/np atomic contributions,
which turn out to be reduced with respect to the final 7b1 MO of
the first transition.

The significant decrease of the oscillator strength obtained
at the DSCF level compared to the DFT-TP ones for the transi-
tions of peak C can be mainly ascribed to the decreased value
of the dipole integral of the corresponding transitions and
therefore to the relaxation changes among different excited
state configurations neglected in the DFT-TP approach, which
treats the relaxation effects in an average way. We underline
that the value of the cofactor multiplying the dominant dipole
integral of the transitions of peak C is lower (around 0.8) than
the one corresponding to the 9a1 (B 1s�1) - 7b1 transition and
the calculated intensity is further reduced compared to the
DFT-TP results.

The intensity distribution as well as the energy separation
between the p(B–B) bonding and the p*(B–B) anti-bonding final

states we described here represents a sensitive monitor of the
chemistry the molecule is involved in, recalling what we dis-
cussed in the introduction. The Lewis acid character of the
molecule is expected to be related to these orbitals, as they are
localized on the B atoms.

The gas phase experimental C K-edge NEXAFS spectrum of
B2Cat2 is shown in Fig. 3 together with the theoretical DFT-TP
results. The calculated excitation energies and oscillator
strengths are presented in Table 2, along with their assignment
to single-particle transitions. Two main experimental peaks
characterize the low energy region (around 285 and 287 eV,
respectively), while several less intense and broader structures
are present in going towards the ionization threshold. The
spectrum resembles the one measured for catecholborane,34

as expected due to the same chemical configuration for the
carbon atoms in the two cases.

The comparison with the theory points out a good agree-
ment for the groups of excited states which contribute to the
first structures (A, B and C, with C describing the higher energy
tail of the second experimental band). Conversely, a poorer
agreement is observed at a higher energy, in particular in the
energy region around 290 eV with an overestimation of the
intensity provided by the calculations. Indeed, the close

Table 1 B 1s DSCF excitation energies (eV) and oscillator strengths f of the main transitions of B2Cat2

Peak
DSCF
transitiona Eb (eV) f � 100c Assignment, main character of the final MO

A B 1s - 7b1 191.33 5.87 pout of plane(B–B) + p*(B–O)
B B 1s - 29a1 194.22 0.27 Rydberg (in plane AO components)

B 1s - 9b1 194.27 0.21 p*(C–C)
C B 1s - 23b2 194.78 0.52 Mixed valence pin plane(B–B)/Rydberg

B 1s - 10b1 194.95 1.15 Mixed valence p*out of plane (B–B)/Rydberg
B 1s - 24b2 195.03 0.79 Mixed valence pin plane(B–B)/Rydberg
B 1s - 11b1 195.31 1.25 Mixed valence p*out of plane (B–B)/Rydberg

a When the core hole is localized on the B site the molecular symmetry lowers from D2h to C2v and the molecular plane is yz with the B–B bond
along the z axis. b Calculated excitation energies shifted by 0.45 eV to match the first experimental peak. c Only calculated transitions with f � 100
Z 0.20 are reported.

Fig. 3 C K-edge gas phase NEXAFS spectra of B2Cat2. The DFT-TP
theoretical spectrum has been rigidly shifted by �0.37 eV on the experi-
mental energy scale. The main calculated structures are labelled with
capital letters. Colored solid lines represent the partial Ci contributions.
DSCF C 1s IPs (C1: 291.89 eV; C2: 290.58 eV; C3: 290.45 eV) are indicated
with vertical dashed lines. The stick spectrum is broadened by using a
Gaussian line shape with FWHM = 0.35 eV.
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proximity of the ionization region, above which the discretiza-
tion of the non-resonant continuum affects the calculations,
can explain the only qualitative description of the intensity
distribution around and above 290 eV. Nonetheless, the attri-
bution of the experimental features, which we will present in
the following, can still be considered with confidence.

Band A arises from transitions from the C2 and C3 sites of
the phenyl rings, namely the two C 1s - LUMO transitions,
which contribute to the main peak, and the two C 1s -

LUMO+1 transitions, which contribute to the higher energy tail
of peak A (see Table 2). The same transitions from the C1 site,
which is bonded to the O atom of the catechol moieties, are
shifted to higher energies and give rise to peak B. The energy
separation between the LUMO transitions of peaks A and B
(about 1.4 eV) reflects the shift of IPs between C2/C3 and C1
sites (1.37 eV), denoting a predominance of initial state effects
on these excitation energies. Both LUMO and LUMO+1 final
orbitals are localized on the phenyl ring and present a p*(C–C)
antibonding character with a minor contribution from the
p(B–B) bond between the B atoms connecting the two catechol
moieties (a plot of the LUMO orbital with the core hole
localized on the C2 site is presented in Fig. S8 of the ESI†).

The higher energy tail of peak B (denoted as C in Fig. 3) as
well as feature D and the lower energy shoulder (around
289.5 eV) of peak E are contributed by several low intensity
transitions towards final MOs of diffuse nature (see Table 2).
In the energy region of 289.5–291 eV the agreement between the
theory and experiment deteriorates, as previously commented:
the calculations provide two more intense peaks (E and F)
around the C 1s thresholds, while two broad features, slightly
shifted to lower energies, are present in the experiment. The
high intensity of E and F theoretical peaks mainly arises from
transitions towards final MOs with a p*(C–C) antibonding
character mixed with some diffuse components starting from
all the C sites (peak E) and from the C1 site (peak F). The O

K-edge NEXAFS experimental spectrum of gas phase B2Cat2 is
compared with the DFT-TP theoretical spectrum in Fig. 4. The
assignment of the main peaks in terms of the calculated excita-
tion energies and oscillator strengths is presented in Table 3.
The experimental spectrum shows two main features in the
energy range up to 536 eV, followed by a quite smooth signal of
increasing intensity towards the ionization threshold. The good
agreement between the calculated and measured spectra con-
firms the adequacy of the DFT-TP scheme to describe the core
excitations of the O 1s channel in the B2Cat2 molecule.

The stronger calculated transition at 534.34 eV gives rise to
peak A and involves the LUMO orbital which presents mainly a
p(B–B, out of plane) bonding character with a minor p*(B–O)
antibonding contribution (see Fig. S9 of the ESI†), similarly to
the LUMO orbital obtained from the DFT-TP calculation with
the core-hole localized on the B site.

Peak B mainly arises from the O 1s - LUMO+1 transition.
The LUMO+1 MO is strongly localized on the phenyl ring
(p*(CQC) character) with only a weak conjugation with the O
2pz components, consistent with the low intensity calculated
for this transition. Features C and D are characterized by
several low intensity transitions toward MOs of mainly diffuse
nature.

Table 2 DFT-TP C 1s excitation energies (eV) and oscillator strengths f of
B2Cat2

Peak Ea (eV) f b Site Assignment

A 285.36 10.81 C2 p*(C–C) + p(B–B) (LUMO)
285.46 9.49 C3 p*(C–C) + p(B–B) (LUMO)
285.92 3.79 C3 p*(C–C) + p(B–B) (LUMO+1)
286.30 1.30 C2

B 286.86 7.38 C1 p*(C–C) + p(B–B) (LUMO)
287.22 6.08 C1 p*(C–C) + p(B–B) (LUMO+1)

C 287.76 2.38 C3 Rydberg (in plane components)
288.12 1.51 C2

D 288.66 1.60 C2
E 289.23 1.47 C1

289.47 1.94 C1
289.89 2.57 C3 Mixed p*(C–C)/Rydberg
289.91 4.95 C2
290.08 1.45 C1 Rydberg (in plane components)
290.37 2.85 C1 Mixed p(B–B)/Rydberg (in plane

components)
F 290.82 3.21 C1 Mixed valence p*(C–C)/Rydberg

291.08 3.33 C1

a Calculated excitation energies shifted by �0.37 eV to match the first
experimental peak. b Only the main transitions contributing to the
theoretical features are presented.

Fig. 4 O K-edge gas phase NEXAFS spectra of B2Cat2. The DFT-TP
theoretical spectrum has been shifted by 0.10 eV in order to match the
first experimental peak. The main calculated structures are labelled with
capital letters. The DSCF O 1s IP (539.03 eV) is indicated with a vertical
dashed line. The stick spectrum is broadened by using a Gaussian line
shape with FWHM = 0.8 eV.

Table 3 DFT-TP O 1s excitation energies (eV) and oscillator strengths f of
B2Cat2

Peak Ea (eV) f � 100b Assignments

A 534.34 3.06 poop(B–B) + p*(B–O)
B 535.42 1.54 p*(CQC) + p*(CQO)
C 536.81 0.85 Rydberg (in plane components)

537.36 1.80
D 538.60 1.24 Mixed valence p*(B–B) + p*(B–O)/Rydberg

538.93 1.43 Rydberg (in plane components)

a Calculated excitation energies shifted by 0.10 eV to match the first
experimental peak. b Only the main transitions contributing to the
theoretical features are reported.
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It is worth noting that the transition at 538.60 eV (peak D)
involves a final orbital which is the antibonding counterpart
of the LUMO although several diffuse components are also
present. The energy separation between the transitions towards
the p(B–B) bonding and antibonding orbitals is about 4 eV,
a value very close to that found for the corresponding transi-
tions in the B 1s NEXAFS spectrum.

We underline the relatively low oscillator strengths provided
by the DFT-TP calculations for the O 1s transitions, which stem
from the small O 2p atomic contribution to the virtual orbitals
compared to the C and B atomic contributions. This is a sign of
the polarization of the C–O and B–O bonds and of the large
involvement of O 2p atomic components in the occupied MOs.

B2Cat2 on Au(111) NEXAFS results. The NEXAFS experi-
mental spectra of B2Cat2 on Au(111) have been recorded at
two different polarization angles of the electric field with
respect to the surface. p-pol and s-pol geometries refer to the
light polarization vector being normal and parallel to the sur-
face plane, respectively. The calculated p- and s-pol spectra are
relative to a gas-phase molecule oriented with the molecular
plane fixed in the xy plane of the molecular frame (see the
Theoretical methods and computational details section). All
B 1s, C 1s and O 1s spectra show a strong dichroism between
s-pol and p-pol spectra, with the transitions to p* orbitals
having a maximum intensity in p-pol. This indicates a flat
adsorption geometry for the B2Cat2 on the Au(111) surface.

The B 1s experimental and calculated p- and s-pol spectra
are presented in Fig. 5, in the energy region below the thresh-
old. The intensity contribution from the p-pol component is
prevalent in all the spectral region below the edge. The most
remarkable dichroic effects are present in the region of the first
experimental peak (around 191 eV) and are correctly repro-
duced by the calculations. This behavior reflects the p symme-
try of the final orbital (7b1, LUMO) involved in the transition
responsible for this peak. In the energy region above 194 eV

both p- and s-pol components are present. In particular, the s-
pol component gives a significant contribution around 195 eV,
which appears slightly underestimated by the theory and
corresponds to the transitions encompassed by peak C in the
gas phase spectrum, assigned to the excitations to the in-plane
p(B–B) MOs.

In this energy region the p-pol experimental component is
still stronger than the s-pol one, with a large feature with a
maximum around 196 eV, while the theory provides one p-pol
peak mainly derived from the two out of plane p*(B–B) anti-
bonding transitions.

Fig. 6 presents the C 1s experimental polarized spectra and
their comparison with the calculated ones for the fixed in space
B2Cat2 molecule. The p-pol component dominates in all the
energy range below the threshold and the theory correctly
describes the strong dichroic effects associated with the p out
of plane nature of most final MOs. In particular, the first two
peaks correspond to the A and B peaks of the gas-phase spectrum
(Fig. 3) associated to p*(C–C) antibonding transitions.

Around 288 eV the s-pol component starts to acquire some
intensity with a feature corresponding to peak C of the gas
phase spectrum due to the transitions towards diffuse MOs
with in plane atomic components. Transitions of similar nature
contribute to the experimental s-pol broad signal present in the
energy range of 289–292 eV. The p-pol component contributes
to this energy range with two broad features whose theoretical
counterparts appear still overestimated and slightly shifted at a
higher energy and correspond to the E and F peaks of the gas
phase spectrum. This analysis of the p- and s-pol components
of the C K-edge spectrum confirms the attribution of the
spectral features proposed for the gas-phase experimental
spectrum despite some discrepancies provided by the theory
in the energy range around C 1s thresholds.

The results for the O K-edge p-pol and s-pol spectra are
shown in Fig. 7. The dichroic effects are still relevant at a lower

Fig. 5 B K-edge NEXAFS spectra of B2Cat2@Au(111) at two different
polarization angles. The DSCF calculated spectra of the fixed in space
B2Cat2 have been shifted by 0.15 eV in order to match the first experi-
mental peak. The DSCF B 1s IP is indicated with a vertical dashed line.
The stick spectra are broadened by using a Gaussian line shape with
FWHM = 0.80 eV.

Fig. 6 C K-edge NEXAFS spectra of B2Cat2@Au(111) at two different
polarization angles. The DFT-TP calculated spectra of the fixed in space
B2Cat2 have been reported without applying any energy shift. DSCF C 1s
IPs are indicated with vertical dashed lines. The stick spectra are broa-
dened by using a Gaussian line shape with FWHM = 0.75 eV.
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energy, while both components provide significant contribu-
tions to the features above 536 eV. The agreement between the
experiment and theory is good for both components, and the
strong dichroic effects present in the lower energy region are
consistent with the p nature of the transitions relative to the A
and B peaks of the gas phase spectrum.

The intensity of the s-pol component mainly arises from
transitions of diffuse nature (peak C of the gas phase spec-
trum), while the intensity distribution between the s- and p-pol
components near the threshold reflects the character of the
transitions contributing to peak D of the gas phase spectrum
(see Table 3). The good agreement found between theoretical
calculations on the oriented molecule and experimental results
for B2Cat2 adsorbed on Au(111) proves that the Au surface does
not perturb the transitions of any of the B 1s, C 1s and O 1s
channels confirming the weak interaction of the molecule with
the surface.

Conclusions

DFT calculations have been used to assign the features
observed in the B, C and O K-shell XPS and NEXAFS spectra
of the B2Cat2 molecule, with the aim of obtaining detailed
information on the B2Cat2 electronic structure. The assignment
of the absorption peaks observed in the gas-phase NEXAFS
spectra has been validated by a study of the corresponding
NEXAFS spectra for the molecule adsorbed on the poorly
reactive Au(111) surface, which allowed confirmation of the
nature of the virtual electronic states involved in the core-
excitation process. This represents a valuable reference to
explore the surface chemistry of diboron compounds with other
molecular species or with reactive metallic substrates. In parti-
cular the energy position and intensity of the B 1s core to the
p(B–B) bonding and anti-bonding orbitals represent a sensitive
probe of the chemistry of the molecule. In this regard, for

example, we outline that, in the B 1s edge spectra, a quite different
position of the first transition (B191 eV) is found with respect to the
case of the covalent framework of boroxine groups based on the B–B
bond (B194 eV).15 We suggest therefore that in the latter case a
stronger interaction with the substrate was established and that
the B–B centers were involved in a charge transfer process with
a consequent change in their chemical environment.

Finally, our results point out that the DSCF method is
required to describe the B 1s core excited states in order to reach
a good agreement with the experimental data, with respect to both
DFT-TP and linear response TDDFT approaches. This indicates
the importance of explicitly treating the relaxation changes among
different excited-state configurations relative to the B 1s core hole,
unlike the C and O K-edges which can be conveniently described
at the DFT-TP level with the relaxation effects included in an
average way. This behavior can be traced to the less pronounced
relaxation following the formation of the shallower B 1s core hole
compared to the heavier first row atoms, such as C and O.
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6 M. Eck, S. Würtemberger-Pietsch, A. Eichhorn, J. H. J.
Berthel, R. Bertermann, U. S. D. Paul, H. Schneider,
A. Friedrich, C. Kleeberg, U. Radius and T. B. Marder, B-B
bond activation and NHC ring-expansion reactions of
diboron(4) compounds, and accurate molecular structures
of B2(NMe2)4, B2eg2, B2neop2 and B2pin2, Dalton Trans.,
2017, 46, 3661–3680.

Fig. 7 O K-edge NEXAFS spectra of B2Cat2@Au(111) at two different
polarization angles. The DFT-TP calculated spectra of the fixed in space
B2Cat2 have been shifted by �0.20 eV in order to match the first
experimental peak. DSCF O 1s IPs are indicated with vertical dashed
lines. The stick spectra are broadened by using a Gaussian line shape with
FWHM = 1.0 eV.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
Se

pt
em

be
r 

20
21

. D
ow

nl
oa

de
d 

on
 8

/1
1/

20
23

 9
:5

7:
50

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online



This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 23517–23525 |  23525

7 A. F. Eichhorn, L. Kuehn, T. B. Marder and U. Radius, Facile
insertion of a cyclic alkyl(amino) carbene carbon into the
B-B bond of diboron(4) reagents, Chem. Commun., 2017, 53,
11694–11696.

8 Y. Katsuma, H. Asakawa and M. Yamashita, Reactivity of
highly Lewis acidic diborane(4) towards pyridine and iso-
cyanide: Formation of boraalkene-pyridine complex and:
Ortho -functionalized pyridine derivatives, Chem. Sci., 2018,
9, 1301–1310.
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Electronic Supplementary Information

1. Geometry optimization of B2Cat2

 

Figure S1. Chemical structure of B2Cat2. Labels on the atoms refer to geometrical 
parameters listed in Table S1. 

Table S1. Comparison between theoretical and experimental geometrical parameters for 
B2Cat2. Bond lengths are expressed in Å and bond angles in degrees (°).
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Bond lengthsa Calculated Experimentalb

B(9)-B(10) 1.685 1.678

O(8)-C(7) 1.382 1.387

O(1)-C(2) 1.382 1.386

C(7)-C(6) 1.381 1.372

C(6)-C(5) 1.398 1.391

C(5)-C(4) 1.398 1.393

C(4)-C(3) 1.398 1.393

C(3)-C(2) 1.381 1.376

C(2)-C(7) 1.390 1.384

O(8)-B(9) 1.391 1.382

O(1)-B(9) 1.390 1.394

Bond anglesa Calculated Experimentalb

B(10)-B(9)-O(8) 124.5 124.6

B(10)-B(9)-O(1) 124.5 124.2

B(9)-O(8)-C(7) 105.5 105.5

B(9)-O(1)-C(2) 105.5 105.1

O(8)-B(9)-O(1) 111.0 111.2

O(8)-C(7)-C(6) 128.9 128.7

O(1)-C(2)-C(3) 128.9 128.6

O(8)-C(7)-C(2) 109.0 108.9

O(1)-C(2)-C(7) 109.0 109.2

C(7)-C(2)-C(3) 122.1 122.1

C(2)-C(7)-C(6) 122.1 122.4



C(7)-C(6)-C(5) 116.5 116.2

C(6)-C(5)-C(4) 121.4 121.6

C(5)-C(4)-C(3) 121.4 121.5

C(4)-C(3)-C(2) 116.5 116.2

a Labels of the atoms refer to those reported in Figure S1.
b W. Clegg et Al. Inorg. Chem. 1994, 33, 4623-4624.



2. Experimental and theoretical XPS Spectra 
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Figure S2. B1s photoelectron spectrum of B2Cat2. Vertical black line:  B1s calculated 
ΔSCF IP (196.52 eV) shifted by +0.37 eV in order to match the experimental peak.
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Figure S3. C1s photoelectron spectrum of B2Cat2. Vertical colored lines:C1s calculated 
ΔSCF IPs (C1 : 291.89 eV; C2: 290.58 eV; C3: 290.45 eV) 
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Figure S4. O1s photoelectron spectrum of B2Cat2. Vertical black line: O1s calculated 
ΔSCF IP (539.03 eV).



3. DFT-TP B K-Edge NEXAFS spectrum with different xc functionals 
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Figure S5. DFT-TP NEXAFS B1s spectra of B2Cat2. Upper panel: B3LYP; lower panel 
PW86. The experimental spectrum is reported for comparison The calculated spectra were 
rigidly shifted on the experimental energy scale (B3LYP: 0.76 eV; PW86 +0.17 eV). 
Vertical blue lines: IP experimental values. The stick spectra are broadened by using a 
Gaussian lineshape with FWHM=0.4 eV.



4. Details on the TDDFT calculations and Results 

The B1s core excitations of B2Cat2 have also been calculated by employing the Time-

Dependent DFT (TDDFT) method, which formally includes the coupling between single 

excited configurations. The core excited states can be efficiently computed by reducing the 

1h-1p space to include only the configurations generated by the excitations from the subset 

of core orbitals1. In this way the coupling between core excitations and valence excitations 

to the continuum is neglected and the computational scheme does not need the treatment 

of the continuum states. The TDDFT scheme employed for the calculations of the B K-edge 

spectrum consists of the excitations from both the core orbitals of the two B atoms (coupled 

scheme). 

In the TDDFT calculations, the adiabatic local density approximation (ALDA) to the 

exchange-correlation (xc) kernel has been employed2. For the xc potential applied in the 

self-consistent field (SCF) calculations, three different xc functionals with the ground state 

electron configuration have been considered: the LB943, chosen for its correct asymptotic 

behaviour, the hybrid B3LYP, and the range-separated hybrid CAM-B3LYP xc functionals. 

The TDDFT calculations have been performed by using a TZP basis set for all atoms. 

The calculated B1s NEXAFS spectra are collected in Figure S6 and compared with the 

gas-phase experiment. The influence of the different xc functionals is also tested. The 

inspection of the figure reveals that the disagreement between theory and experiment 

persists also at TDDFT level, irrespective of the xc functional employed, in particular the 

incorrect intensity distribution between the first two peaks as well as the overestimate of 

their energy separation. Bearing in mind the DFT-TP results, no improvement is therefore 

obtained at the TDDFT level, suggesting that the configuration mixing introduced at the 

TDDFT level (within the ALDA approximation) is not adequate to properly describe the B1s 

core excitations, as already found in previous calculations on boronic-acid derivatives4 . It is 

interesting to observe that the nature of the excitations at the TDDFT level is consistent with 

that obtained at the DFT-TP level, confirming the assignment of the experimental spectrum. 
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Figure S6. B1s NEXAFS spectra of B2Cat2 calculated at the TDDFT level by employing 
different xc potentials. The experimental spectrum is reported for comparison. A rigid shift 
has been applied to the calculated B1s profiles to align the energy position of the first 
absorption peak to the experimental one (2.44 eV for LB94; 9.81 eV for B3LYP; 9.64 eV for 
CAM-B3LYP). Vertical blue lines: IP (B1s) experimental value. The stick spectra are 
broadened by using a Gaussian lineshape with FWHM=0.5 eV.



5. 3D plots of selected final MOs corresponding to the B1s, C1s and O1s core 
excitation calculations

Figure S7. 3D plots of final MOs (with a core-hole on the B site of B2Cat2) obtained from the 
SCF calculations . Displayed isosurface corresponds to ±0.030 e1/2a0

-3/2 value. 

7 b1 (SCF transition at 191.33 eV)

23 b2 (SCF transition at 194.78 eV)

11 b1 (SCF transition at 195.31 eV)



Figure S8. 3D plot of the LUMO MO of B2Cat2 (with a core-hole on C2) from the DFT-TP 
calculations. Displayed isosurface corresponds to ±0.030 e1/2a0

-3/2 value. 



Figure S9. 3D plots of LUMO and LUMO+17 MOs of B2Cat2 (with a core-hole on the O site) 
from the DFT-TP calculations. Displayed isosurface corresponds to ±0.030 e1/2a0

-3/2 value. 

6. Experimental details

The BCDB molecule, in the form of a powder, was purchased from TCI, purity >98%, 

and sublimated in vacuum by means of a Knudsen cell heated at 330 K. The molecule was 

studied in the isolated form at the Gas Phase beamline5 at Elettra. The sublimation rate was 

optimized checking the mass spectrum by means of a home-made time-of-flight 

spectrometer (TOF). The powder was purified for one night and the spectra collection started 

after no trace of contamination in the photoemission signal was detected. The high-

resolution N 1s, C 1s, and B 1s XPS and valence band spectra were recorded with a VG-

220i hemispherical electron energy analyzer mounted in the plane perpendicular to the 

photon propagation direction at the magic angle (i.e. 54.7° with respect to the electric vector 

LUMO (transition at 534.34 eV) 

LUMO + 17 (transition at 538.60 eV) 



of the light). In this geometry, photoemission measurements are insensitive to the 

photoelectron asymmetry β parameter. NEXAFS spectra at the N, C and B K edges were 

collected using the same TOF described before in a total-ion-yield configuration. The photon 

energies and resolutions used for the core excitation spectra are reported in Table S2. More 

details about the end station are available in Ref.6

Table S2.  Gas phase experimental parameters

PES
Spectral 
region

Photon 
en. [eV]

Overall 
resolution 
[meV]

Calibrant Binding en. [eV]

B1s 262 130 SF6 (2p3/2) 180.21 eV 7,8

C1s 390 150 CO2 (C1s) 297.7 eV9

O1s 628 240 CO2 (O1s) 541.08 eV 7
VB  97 100 N2 (pBOND) 15.60 10

VB 
(ResPES)

189.3 
191.3

360  

NEXAFS
B K 190-210 20 SF6 

(2p1/2 →t2g )
184.5711

C K 283-300 50 CO2 
(C1s→π)

290.77 12

O K 532-540 90 CO2 
(O 1s→πu)

535.4 13

The presented data refer to the saturation coverage of a monolayer. B2Cat2 was 

deposited on clean Au(111) single crystal surface by sublimation from a Knudsen cell heated 

at 330 K, with the substrate kept at room temperature. In these conditions, molecules 

beyond the first layer do not stick, that was confirmed spectroscopically by monitoring the 

intensity of the XPS peaks. Measurements were performed at the ANCHOR-SUNDYN 

endstation14 of the ALOISA beamline at Elettra Synchrotron. XPS measurements were 

performed at photon energies of 650 eV for O1s and at 400 eV for C1s and B1s, with an 

overall resolution of 0.2 and 0.15 eV respectively. NEXAFS spectra were acquired in Auger 

yield, with photon resolution of 0.15 and 0.1 eV for O K-edge and B (C) K-edge respectively. 

In order to investigate dichroic effects the NEXAFS spectra were acquired at two different 

geometries:  with the sample surface oriented either parallel to the light electric field plane 

(s-polarization) or closely normal to it (p-polarization).
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Chapter 5

Conclusions

In conclusion, the main goal of this PhD project was to implement a computational proce-
dure for accurate and economic calculations of the ECD spectra of complex systems. Such
procedure was developed combining classical molecular dynamics simulations, with the es-
sential dynamics analysis, and state-of-the-art time-dependent density functional theory cal-
culations. More in detail, a trajectory of the system of interest (e.g., solute, or solute-solvent
clusters) is obtained first by running a classical MD simulation. Such trajectory is analyzed
by means of the ED analysis, which allows us to reduce the complexity of the conforma-
tional space that we want to investigate. By applying this strategy, one can build a 2D free-
energy landscape from which the most probable conformers are extracted. Such structures are
then treated as representative of the whole conformational ensemble for the further quantum-
chemical calculations. First, the selected conformers are optimized at the DFT level constrain-
ing the torsional angles. Afterwards, the ECD spectra are calculated by using TDDFT. Here,
different algorithms can be employed according to the size and nature of the system under
investigation. All the spectra are then statistically weighted and summed up to give a final
averaged ECD, which can be compared with the experimental reference for a qualitative eval-
uation. Similarities between experimental and calculated spectra confirm the quality of the
approach, allowing us to look into the role of conformational, solvent, as well as thermal ef-
fects on the chiroptical features.

The protocol was validated on two biomolecules, namely, the cationic GAG+ tripeptide,
and the neutral (GVGVP)2 decapeptide. Both the systems are soluble in water, and their ex-
perimental ECD are available at different temperature values. Working at 30 ◦C and 90 ◦C for
the tripeptide, while at 15 ◦C and 85 ◦C for the decapeptide, we were able to evaluate if the
approach is able to properly capture all the three effects mentioned above. By comparing the
experimental and calculated optical responses, a good qualitative agreement was observed
in all the cases. Therefore, the computational procedure confirmed to be both reliable and
affordable. It was found out that both the systems exist in two possible conformations (pPII
and β-strand for GAG+, and random coil and β-turn for (GVGVP)2), whose equilibrium is
influenced by the temperature of work. Moreover, a detailed investigation on the water role
revealed that not only it influences the conformational equilibrium, through inter-molecular
interactions, but it also perturbs the electronic states of the cromophore. Therefore, in order to
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reproduce the correct experimental features, it is essential to treat the water molecules explic-
itly.

The validation work was followed by two projects focused on more complex systems, i.e.
thiolate-protected gold nanoclusters. In the first application, the chiral Au38(PET)24, where
PET=SC2H4Ph, in toluene was investigated. Here, 12 statistically relevant conformations were
extracted and later employed to calculate the ECD response. In this case, the organic solvent
was explicitly treated only in the MD simulation because of its limited influence on the optical
features of the cromophore. The averaged ECD spectrum was compared with the available
experimental one, showing a good match in terms of both energy and intensity distribution
in the PET energy region. Some discrepancies were found instead in the optical region of the
metallic core, probably due to the choice of the xc functional. It is known that the GGA LB94
functional, selected here because of the computational cost, does not reproduce the spectral
features of metals properly. Such hypothesis was corroborated by calculating the ECD on
the resolved X-ray structure with the hybrid B3LYP functional. However, this calculation, to-
gether with that on the same X-ray structure and the LB94 functional, showed that the ligands
features are not well reproduced anymore considering only one conformation. This proved
the need of including, at least, the most relevant conformers to capture the flexibility and dy-
namics of the ligands which profoundly affect the chiroptical response. To the best of our
knowledge, this is the first work where the conformational effects are explicitly treated to cal-
culate the ECD response of a thiolate-protected gold nanocluster.

In the second work on nanoclusters, we reproduced the ECD spectrum of [Au25(GSH)18]−1

(GSH=glutathione) in water. Here, the most plausible solute-(solvent)N clusters were also ex-
tracted. Repeating the whole procedure, a final set of 13 [Au25(GSH)18]−1-(H2O)126 clusters
was considered for the ECD calculations. A good qualitative agreement between the exper-
imental and calculated ECD was found, despite some discrepancies in the higher energy re-
gion of the spectrum. Such differences are expected to be associated with limitations of the
classical MD simulations, which produce an imbalance in the statistical weights. Moreover,
the ECD calculations were performed with some approximations due to the size (more than
1000 atoms) and complexity of this non-covalent system. The former hypothesis was corrobo-
rated lowering the number of statistically relevant conformations in the final ECD, obtaining
a much better agreement with the experiment. Furthermore, this work provided us with the
possibility to investigate the active role of water on the chiroptical features of protected gold
nanoclusters. It was observed that: (i) the molecular orbitals of water actively contribute to
the high-energy electronic transitions, (ii) the spectral features at high energy are completely
suppressed removing the solvent. It was also found out that the water-shell itself assumes
a chiral arrangement due to the inter-molecular interactions, producing a non-null ECD re-
sponse. As far as we are concerned, this is the first work where explicit solvent molecules are
included in the ECD calculation of a gold nanocluster.

This approach for computing ECD also revealed to be helpful to correlate the conforma-
tional behavior in solution of heterochiral dipeptides and their solid-state evolution. In this
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last work, a set of phenylalanine-based dipeptides containing one aliphatic amino acid (va-
line, norvaline, or isoleucine) was studied. These systems are quite interesting because of
their ability to self-assemble into gels and/or crystals. We started comparing the experimen-
tal and calculated spectra to assess the quality of the computational results. Afterwards, we
proceeded investigating in detail the conformational structures extracted to calculate the spec-
tra. It was observed that sequences with Phe at the C-terminus are characterized by only
folded conformers in the lowest energy regions of their conformational landscapes. Instead,
sequences with Phe at the N-terminus and a bulky aliphatic amino acid (e.g. Val, or Ile) are
defined by both extended and folded low-energy conformers, with the first ones being pre-
dominant. Remarkably, the folded conformations closely resemble the corresponding crystal-
unit structures. This result explains why systems characterized by mostly low-energy folded
conformers tend to crystallize very quickly in the real experimental sample. Instead, systems
characterized by both extended and folded low-energy conformers give the gel first, crystal-
lizing over days. Since the extended conformers are predominant here, we can suggest that
they contribute to the fiber formation, while over time the equilibrium is pushed towards the
folded structure, leading to the crystallization. It is known from the literature that folded con-
formations are favored by enthalpy, while extended ones are entropically-driven. Therefore,
several factors can be used to explain and justify why our sequences assume certain confor-
mations, hence undergoing or not the gellation process. In order to validate this hypothesis,
we played on thermal effects heating the samples of dipeptides that only crystallize at room
temperature. Going up to 70 ◦C, the conformational distribution was clearly changed since
only the formation of fibrils was observed at the optical microscope.

Together with the projects regarding the here proposed computational scheme, other three
works are presented. All of them share the same goal of studying optical properties, spanning
from valence-shell spectroscopies to core-shell ones. Different methodologies were adopted
according to the spectral features of interest. TDDFT was employed to calculate valence-shell
spectra, while DFT-TP was used for the core-shell ones. However, in the latter case, additional
TDDFT calculations were performed for further investigations. Moreover, we worked both in
the frequency-, and time-domain. On this subject, a new time-domain protocol for ECD cal-
culations has been successfully implemented and tested along this PhD project. Different
systems were investigated as well, ranging from subnanometer metal complexes supported
on MgO(100) to an organo-boron system (B2cat2) and molecules suitable for protocol valida-
tion.

Finally, the procedure developed in this PhD project has shown to be a valid tool for the
study of ECD features and their relation with conformational, temperature and solvent effects.
The affordable computational cost makes this procedure suitable for complex chiral systems,
spanning from biomolecules to nanoclusters, of great interest nowadays. For instance, the
good compromise between accuracy and computational effort allowed us to calculate, for the
first time, the ECD spectra of RS-AuNCs with an explicit inclusion of conformational and
solvent effects.
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[50] V. Bonačić-Kouteckỳ, R. Mitrić, C. Bürgel, B. Schäfer-Bung, Comput. Mater. Sci. 2006, 35,
151–157.

[51] C. Gautier, T. Bürgi, J. Am. Chem. Soc. 2006, 128, 11079–11087.

[52] C. P. Joshi, M. S. Bootharaju, O. M. Bakr, J. Phys. Chem. Lett. 2015, 6, 3023–3035.

[53] R. Jin, Nanoscale 2010, 2, 343–362.

[54] L. Jin, D. S. Weinberger, M. Melaimi, C. E. Moore, A. L. Rheingold, G. Bertrand, Angew.
Chem. Int. Ed. 2014, 53, 9059–9063.

[55] Y. Song, S. Wang, J. Zhang, X. Kang, S. Chen, P. Li, H. Sheng, M. Zhu, J. Am. Chem. Soc.
2014, 136, 2963–2965.

[56] P. D. Jadzinsky, G. Calero, C. J. Ackerson, D. A. Bushnell, R. D. Kornberg, Science 2007,
318, 430–433.

[57] H. Qian, W. T. Eckenhoff, Y. Zhu, T. Pintauer, R. Jin, J. Am. Chem. Soc. 2010, 132, 8280–
8281.

[58] J. Akola, M. Walter, R. L. Whetten, H. Häkkinen, H. Grönbeck, J. Am. Chem. Soc. 2008,
130, 3756–3757.

[59] C. Zeng, R. Jin, Chem. Asian J. 2017, 12, 1839–1850.

[60] C. Noguez, I. L. Garzón, Chem. Soc. Rev. 2009, 38, 757–771.

[61] O. Lopez-Acevedo, H. Tsunoyama, T. Tsukuda, H. Häkkinen, C. M. Aikens, J. Am.
Chem. Soc. 2010, 132, 8210–8218.

[62] X. Gu, S. Bulusu, X. Li, X. C. Zeng, J. Li, X. G. Gong, L.-S. Wang, J. Phys. Chem. C 2007,
111, 8228–8232.

[63] A. Lechtken, D. Schooss, J. R. Stairs, M. N. Blom, F. Furche, N. Morgner, O. Kostko, B.
von Issendorff, M. M. Kappes, Angew. Chem. Int. Ed. 2007, 46, 2944–2948.

[64] I. E. Santizo, F. Hidalgo, L. A. Pérez, C. Noguez, I. L. Garzón, J. Phys. Chem. C 2008, 112,
17533–17539.

[65] M.-R. Goldsmith, C. B. George, G. Zuber, R. Naaman, D. H. Waldeck, P. Wipf, D. N.
Beratan, Phys. Chem. Chem. Phys. 2006, 8, 63–67.

[66] J. Autschbach, T. Ziegler, J. Chem. Phys. 2002, 116, 891–896.

[67] A. D. Becke, J. Chem. Phys 1993, 98, 5648–5652.

[68] P. J. Stephens, F. J. Devlin, C. F. Chabalowski, M. J. Frisch, J. Phys. Chem. 1994, 98, 11623–
11627.

[69] T. Yanai, D. P. Tew, N. C. Handy, Chem. Phys. Lett. 2004, 393, 51–57.

[70] J.-D. Chai, M. Head-Gordon, Phys. Chem. Chem. Phys. 2008, 10, 6615–6620.



224 Bibliography

[71] M. E. Casida in Recent Advances In Density Functional Methods: (Part I), World Scientific,
1995, pp. 155–192.

[72] E. R. Davidson, J. Comput. Phys. 1975, 17, 87–94.

[73] M. de Wergifosse, J. Seibert, S. Grimme, J. Chem. Phys. 2020, 153.

[74] F. Bohle, J. Seibert, S. Grimme, J. Org. Chem. 2021, 86, 15522–15531.

[75] T. Kurtán, R. Jia, Y. Li, G. Pescitelli, Y.-W. Guo, Eur. J. Org. Chem. 2012, 2012, 6722–6728.

[76] S. K. Avula, H. Hussain, R. Csuk, S. Sommerwerk, P. Liebing, M. Górecki, G. Pescitelli,
A. Al-Rawahi, N. Ur Rehman, I. R. Green, A. Al-Harrasi, Tetrahedron: Asymmetry 2016,
27, 829–833.
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