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To my parents





It is not knowledge, but the act of learning, not possession but the act of getting there,
which grants the greatest enjoyment. When I have clarified and exhausted a subject,

then I turn away from it, in order to go into darkness again; the never-satisfied man is
so strange if he has completed a structure, then it is not in order to dwell in it peacefully,
but in order to begin another. I imagine the world conqueror must feel thus, who, after

one kingdom is scarcely conquered, stretches out his arms for others.
Carl Friedrich Gauss - Letter to Bolyai, 1808.

Most people, if you describe a train of events to them, will tell you what the result would
be. They can put those events together in their minds, and argue from them that

something will come to pass. There are few people, however, who, if you told them a
result, would be able to evolve from their own inner consciousness what the steps were

which led up to that result. This power is what I mean when I talk of reasoning
backwards, or analytically.

- Arthur Conan Doyle, A study in Scarlet
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Introduction

An inverse problem deals with the reconstruction of unknown physical parameters
from indirect observations. As noted by Sabatier [116], an inverse problem is not a
particular type of mathematical problem, but rather a class of problems related to
the identification of physical properties or quantities that cannot be directly observed.
The term inverse problem derives from the fact that one starts from a set of observed
effects to derive information about the causal factors, including parameters that
are not directly observable. In contrast, a direct problem typically starts from a
differential equation, the physical model, with a known structure and coefficients
and tries to determine the effects, the solution ([86]).

It is difficult to say exactly when research on inverse problems began. While
some discoveries may have been made earlier, the roots can be traced back to the
20th century. A 1911 article by Herman Weyl ([137]) is one of the first to consider
an inverse problem. Weyl analysed the behaviour of the eigenvalues of the Laplace-
Beltrami operator and established a correlation between the asymptotic behaviour
of the eigenvalues and the volume of the domain on which the operator acts ("Is
it possible to hear the shape of a drum?" Kac [79]). In 1929, the Soviet physicist
A. V. A. Ambartsumian [22] formulated the inverse Sturm-Liouville problem, which
investigates how the eigenvalues of an ordinary differential operator determine the
eigenfunctions and parameters of the operator ([96]). He discovered that in the
particular case of a homogeneous string, the eigenvalues determine the operator.
Although Ambartsumian’s article was initially ignored, it was rediscovered by a team
of Swedish mathematicians at the end of World War II. As a result, it became the
basis for a whole area of research on inverse problems.

Mathematically, inverse problems are (severely) ill-posed, which is the antonym of
well-posed. The notion of well-posedness was first introduced by Jacques Hadamard
in his 1902 article [70]. We recall his formulation (see Rivière in [110, Section 3.1]
for a recent review). A problem is said to be well-posed if it satisfies the following
properties:

• The problem has a solution;
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2 Introduction

• The solution is unique;

• The behaviour of the solution depends continuously on the initial data.

Many direct problems arising from mathematical models of physical phenomena
are well-posed. On the other hand, the majority of inverse problems are ill-posed (see
Isakov [77, Chapter 1]). We will focus on the analysis of the stability, which quantifies
how small perturbations in the measured data affect the solution of the problem
at hand. In inverse problems we speak of conditional stability rather than stability.
Tikhonov [133] was one of the first mathematicians to notice that the introduction of
constraints, the so-called a-priori information, on the unknowns could lead to a gain
in stability for this problem. In applications, the study of (conditional) stability plays
a crucial role as it guarantees the reliability of numerical reconstructions. Indeed,
measurement data are typically obtained from a finite number of samples, which
may be subject to noise or error.

This dissertation focuses on the study of the (conditional) stability of two main
classes of inverse problems: the identification of coefficients and the determination
of inclusions. On the one hand, the coefficient identification problem consists in the
reconstruction of one or more physical parameters associated with a boundary value
problem. On the other hand, the inclusion determination problem refers to the ability
to identify the shape, size and location of an inclusion (an object or material) within
a given medium based on measurements taken at the surface. This medium can be
anything from solid material to biological tissue, and the inclusions might represent
defects, anomalies, or substances of interest.

This thesis contributes to the existing literature by providing stability estimates
for the anisotropic Calderón problem and two inverse problems for the anisotropic
Schrödinger equation. In particular, we have provided a Lipschitz stability estimate for
a special class of anisotropic conductivities using a novel quantity, the misfit functional
for the classical Calderón problem. We have considered an anisotropic conductivity
with a piecewise affine scalar function. There are few stability results in the literature
for the anisotropic problem that do not consider the "up to diffeomorphism" approach,
as we will discuss later. Moreover, piecewise affine coefficients are well studied
in numerical reconstructions. For the inverse boundary value problem described
by the generalised Schrödinger equation, we have provided a log-type stability
estimate for the inclusion determination problem. We have considered a very general
anisotropic inclusion with inhomogeneous coefficients, and the presence of the
zeroth order term has required to overcome technical difficulties such as the lack
of the Dirichlet to Neumann map, and hence the use of Cauchy data. We have also
provided a Lipschitz estimate for the simultaneous determination of coefficients
for the generalised Schrödinger equation when the coefficients are known to be
piecewise affine. Lipschitz stability is a valuable property as it ensures the robustness
and accuracy of the numerical reconstruction of the solution. In the literature, there
are many results on the lack of uniqueness for this type of inverse problem, see for
example Arridge and Lionheart [24] and Harrach [72], but only a few results on the
uniqueness of both the coefficients and the stability. Moreover, our result has been
proved in terms of local Cauchy data and without the assumption of monotonicity
required in Harrach’s work [72]. Another valuable result of this research work has
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been the extension of existing techniques, such as the singular solutions method, the
construction of Green functions and some quantitative estimates of propagation of
smallness.

Dissertation Plan

Chapter 1 is devoted to an introduction to the classical Calderón problem, also known
as the inverse conductivity problem. We will recall some relevant uniqueness and
stability results. In the last part of the chapter, we will focus on the stability issue
in the finite-dimensional case. Chapter 2 is devoted to a brief review of the unique
continuation tools. We derive a stability estimate for the Cauchy problem ([134]).
Then, we focus on the three sphere inequalities in the case of Lipschitz and piecewise
Lipschitz coefficients in the leading order term.

In Chapter 3, the inverse conductivity problem is considered. Before discussing
the inverse problem, we introduce the direct problem. Let Ω ⊂ R

n be a conductor
with a sufficiently smooth boundary. Let f ∈ H

1/2
00 (Σ) be the prescribed voltage on

a non-empty portion Σ of the boundary of Ω, ∂ Ω. If there are no sources or sinks
in the medium, the induced electric potential u ∈ H1(Ω) is a weak solution of the
boundary value problem





div(σ∇u) = 0 in Ω,

u = f on ∂ Ω.
(1)

Here, σ represents the anisotropic conductivity, which is a real n×n symmetric matrix
function that is bounded, measurable and positive definite. Moreover, σ satisfies the
uniform ellipticity condition, i.e., there exists a constant λ > 1 such that

λ−1♣ξ♣2 ≤ σ(x)ξ · ξ ≤ λ♣ξ♣2, for a.e. x ∈ Ω, for all ξ ∈ R
n.

Under these assumptions, the Dirichlet problem (1) is well-posed. As a result, we can
introduce a map known as the Dirichlet to Neumann map (DtoN), represented by

ΛΣ
σ : H

1/2
00 (Σ) → H

−1/2
00 (Σ),

which assigns to each electric potential f at Σ the corresponding current density
σ∇u · ν♣Σ. Knowing the DtoN map is equivalent to making an infinite number of
boundary measurements.

The inverse problem is to recover the unknown conductivity σ from the knowledge
of the given DtoN map.

This problem serves as a mathematical model in several research areas. In
geophysics, we have the direct current (DC) resistivity methods, which aim to
reconstruct the resistivity of a conductor from measurement data [138]. Conductivity
is the inverse of resistivity. In DC resistivity methods, a current is introduced into
the ground through two electrodes (C1, C2) and the induced voltage is measured
through the other two electrodes (P1, P2) [119]. The source can be direct current
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or low frequency (0.1-30 Hz) alternating current. Among the different modes of
operation, we mention the profiling methods, the vertical electrical sounding (VES)
and the electrical resistivity tomography (ERT). DC resistivity methods are used to
investigate lithological underground structures, to estimate the depth, thickness and
properties of aquifers and aquicludes, to detect underground cavities, to monitor
temporal changes in subsurface electrical properties, to name but a few. The method
was introduced by Schlumberger in 1920 and involves the acquisition of voltage
and current measurements at the surface of the medium (see [118]). As a matter
of example, let us describe how the Schlumberger array works. It consists of four
electrodes, the outer ones injecting electric current (sources) and the inner ones
measuring the electric potential (receivers). The inner electrodes are situated at a
fixed distance and remain stationary. The outer electrodes are moved in opposite
directions to take the measurements. The process is repeated until a voltage of
zero is reached. Other types of array used in DC resistivity methods are the Wenner
array, the dipole-dipole array, the pole-pole electrode configuration, and the (crossed)
square array acquisition, which is more sensitive to anisotropy. We also mention
the electromagnetic inductive methods, which are used to obtain information about
the electrical conductivity of the soil. They can be classified into natural field
methods and controlled source methods. The latter are based on the measurement
of the electromagnetic fields induced by controlled sources and can be divided into
frequency domain electromagnetic methods (FEM) and time domain or transient
electromagnetic methods (TEM). We refer to [119] for a survey on geophysical field
methods.

The Calderón problem also serves as a mathematical model for electrical impedance
tomography (EIT), which is a medical imaging technique developed in the 1980s.
EIT produces images that show the distribution of electrical conductivity in human
tissue [98, 48, 41, 40, 94]. Electrodes are placed on the surface of the skin and an
alternating electric current is injected through a limited number of electrodes, while
the remaining electrodes measure the resulting voltage. This process is repeated
several times for different electrode configurations. There has been a growing interest
in EIT for its potential application in medical diagnostics, such as lung protective
ventilation, as it is an ideal tool for monitoring ventilation due to its non-invasive and
radiation-free nature, and rapid response. Furthermore, it has potential applications
in the early detection of breast cancer and stroke [76]. The ill-posed nature of the
inverse problem, however, is evident from the fact that this technique is insensitive
to small changes in the conductivity. Moreover, image reconstruction is affected by
modelling and measurement errors [75]. However, the ill-posedness can be mitigated
by imposing suitable a-priori information on the conductivity distribution [76]. For a
complete survey on the Calderón problem and its relation to EIT, we refer to Uhlmann
[135].

A. Calderón first presented the mathematical formulation of the inverse problem
in "On an inverse boundary value problem" [45], which we discuss in Chapter 1. The
motivation behind his work was oil exploration. The uniqueness issue was addressed
after Calderón’s 1980 publication, for measurements that can be made over the
entire boundary (see Kohn and Vogelius [82, 83], Sylvester and Uhlmann [128],
Alessandrini [8] and Nachmann [101]). For dimension n ≥ 2, Astala and Päivärinta
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[27] proved that L∞ isotropic conductivities are uniquely determined.

On the issue of stability, Alessandrini proved in [8] that assuming a-priori bounds
on σ of the form ∥σ∥Hs(Ω) ≤ E in the isotropic case and for dimension n ≥ 3, where
s > n

2 + 2, leads to a continuous dependence of σ in Ω on Λσ of logarithmic type. It
has also been proved the Lipschitz continuous dependence of the restriction of the
conductivity at the boundary of the domain and the DtoN map [130, 7]. Mandache
[97] proved that in the interior of Ω, the logarithmic stability is sharp for n ≥ 2, even
if Lipschitz stability holds at the boundary (see [12, 13]). To obtain more accurate
stability estimates, it is reasonable to replace the a-priori assumptions described in
terms of regularity bounds by a-priori information of a distinct nature, suitable for the
physical problem under consideration. Alessandrini and Vessella proved in [21] that
when the conductivity σ is isotropic and piecewise constant on a given partition of Ω,
there is a Lipschitz continuous dependence between the conductivity and the DtoN
map. Additionally, Rondi [111] proved that the Lipschitz constant has an exponential
behaviour with respect to the number of subdomains in the partition.

In Chapter 3 of this dissertation, we investigate the issue of stability for anisotropic
conductivities belonging to a special class. Anisotropy is a property of solids for which
the values of vector attributes are direction dependent. This property is observed
in crystalline materials, but not in amorphous materials, which lack a crystalline
structure. Although minerals are in general anisotropic, rocks composed of them
may appear isotropic. Many tissues in the human body also display anisotropy. In
the theory of homogenisation, anisotropy appears as a limit in layered or fibrous
structures, such as rock formations or muscles, due to the crystalline structure or the
deformation of an isotropic material.

From a mathematical perspective, the inverse problem for anisotropic conductiv-
ities is an open problem. Since Tartar’s observation [84] that any diffeomorphism
of Ω which keeps the boundary points fixed also leaves the DtoN map unchanged,
while σ is modified, different lines of research have been pursued. One approach has
been to determine the conductivity up to diffeomorphisms that keep the boundary
fixed (see [91, 127, 89, 87, 28]). Another approach involves formulating suitable
a-priori assumptions on the structure of the unknown anisotropic conductivity. For
example, one can formulate the hypothesis that the directions of the anisotropy are
known, while a scalar space-dependent parameter is not. We refer to the results in
[8, 93, 12, 4, 13, 61, 62]. We also refer to [68, 67, 15] for non-uniqueness results in
the anisotropic case.

We provide a stability estimate for the anisotropic conductivity in the form of

σ(x) =
[ N∑

m=1

γm(x)χDm(x)
]
A(x), for any x ∈ Ω, (2)

where γm(x) is an unknown affine scalar function on Dm, A is a known Lipschitz
continuous matrix-valued function on Ω and ¶Dm♢N

m=1 is a given partition of Ω.
Possible partitions include layered media models in the geophysical setting and
bodies with multiple inclusions in the medical setting. The inversion problem of EIT
is inherently ill-posed, and imaging deeper into the body Ω results in poor image
resolution (see [63]).
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The novelty of our approach lies in the use of a new method for modelling
boundary data. Rather than utilising the DtoN map, which can be proved to be
too expensive for numerical simulations, we introduce a misfit functional. This
formulation was influenced by the work of [14] in the context of the Full Waveform
Inversion (FWI). The FWI method is used in seismic exploration to recover the
properties of the Earth’s subsurface. The authors have considered data that can
be acquired by modern dual sensors that measure pressure and vertical velocity
modelled by the Cauchy data. They have conducted their study in the frequency
domain and proved that by minimising the misfit functional it is possible to construct
the wave speed within the medium. We consider two anisotropic conductivities, σ(1)

and σ(2), of the form (2). We assume that the measurements are taken on an open
portion Σ of the boundary of Ω, which is reasonable in view of real-life applications.
We find it convenient to enlarge the physical domain Ω to an augmented domain Ω0

and consider Green functions Gi associated with the elliptic operator div(σ(i)∇·) in
Ω0 for i = 1, 2. We express the quadratic error in the measurements corresponding
to two different conductivities σ(1) and σ(2) using the misfit functional

J (σ(1), σ(2)) =

ˆ

Dy×Dz

♣S0(y, z)♣2 dydz, (3)

where Dy, Dz are suitably chosen sets that are compactly contained in Ω0 \ Ω̄, and
S0(y, z) is given by the integral

S0(y, z) =

ˆ

Σ

[
G2(·, z)σ(1)(·)∇G1(·, y) · ν −G1(·, y)σ(2)(·)∇G2(·, z) · ν

]
dS. (4)

In Theorem 4.5.1, we derive the following stability estimate of Hölder type:

∥σ(1) − σ(2)∥L∞(Ω) ≤ C
(
J (σ(1), σ(2))

)1/2
, (5)

where C > 0 is a constant that depends on the a-priori information only. The
augmented domain Ω0 is chosen in such a way that G1(·, y)

∣∣
∂Ω

, G2(·, z)
∣∣
∂Ω

are
supported in Σ in the trace sense, hence belonging to the domain of the local
DtoN maps ΛΣ

σ(i) , i = 1, 2. Therefore, both (5) and the well-known Alessandrini’s
identity [7] imply the following global Lipschitz stability estimate in terms of the
local Dirichlet to Neumann map:

∥σ(1) − σ(2)∥L∞(Ω) ≤ C ∥ΛΣ
σ(1) − ΛΣ

σ(2)∥L(H
1/2
00 (Σ),H

−1/2
00 (Σ))

. (6)

Moreover, we notice that the set of measurements
{
G(·, y)

∣∣
∂Ω
, σ∇G(·, y) · ν

∣∣
∂Ω

}
,

where y,∈ Ω0 \ Ω̄ is sufficient to determine σ in a stable manner. The use of the
misfit functional may result in a simpler numerical implementation when compared
to computing the norm of bounded linear operators between a trace space and
its dual. Another advantage is the ability to separate computational and observed
measurements by introducing sets Dy and Dz respectively, which can be chosen
almost arbitrarily outside of the domain Ω. For example, Dy could be chosen to
collect numerical data for the simulations, while Dz could represent the set for the
actual measurement acquisition.
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In Chapter 4, the inclusion determination problem is studied. Let Ω be a bounded
domain in R

n, where n ≥ 3, and let D be an open set contained in Ω. We assume
that Ω and D consist of different inhomogeneous and anisotropic materials. Let
u ∈ H1(Ω) be a weak solution of

div(σ∇u) + q u = 0 in Ω, (7)

with
σ(x) = (ab(x) + (aD(x) − ab(x))χD(x))A(x), (8)

and
q(x) = qb(x) + (qD(x) − qb(x))χD(x), (9)

where ab, qb and aD, qD are the scalar parameters of the background body Ω and the
inclusion D, respectively, χD is the characteristic function of D and A(x) denotes

a matrix-valued function. The pair of Cauchy data
{
u♣Σ, σ∇u · ν♣Σ

}
represents the

boundary measurements. The set of all pairs of Cauchy data restricted to the portion
Σ is denoted by CΣ

D.

The inverse problem consists in the determination of the shape or the location of
the inclusion D given the local boundary measurement CΣ

D.

The prototype for this class of inverse problems is the inclusion determination
problem in an isotropic conductor by means of the DtoN map. This problem is known
to be ill-posed. Uniqueness has been established by Isakov [78] by combining the
Runge approximation theorem with the solutions of the equation (7) with Green
function type singularities. Alessandrini and Di Cristo [5] have addressed the stability
issue for inclusions with boundary of class C1,α and piecewise constant conductivity.
The authors have proved a logarithmic stability estimate using Isakov’s arguments in a
quantitative form. Their proof relies on the singular solution method, while the Runge
approximation argument has been replaced by quantitative unique continuation
estimates. The optimality has been proved by Di Cristo and Rondi [53]. This
approach has stimulated a line of research, in which certain techniques and results
have been extended to more general equations and systems (see [51, 52, 11, 100]).
Recently, Lipschitz stability estimates for polygonal or polyhedral inclusions have
been provided for the conductivity equation and the Helmholtz equation. The first
theoretical result in this direction is due to Bacchelli and Vessella [29]. The authors
consider the problem of determining an unknown polyhedral portion of the boundary
of a two-dimensional region. They derived a Lipschitz stability estimate by proving
that the map associated with the measurements is injective and uniformly continuous
on a certain subset of admissible polyhedral profiles, is Frechét differentiable, the
Frechét differential is uniformly continuous and the Frechét derivative is locally
bounded from below. Lipschitz stability estimates have been provided in Beretta,
Francini, Vessella [36] for polygonal inclusions and in Aspri, Beretta, Francini,
Vessella [26] for polyhedral inclusions. Both these results are based on a two-step
procedure. First, the authors prove a log-type, rough logarithmic estimate for the
Hausdorff distance in terms of the boundary measurements. Then, they provide
a Lipschitz stability estimate using the distributed representation of the Gateaux
derivative of the Dirichlet to Neumann map.
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Another class of problems that falls under the umbrella of this problem is optical
tomography, a field predominantly studied in medical imaging (see [24]). We would
like to underline the fact that the ill-posed nature of the inclusion determination
problem in the conductivity equation case is evident in the numerical reconstruction.

In Theorem 4.0.1, we present an optimal stability estimate for the Hausdorff
distance between the two inclusions, in terms of the local Cauchy data. Our approach
was inspired by the works of Alessandrini and Di Cristo [5] and Alessandrini, De
Hoop, Gaburro and Sincich [17].

Let us summarise the new tools and arguments required for the proof, together
with the corresponding issues.

The pairs of boundary data
{
u♣Σ, σ∇u · ν♣Σ

}
are modelled by the local Cauchy

data set

CΣ
D(Σ) =

{
(f, g) ∈ H

1/2
00 (Σ) ×H−1/2(∂ Ω)♣Σ : ∃ u ∈ H1(Ω) weak solution of

div(σ ∇u) + q u = 0 in Ω,

u♣∂ Ω = f,

⟨σ∇u · ν♣∂ Ω, φ⟩ = ⟨g, φ⟩ for all φ ∈ H
1/2
00 (Σ)

}
.

(10)

The local Cauchy data set is a closed subspace of the Hilbert space H
1/2
00 (Σ) ×

H−1/2(∂ Ω)♣Σ. Note that when q = 0, the Dirichlet problem (7) is well-posed, so that
the local Dirichlet to Neumann map is well defined and the Cauchy data set is its
graph. Given two inclusions D1 and D2, we denote the corresponding local Cauchy
data sets by C1, C2. Following the ideas of [81, 17], the discrepancy between two
local Cauchy data sets is measured by a quantity called distance or aperture, denoted
by d(CΣ

D1
, CΣ

D2
).

Our main result is that if two local Cauchy data CΣ
D1
, CΣ

D2
are at a distance less

than 1, then there is a log-type dependence between the Hausdorff distance of the
boundary of the two inclusions and the boundary data. Formally, there exists a
positive constant C > 0 and 0 < η < 1 such that the following logarithmic estimate
holds

dH(∂ D1, ∂ D2) ≤ C ♣ ln d(CΣ
D1
, CΣ

D2
)♣−η. (11)

The proof of this result relies on the method of singular solutions and the study
of their blow-up behaviour near the boundary of the inclusions, which has been
successful in proving stability since the work of Alessandrini [8]. However, the
application of this method is not straightforward.

The first obstacle in this work comes from the fact that the direct problem is not
well-posed. Since no sign or spectral condition is assumed on q, the boundary value
problem associated with (7) may be in the eigenvalue regime. To overcome this
issue, we introduce a slightly different boundary value problem. This idea was first
applied in [17] for the Schrödinger equation. Bamberger and Ha Duong in [31] lay
the ground of the well-posedness of the mixed boundary value problem of this form.
Here, one additional issue to consider is that the principal part has a matrix-valued
coefficient which may be discontinuous at the boundary of the inclusion D.

Before presenting the formulation of the boundary value problem, let us introduce
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some notation. We consider an enlarged domain Ω0 given by the union of Ω and a
set D0 ⊂ R

n \ Ω with the condition that ∂ D0 ∩ ∂ Ω ⊂ Σ. We choose a non-empty
portion Σ0 from ∂ Ω0 \ ∂ Ω. The boundary value problem we consider involves the
generalised Schrödinger equation (7) and a prescribed complex Robin boundary
condition at Σ0, with homogeneous Dirichlet boundary condition in the remaining
portion. This mixed boundary value problem is well-posed: existence and uniqueness
can be derived using the Fredholm alternative. The stability is derived by applying a
propagation of smallness estimate for a second order elliptic equation in divergence
form with Lipschitz continuous leading coefficients on both sides of a C2 hyperplane.
This result was proved by Carstea and Wang [47].

Now, let y ∈ Ω0, and let G(·, y) ∈ H1(Ω0) be the Green function solution to





div(σ∇G(·, y)) + q u = 0 in Ω0,

G(·, y) = 0 on ∂ Ω0 \ Σ0,

σ∇G(·, y) · ν + iG(·, y) = 0 on Σ0.

(12)

Let G1 and G2 be the Green functions satisfying (12). The singular solution can be
expressed as

f(y, w) = S1(y, w) − S2(y, w), (13)

where, for k = 1, 2,

Sk(y, z) =

ˆ

Dk

(aDk
(x) − ab(x))∇G1(x, y) · ∇G2(x, z) dx

+

ˆ

Dk

(qDk
(x) − qb(x))G1(x, y)G2(x, z) dx,

for y, z ∈ D0, by applying the first Green identity, we derive the following inequality

♣f(y, z)♣ ≤
≤ d(CΣ

D1
, CΣ

D2
) ∥(G1, σ1∇G1 · ν)∥

H
1/2
00 (Σ)×H

−1/2
00 (Σ)

∥(Ḡ2, σ2∇Ḡ2 · ν)∥
H

1/2
00 (Σ)×H

−1/2
00 (Σ)

.

(14)

Before proceeding, it is important to mention a geometrical aspect. In a general
context, the Hausdorff distance may be achieved at a point that can only be reached
from the boundary portion Σ by passing through the boundary of two inclusions.
This is an obstruction when applying the propagation of smallness argument. To
overcome this issue, Alessandrini and Di Cristo [21] have introduced the so-called
modified distance, which is a quantity that allows to bound the Hausdorff distance
in terms of a modified one which involves only points that can be reached from
the exterior. It is important to note that we can only perform unique continuation
estimates on points that are close to the boundary of the two inclusions and that
are contained in a subset, denoted as V , that can be reached from the connected
component of Rn \ (D1 ∪D2) in a quantitative form. This involves using a chain of a
finite number of balls whose numbers are suitably bounded and whose radii must
be bounded from below (see [20, 11, 113]). In this context, a fundamental step is
the proof of the existence of a point P ∈ ∂D1 \D2 such that the Hausdorff distance
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between ∂D1 and ∂D2 is dominated by the distance dist(P,D2).

Now, if y and w are located outside Ω, we can control f(y, w) in (13) in terms
of the distance d(CΣ

D1
, CΣ

D2
) by applying (14). As y, w are moved inside Ω within a

connected set contained in R
n \ (D1 ∪D2), we propagate the smallness of f near the

boundary of the two inclusions.

We show that as y = w approaches the point P of ∂D1 \ D2, f(y, y) blows up.
This, combined with the upper bound of f(y, y) in terms of d(CΣ

D1
, CΣ

D2
) discussed

above, leads to (11).

We wish to remark that the presence of an anisotropic and inhomogeneous leading
coefficient, along with an additional zero-order term, requires a careful analysis of
the asymptotic behaviour of the Green functions Gj(·, y) as the pole y approaches
the inclusion Dj , j = 1, 2.

In the concluding part of the chapter, we derive the following stability estimate

dH(∂D1, ∂D2) ≤ C ♣log J (D1, D2)♣−η , (15)

in terms of a misfit functional

J (D1, D2) =

ˆ

Dy×Dz

∣∣∣
ˆ

Σ
[σ1(x)∇G1(x, y) · ν(x)G2(x, z)−

−σ2(x)∇G2(x, z) · ν(x)G1(x, y)] dS(x)
∣∣∣
2
dy dz,

(16)

where the Dy, Dz are appropriately selected sets that are compactly contained in
R

n \ Ω̄. As proved in [14] (see also [59]), the Hölder estimate (15) can be applied
in numerical reconstructions. The stability estimate derived in terms of this misfit
functional suggests that it is not necessary to know the full local Cauchy data set. It
is sufficient to sample it on Green’s type functions with sources placed outside the
physical domain.

In Chapter 5, we consider the coefficient identification problem associated with
the generalised Schrödinger equation. We begin with the formulation of the inverse
problem. Let Ω be a bounded domain of Rn and Σ be a non-empty portion of the
boundary ∂ Ω. Let u ∈ H1(Ω) denote a weak solution of the equation

div(σ∇u) + q u = 0, in Ω. (17)

The inverse problem consists in the simultaneous determination of the pair of co-
efficients σ and q from the knowledge of all the possible pairs of Cauchy data
¶u♣∂ Ω, σ∇u · ν♣∂ Ω♢.

We address the stability issue, and we prove a Lipschitz stability estimate that
holds simultaneously for both the coefficients σ and q under suitable a-priori assump-
tions. Let us introduce the main a-priori assumptions. There is a given partition
¶Dj♢N

j=1, N ∈ N consisting of a finite number of bounded domains with boundary
of class C2 such that Ω = ∪N

j=1Dj . Notice that in previous works the boundary
regularity was at most Lipschitz. However, this regularity assumption is necessary in
order to have singular solutions with Green’s type singularities.
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The coefficients σ and q are finite-dimensional and have the form

σ(x) := γ(x)A(x) =




N∑

j=1

γj(x)χDj (x)


A(x), q(x) :=

N∑

j=1

qj(x)χDj (x), (18)

where γj , qj are affine functions for j = 1, . . . , N , and A(x) is a known C1,1(Ω, Symn)

matrix function, where Symn is the space of real n×n symmetric matrices. Let Ci, for
i = 1, 2, represent the local Cauchy data sets associated with the pairs of coefficients
¶σ(i), q(i)♢i=1,2, as defined in (18). We denote the distance between these sets as
d(C1, C2). In Chapter 5 we aim to prove that

∥σ(1) − σ(2)∥L∞(Ω) + ∥q(1) − q(2)∥L∞(Ω) ≤ C d(C1, C2), (19)

with C > 0 a constant that depends only on the a-priori data. To derive the stability
estimate, we adopt a constructive approach based on the singular solutions method
and the quantitative estimates of unique continuation (see [21, 33, 17] and [136] for
a recent survey). It is important to mention that the Green functions considered here
are the ones constructed in Chapter 4 for a boundary value problem on an enlarged
domain Ω0. On the boundary of Ω0, a complex-valued Robin condition on a portion
Σ0 of ∂ Ω0 \ ∂ Ω and a homogeneous Dirichlet condition on the remaining part are
prescribed.

The boundary value problem associated with the equation (17) encompasses
a wide range of inverse problems that are characterised by their ill-posed nature.
The first problem that has motivated our study is the Calderón problem, namely the
inverse conductivity problem, for which the boundary data are modelled by the DtoN
map. As already discussed earlier on in this thesis, Alessandrini investigated the
stability issue in [8] for isotropic conductivities belonging to Hs(Ω) for s > n

2 + 2

providing a log-type stability estimate. This result is optimal, as proved by Mandache
[97]. The ill-posed character of the inverse conductivity problem is a common de-
nominator in this field and it constitutes an obstruction in numerical reconstructions.
To overcome this issue, it is convenient to restrict the space of admissible conduc-
tivities by imposing appropriate a-priori assumptions on the conductivity. This line
of research was pursued by Alessandrini and Vessella [21], who proved a Lipschitz
stability estimate for piecewise constant conductivities defined on a finite partition
of the domain Ω that satisfy certain a-priori bounds. Rondi [112] has proved that
the Lipschitz constant appearing in the stability estimate [21, Theorem 2.7] behaves
exponentially with respect to the number N of subdomains of the partition. This
result was subsequently extended by Di Cristo and Rondi [53] for the inverse scatter-
ing problem and the inclusion determination problem, and by Sincich [120] for the
corrosion detection problem. Recently, in [3], Alberti, Arroyo and Santacesaria have
extended these ideas by proving that for coefficients belonging to finite dimensional
manifolds, uniqueness and stability are guaranteed. Lipschitz stability estimates
have been proved for real and complex finite dimensional isotropic coefficients ([21,
18, 35]), for a special type of anisotropic conductivities ([62, 59]), for polyhedral
inclusions in a conductive medium ([36, 26, 34]), for the nonlocal operator ([114]),
and for the elasticity case ([55]). This list is far from being complete! However,



12 Introduction

it includes results that are all based on the singular solutions method and unique
continuation techniques.

When σ is the identity matrix, equation (17) is the Schrödinger equation. Lipschitz
stability has been proved both when the DtoN map is defined (hence under suitable
spectral conditions) and when only Cauchy data are available, in the case of a finite
dimensional potential q (see [39, 17, 115]). When q has a positive sign, (17) is the
reduced wave equation or the Helmholtz equation. In [37], the authors succeeded
in proving the conditional Lipschitz stability at selected frequencies, using the DtoN
map. See also [14] for the related numerical experiments.

When q is a non-positive scalar function, the boundary value problem associated
with (17) models the propagation of light in a body and corresponds to the diffusion
approximation of the radiative transfer equation in the frequency domain. In this
framework, the coefficients σ and q model the diffusion and absorption coefficients,
respectively. The corresponding application is the diffuse optical tomography (DOT),
a novel, non-invasive technique that allows one to map the optical properties of a
tissue (see [23, 25]). In [24], Arridge and Lionheart proved that, under general
assumptions, it is not possible to recover the diffusion and the absorption coefficients
simultaneously. However, later results showed that if the coefficients belong to a finite
dimensional space of bounded functions, it is possible to determine the coefficients
simultaneously. In [72], Harrach proved uniqueness under the assumption that the
diffusion coefficient is piecewise constant and the absorption coefficient is piecewise
analytic. The author used the technique of localised potentials, developed by the same
author in [65], and the monotonicity method also used in [73]. Recently, the method
of localised potentials has been successfully employed by Harrach and Lin ([74])
to recover piecewise analytic coefficients in a semilinear elliptic equation, under
proper hypotheses that ensure the existence of the DtoN map. Results of Lipschitz
and Hölder stability at the boundary of the absorption coefficient and its derivatives,
respectively, have been proved in [54] and [49] in the anisotropic time-harmonic case.
Finally, we would like to mention another application, photoacoustic tomography, an
imaging technique that combines the high contrast of optical tomography with the
high resolution of acoustic waves ([30]). In a recent paper (see [10]), Alessadrini, Di
Cristo, Francini and Vessella simultaneously determine the absorption and diffusion
coefficients from the measurements of the energy distribution.

The proof of our main result can be summarised as follows. We define

E = max¶∥γ(1) − γ(2)∥L∞(Ω), ∥q(1) − q(2)∥L∞(Ω)♢.

Then, there is an index K ∈ ¶1, . . . , N♢ such that E is reached in DK . Let D1 be
a domain of the given partition such that ∂ D1 ∩ Σ ̸= ∅. Then we fix a chain of
contiguous subdomains D0, D1, . . . , DK .

We use an iterative procedure to determine a bound for the coefficients in terms
of the boundary data. It is based on the strategy introduced in Alessandrini and
Vessella [21] for the determination of a coefficient and generalised in our case. We
determine Hölder type boundary estimates on the portion Σ1 in terms of the Cauchy
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data, from which we obtain the following estimate:

∥γ(1) − γ(2)∥L∞(D1) + ∥q(1) − q(2)∥L∞(D1) ≤ C (E + ε)
( ε

E + ε

)η̃1

, (20)

where 0 < η̃1 < 1 depends only on the a-priori data and ε = d(C1, C2). The estimate
(20) is derived by applying an Alessandrini’s type argument, and the study of the
blowup rate of the Green function near the discontinuity interface. We then apply
the following two-step procedure, which we describe for the domain D2.

1. We determine an upper bound for ∥γ(1)
2 −γ

(2)
2 ∥L∞(D2) by exploiting the blow-up

rate of the singular solutions near the discontinuity interface for the coefficient
and quantitative estimates of unique continuation, which are based on the
propagation of smallness estimates proved by Carstea and Wang in [47] that
hold for piecewise Lipschitz coefficients.

2. We estimate ∥q(1)
2 − q

(2)
2 ∥L∞(D2) by taking advantage of the stability estimate

in 1, the asymptotic estimates for the Green functions and the quantitative
estimates of unique continuation.

We continue this iterative process until we reach the domain DK , where we
derive the following inequality:

∥γ(1) − γ(2)∥L∞(DK) + ∥q(1) − q(2)∥L∞(DK) ≤ C (E + ε) ω
(3(K−1))
η̃K

( ε

E + ε

)
, (21)

where 0 < η̃K < 1 is a constant that depends only on the a-priori data, and ωη̃K is a
modulus of continuity of logarithmic type of the form

ωη̃K (t) ≤ C ♣ ln t−1♣−η̃K for t ∈ (0, 1).

Inequality (21), along with the invertibility of the modulus of continuity, leads to the
desired Lipschitz stability estimate (19).

As a corollary, we derive a stability estimate on the portion Σ of Hölder type for
both the coefficients σ and q of the form

∥σ(1) − σ(2)∥L∞(Σ) + ∥q(1) − q(2)∥L∞(Σ) ≤ C (d(C1, C2) + E)1−η d(C1, C2)η, (22)

for 0 < η < 1, and C > 0 is a positive constant depending on the a-priori data
only. Notice that this estimate is consistent with previous results. Indeed, for the
Calderón problem, the estimate at the boundary is Lipschitz [7, 130], whereas for
the Schrödinger equation with Cauchy data it is Hölder [17].





Abbreviations and Notation

• a.e.: almost everywhere.

• e.g.: exempli gratia.

• i.e.: id est.

• N0 = N ∪ ¶0♢.

• x = (x′, xn): x ∈ R
n, x′ = (x1, . . . , xn−1).

• R
n
± = ¶x ∈ R

n : xn ≷ 0♢.

• B(x, r): the n-dimensional open ball centred at x with radius r > 0.

• B′(x′, r): the (n− 1)-dimensional open ball centred at x′ with radius r > 0

• Q(x, r) = B′(x′, r) × (xn − r, xn + r): the cylinder centred at x with height 2r.

• Br = B(0, r), B′
r = B′(0, r).

• Qr = Q(0, r), Q′
r = Q′(0, r).

• B±
r = Br ∩ R

n
±.

• ωn = 2πn/2

nΓ(n/2) : the volume of the unit ball in R
n.

• A ⊂⊂ B or A ⋐ B: A has compact closure in B.

• ∂ Ω: the boundary of a bounded set Ω.

• ♣Ω♣: the n-dimensional Lebesgue measure of a measurable set Ω.

• suppf : the support of the function f .

• ∇u =

(
∂ u

∂ x1
, . . . ,

∂ u

∂ xn

)
: the gradient of u.
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16 Abbreviations and Notation

• div(u) =
n∑

i=1

∂ u

∂ xi
: the divergence operator.

• ∆u =
n∑

i=1

∂2 u

∂ x2
i

: the Laplacian operator.

• Ck(Ω): the space of continuous scalar functions with continuous derivatives up
to order k ∈ N0 in an open set Ω of Rn.

• Ck
c (Ω): the space of continuous scalar functions with continuous derivatives up

to order k ∈ N0 with compact support in an open set Ω of Rn.

• C0,α(Ω): the space of scalar Hölder continuous functions with exponent α ∈
(0, 1] (Lipschitz continuous functions if α = 1).

• Ck,α(Ω): the space of Ck continuous functions whose derivatives of order k ∈ N

belong to C0,α(Ω).

• Lp(Ω): the space of measurable functions that are p-integrable for p ≥ 1.

• Wm,p(Ω): the Sobolev space of functions in Lp(Ω) whose derivatives of order
≤ m belong to Lp(Ω) for m ∈ N, p ≥ 1.
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The inverse conductivity problem
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In this chapter, we discuss the inverse conductivity problem, a widely studied
reference model in the field of inverse problems known as the Calderón problem.
This problem is the basis for many other inverse problems, including travel-time
tomography ([124]) and boundary rigidity problems ([123]).

In Section 1.1, we analyse Alberto Calderón’s formulation of the inverse conduc-
tivity problem, as presented in his 1980 paper. Calderón aimed to determine the
conductivity of a medium by measuring the voltage and current at its boundary. We
examine the well-posedness of the direct problem.

Section 1.2 gives an overview of certain uniqueness results. In Section 1.3,
we will outline the most recent stability results. Subsection 1.3.1 will cover the
known stability results for the Calderón problem, including the stability estimates
of Alessandrini [7] and the Lipschitz stability estimates of Alessandrini and Vessella
[21] for piecewise constant conductivities, and the results of Gaburro and Sincich
[62] for special anisotropic conductivities and Beretta and Francini [35] for complex
conductivities.

Finally, Subsection 1.3.2 is devoted to the stable determination of an inclusion

17



18 Chapter 1. The inverse conductivity problem

in the case of a piecewise constant conductivity established by Alessandrini and Di
Cristo [21], and to a Lipschitz stability estimate due to Aspri, Beretta, Francini and
Vessella [26] for polyhedral inclusions.

First, we establish the notation. We denote a multi-index as any n-uple of elements
of Nn

0 of the form

α = (α1, . . . , αn), αj ∈ N0, j = 1, 2 . . . , n.

For any α ∈ N
n
0 , let ♣α♣ = ♣α1♣ + ♣α2♣ + · · · + ♣αn♣ and α! = α1!α2! . . . αn! be the length

(modulus) and the factorial, respectively. For any x ∈ R
n, set

xα = xα1
1 xα2

2 . . . xαn
n .

Next, we introduce quantitative notions of smoothness for the boundary of a
domain, which will be referred to throughout this monograph.

Definition 1.0.1 (Ck,α regularity). Let Ω be a bounded domain in R
n. Let k ≥ 0 be a

positive integer and α ∈ (0, 1]. The boundary ∂Ω is considered to be of class Ck,α with
constants r0 and M0 > 0 if, for each point P ∈ ∂ Ω, there exists a rigid transformation
under which P coincides with the origin O and the following condition is satisfied:

Ω ∩Qr0 =
{
x ∈ Qr0 : xn > φ(x′)

}
.

The function φ is a Ck,α function on the ball B′
r0

which satisfies the following conditions:

φ(0′) = ♣Dβφ(0′)♣ = 0 and ∥φ∥Ck,α(B′
r0

) ≤ M0 r0,

where β is a multi-index with 0 ≤ ♣β♣ ≤ k.
When k = 0 and α = 1, the boundary is said to be of Lipschitz class with constants

r0,M0.

Remark 1.0.1. If ∂ Ω is of class C0,1, then Radamacher’s theorem proves that the unit
exterior normal ν(x) to ∂ Ω exists for Hn−1 for almost every x ∈ ∂ Ω (see [57, Section
3.1.2]).

Definition 1.0.2 (Ck regularity). Let Ω ⊂ R
n be a bounded domain. Let k ≥ 1 be a

positive integer. We say that the boundary ∂Ω is of class Ck with constants r0,M0 > 0

if for every point P ∈ ∂ Ω there is a rigid transformation under which P coincides with
the origin O, and

Ω ∩Qr0 =
{
x ∈ Qr0 : xn > φ(x′)

}
,

where φ is a Ck function on the ball B′
r0

that satisfies the following condition:

φ(0′) = ♣Dβφ(0′)♣ = 0 and ∥φ∥Ck(B′
r0

) ≤ M0 r0,

where β is a multi-index with 0 ≤ ♣β♣ ≤ k.

Definition 1.0.3. Let Ω be a bounded domain of Rn. We define a portion Σ of the
boundary ∂ Ω to be a flat portion of size r0 if for every point P ∈ Σ there exists a rigid
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transformation under which P coincides with the origin 0 and

Σ ∩Qr0 = ¶x ∈ Qr0 : xn = 0♢ ,
Ω ∩Qr0 = ¶x ∈ Qr0 : xn > 0♢ ,

(Rn \ Ω) ∩Qr0 = ¶x ∈ Qr0 : xn < 0♢ .

Remark 1.0.2. In this monograph, we will follow the convention of normalising norms
to be dimensionally equivalent to their argument. Therefore, the norm Ck,α in the
definition 1.0.1 is normalised as follows:

∥φ∥Ck,α(B′
r0

) =
k∑

j=0

rj
0

∑

♣β♣=j

∥Dβφ∥L∞(B′
r0

) + rk+α
0

∑

♣β♣=k

sup
x,y∈B′

r0
x ̸=y

♣Dβφ(x) −Dβφ(y)♣
♣x− y♣α .

In particular, for any φ ∈ C0,1(B′
r0

), the norm can be expressed as

∥φ∥C0,1(B′
r0

) = ∥φ∥L∞(B′
r0

) + r0 sup
x,y∈B′

r0
x ̸=y

♣φ(x) − φ(y)♣
♣x− y♣ .

1.1 Background and Literature Review

The inverse conductivity problem was introduced by Alberto P. Calderón, an Argen-
tinian mathematician known for his work on singular integral operators. Calderón
first worked as an engineer at Yacimientos Petroliferos Fiscales (YPF), a state-owned
Argentine energy company involved in the exploration, production, and transporta-
tion of oil and gas, before becoming one of the most important analysts of the 20th
century. While working in the company’s geophysics department in the late 1940s,
Calderón developed an interest in oil exploration and worked on the problem of
determining the electrical conductivity of a body using boundary measurements.
These measurements take the form of voltage and current measurements on the
conductor’s surface.

Calderón initially ignored these results, but later published them in a note to the
Brazilian Mathematical Society (SBM) in ATAS pp. 65-73 in the 1980’s. This was
subsequently republished in [45]. In this paper, Calderón proposed a mathematical
formulation of the inverse conductivity problem, which we will briefly consider here.
Assume that D is a bounded domain in R

n, with a Lipschitz boundary as in Definition
1.0.1, where n ≥ 2. Let γ be a measurable function, bounded on D, and with a
positive lower bound of the form γ(x) ≥ θ > 0. Consider the second-order elliptic
operator

Lγ(u) = div(γ∇u) for u ∈ H1(Ω). (1.1)

Let Qγ be the quadratic form associated with the operator Lγ , given by

Qγ(ϕ) =

ˆ

D
γ♣∇u♣2 dx,
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where u ∈ H1(Ω) is a weak solution of





Lγ(u) = 0 in D,

u♣∂ D = ϕ ∈ H1/2(∂ D).

Calderón introduced the map
Q : γ → Qγ

which associates each conductivity on Ω with the corresponding induced electric
power. The problem is to determine whether it is possible to invert the map Q.

This problem arises in electrical prospecting, where the aim is to find the un-
known conductivity of a conductive medium by making steady-state DC electrical
measurements at the surface of the body. In this framework, D represents a pos-
sibly inhomogeneous conductor, the trace function ϕ represents the voltage at the
conductor’s surface, and the quadratic form Qγ(ϕ) represents the energy necessary
to maintain the conductor’s electric potential ϕ at the surface. Calderón proved
that the map Q is bounded and analytic on a subset of conductivities which has a
positive lower bound; it is thus Fréchet differentiable. As noted by Uhlmann [135],
the Fréchet derivative of Q at γ = γ0, where γ0 represents a constant conductivity,
takes the following form

dQ
∣∣∣
γ=γ0

(h)(f, g) =

ˆ

Ω
h∇u · ∇v,

where u, v ∈ H1(Ω) are weak solutions of the following Dirichlet problems:





div(γ0∇u) = div(γ0∇v) = 0, in Ω,

u
∣∣∣
∂ Ω

= f ∈ H1/2(∂ Ω), v
∣∣∣
∂ Ω

= g ∈ H1/2(∂ Ω).
(1.2)

Calderón proved the unique solvability of the linearized problem by showing that
the Fréchet derivative dQ ♣γ=γ0 evaluated at a constant conductivity γ0 is injective.
When γ0 = 1, this is equivalent to proving that the L2 inner product between the
gradients of two harmonic functions is dense in L2.

Since Calderón’s initial contribution, there has been a growing interest in the
international community of mathematicians to study the well-posedness of this prob-
lem and to develop efficient algorithms for reconstructing the unknown parameters.
Rather than considering the induced electric power and attempting to invert the map
Q, mathematicians have found it more convenient to formulate the inverse problem
in terms of the measurements. We present the current formulation of the inverse
conductivity problem. Let Ω be a bounded domain with Lipschitz boundary in R

n.
Consider the elliptic operator defined in (1.1) with coefficient σ. We assume that σ is
a real n× n symmetric matrix function in L∞(Ω, Symn) which satisfies the condition
of uniform ellipticity, i.e., there exists a constant λ̄ > 1 such that for any ξ ∈ R

n and
almost any x ∈ Ω,

λ̄−1♣ξ♣2 ≤ σ(x)ξ · ξ ≤ λ̄♣ξ♣2. (1.3)

The lower index for the operator defined in (1.1) will be dropped from now on. The
dual space of H1

0 (Ω) is denoted by H−1(Ω). The duality between H−1(Ω) and H1
0 (Ω)
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is denoted by the standard bracket notation ⟨·, ·⟩. Let H1/2(∂ Ω) represent the space
of traces of H1 functions with traces on ∂ Ω.

For f ∈ H1/2(∂ Ω) and F ∈ H−1(Ω), we say that a scalar function u ∈ H1(Ω) is a
weak solution of: 




L(u) = F in Ω,

u = f on ∂ Ω,
(1.4)

if u satisfies the following identity
ˆ

Ω
σ(x)∇u(x) · ∇φ(x) dx =

ˆ

Ω
F (x)φ(x) dx, for any φ ∈ H1

0 (Ω), (1.5)

with u♣∂ Ω = f in the trace sense. The hypothesis on σ allows us to define a bilinear
form B corresponding to the elliptic operator L, as follows

B[u, v] :=

ˆ

Ω
σ∇u · ∇v dx, for any u, v ∈ H1(Ω). (1.6)

Therefore, u ∈ H1(Ω) is a weak solution of (1.4) if and only if

B[u, φ] = ⟨F,φ⟩, for any φ ∈ H1
0 (Ω),

and u♣∂ Ω = f in the trace sense (see [56, Chapter 6]). For a bounded domain
Ω ⊂ R

n, the trace space H−1/2(∂ Ω) is defined as the dual space of H1/2(∂ Ω). The
duality between these trace spaces is expressed by the brackets ⟨·, ·⟩, as usual. If the
boundary ∂ Ω is of class Ck with k ≥ 1, the duality reduces to the L2 inner product
on ∂Ω. We denote the Banach space of bounded linear operators over the trace space
H1/2(∂ Ω) and its dual with L(H1/2(∂ Ω), H−1/2(∂ Ω)). In the following theorem we
introduce a classical result of well-posedness for boundary value problem (1.4) ([58,
Theorem 2.52]).

Theorem 1.1.1 (Well-posedness of the Direct Problem). Let Ω ⊂ R
n be a bounded

domain with Lipschitz boundary. Let L be the second-order elliptic operator as in
(1.1) with the coefficient σ ∈ L∞(Ω, Symn) which satisfies (1.3). Then, for any
f ∈ H1/2(∂ Ω) and F ∈ H−1(Ω), there exists a unique solution u ∈ H1(Ω) of the
boundary value problem (1.4).

Moreover, there exists a constant C > 0 independent of f and F such that

∥u∥H1(Ω) ≤ C(∥f∥H1/2(∂ Ω) + ∥F∥H−1(Ω)). (1.7)

Proof. We divide the proof into two parts.
Homogeneous Dirichlet problem. Let F ∈ H−1(Ω) and consider the boundary

value problem 



L(u) = F in Ω,

u = 0 on ∂ Ω.
(1.8)

Notice that, thanks to (1.3) and the Poincarè inequality A.2.1, the bilinear form B

defined in (1.6) is an inner product on H1
0 (Ω) and induces a norm that is equivalent

to the original one. It follows that the inner product space (H1
0 (Ω),B[·, ·]) has the

same Cauchy sequences as the original H1
0 (Ω), so it is a Hilbert space. Moreover,
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since B is coercive, it turns out that

♣⟨F, v⟩♣ ≤ ∥F∥H−1(Ω)∥v∥H1(Ω) ≤ C∥F∥H−1(Ω) B[v, v]1/2

for any v ∈ H1
0 (Ω). By the Riesz representation theorem it follows that there exists a

unique u ∈ H1
0 (Ω) such that

B[u, v] = ⟨F, v⟩ for any v ∈ H1
0 (Ω).

Since u♣∂ Ω = 0, it follows that u is the unique solution of (1.8). Moreover, ∥u∥H1(Ω) ≤
C∥F∥H−1(Ω).

Inhomogeneous Dirichlet problem. Now, let f ∈ H1/2(∂ Ω) and assume that
u♣∂ Ω = f in (1.4). Consider a function uf ∈ H1(Ω) such that the following inequality
is satisfied:

∥uf ∥H1(Ω) ≤ C∥f∥H1/2(∂ Ω)

(see for instance the right-inverse of the trace operator [58, Theorem 2.44]). Let
ũ = u− uf , where u is the unique solution of (1.8). Then the Dirichlet problem (1.4)
is equivalent to the following weak formulation:

B[ũ, v] = ⟨F, v⟩ − B[uf , v] for any v ∈ H1
0 (Ω), ũ♣∂ Ω = 0.

Consider the map F̃ : w → ⟨F,w⟩ − B[uf , w]. For every w ∈ H1
0 (Ω), it follows from

the triangle inequality and the Schwarz inequality, it follows that

♣ B[uf , w]♣ ≤ C

ˆ

Ω
(♣∇u♣ · ♣∇w♣ + ♣u♣ · ♣w♣) ≤ C∥uf ∥H1(Ω) ∥w∥H1(Ω),

for C > 0 a suitable constant independent of uf and w. Thus, F̃ is a bounded linear
operator and its norm is bounded as

∥F̃∥H−1(Ω) ≤ C(∥F∥H−1(Ω) + ∥f∥H1/2(∂ Ω)).

Hence, thanks to the results of the previous step, ũ ∈ H1
0 (Ω) is the unique solution of





L(ũ) = F̃ in Ω,

ũ = 0 on ∂ Ω,

and
∥ũ∥H1(Ω) ≤ C(∥F∥H−1(Ω) + ∥f∥H1/2(∂ Ω)).

Due to the choice of uf , (1.7) follows straightforwardly.

Thanks to Theorem 1.1.1, there exists a unique solution u to the boundary value
problem (1.4) for every f ∈ H1/2(∂ Ω). In the case F = 0, i.e. there are no sinks or
sources in the conductor, it is possible to define an operator of the form

f → σ∇u · ν♣∂ Ω,

which assigns to each trace function defined on ∂ Ω the corresponding trace of the
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conormal derivative of u on ∂ Ω. Let us check this result for F = 0 (see [58, Theorem
2.63] and [117, Lemma 3.4])

Theorem 1.1.2. Suppose that the hypotheses of Theorem 1.1.1 are satisfied. Then there
exists a unique bounded linear map

Λσ : H1/2(∂ Ω) → H−1/2(∂ Ω)

which satisfies

⟨Λσf, g⟩ =

ˆ

Ω
σ∇u · ∇v dx, (1.9)

where u ∈ H1(Ω) is the unique solution of (1.4) and v is any function in H1(Ω) such
that v♣∂ Ω = g. Moreover, the following identity holds:

⟨Λσf, g⟩ = ⟨f,Λσg⟩, for any f, g ∈ H1/2(∂ Ω). (1.10)

Proof. Existence. Using the Divergence Theorem, (1.6) can be expressed as follows:
for any v ∈ H1(Ω),

B[u, v] =

ˆ

Ω
σ∇u · ∇v dx =

ˆ

∂ Ω
(σ∇u · ν)v dS. (1.11)

By Theorem A.1.2, we derive that the right-hand side of the equation (1.11) depends
only on the trace of v on ∂ Ω. As a result, if v1 and v2 are two functions in H1(Ω) with
the same trace on ∂ Ω, then their difference, v1 − v2, belongs to H1

0 (Ω). Therefore,
we derive the following identity:

B[u, v1] = B[u, v2].

Then, for any f ∈ H1/2(∂ Ω), the map Tf : H1/2(∂ Ω) → R defined by

Tf (g) =

ˆ

Ω
σ∇u · ∇vg for any g ∈ H1/2(∂ Ω),

where vg ∈ H1(Ω) is such that vg♣∂ Ω = g and ∥vg∥H1(Ω) ≤ C∥g∥H1/2(∂ Ω) (see
Theorem A.1.3), is well-defined.

The linearity of Tf is trivial to prove, so we only need to prove its boundedness.
By applying the Cauchy-Schwarz inequality, we derive

♣ Tf (g)♣ ≤ C∥u∥H1(Ω) ∥vg∥H1(Ω).

By Theorem 1.1.1, it follows that:

∥u∥H1(Ω) ≤ C∥f∥H1/2(∂ Ω),

which implies that:

♣ Tf (g)♣ ≤ C∥f∥H1/2(∂ Ω) ∥g∥H1/2(∂ Ω).
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Hence, the mapping Tf is bounded, and its norm satisfies the inequality:

∥ Tf ∥H−1/2(∂ Ω) ≤ C∥f∥H1/2(∂ Ω), for any f ∈ H1/2(∂ Ω). (1.12)

The inequality (1.12) implies that the map

H1/2(∂ Ω) ∋ f → Tf ∈ H−1/2(∂ Ω)

is bounded. Let Tf := σ∇u · ν. We define the map

Λσ : H1/2(∂ Ω) → H−1/2(∂ Ω)

f 7→ Tf := σ ∇u · ν♣∂ Ω.

The map Λσ satisfies (1.9) and it is unique.
Simmetry. Let f, g ∈ H1/2(∂ Ω) and let uf , ug be the weak solutions to (1.4) with
F = 0 and Dirichlet data uf ♣∂ Ω = f, ug♣∂ Ω = g. Since B[·, ·] is a real symmetric
bilinear form, it follows that

⟨Λσf, g⟩ = B[uf , ug] = B[ug, uf ] = ⟨f,Λσg⟩.

Definition 1.1.1. The operator Λσ defined in (1.9) is called the Dirichlet to Neumann
(DtoN) map.

The DtoN map Λσ maps the trace of the solution u♣∂ Ω at the boundary ∂ Ω (the
Dirichlet condition) to the trace of the corresponding conormal derivative σ∇u · ν♣∂ Ω

(the Neumann condition). The DtoN map is a bounded linear operator belonging to
the Banach space L(H1/2(∂ Ω), H−1/2(∂ Ω)). Its norm is defined as follows:

∥Λσ∥L(H1/2(∂ Ω),H−1/2(∂ Ω)) = sup
f,g∈H1/2(∂ Ω)

∥g∥
H1/2(∂ Ω)

=∥f∥
H1/2(∂ Ω)

=1

♣⟨Λσg, f⟩♣. (1.13)

In this monograph, the norm on the Banach space of bounded linear operators
L(H1/2(∂ Ω), H−1/2(∂ Ω)) is denoted with ∥ · ∥∗.

The inverse conductivity problem can be expressed as follows:

Given the DtoN map Λσ, determine the conductivity σ.

From Theorem 1.1.2, the following well-known identity, known as the Alessan-
drini’s identity, can be derived:

Theorem 1.1.3 (The Alessandrini’s identity). Let σ1, σ2 ∈ L∞(Ω, Symn) be two
matrix-valued functions that satisfy the uniform ellipticity condition (1.3). Let f1, f2 ∈
H1/2(∂ Ω) and let u1, u2 ∈ H1(Ω) be the weak solutions to





div(σ1∇u1) = 0, in Ω,

u1 = f1, on ∂ Ω,
and





div(σ2∇u2) = 0, in Ω,

u2 = f2, on ∂ Ω.
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Then, the following identity holds:

⟨(Λσ1 − Λσ2)f1, f2⟩ =

ˆ

Ω
(σ1 − σ2)∇u1 · ∇u2 dx. (1.14)

Proof.

⟨(Λσ1 − Λσ2)f1, f2⟩ = ⟨Λσ1f1, f2⟩ − ⟨Λσ2f1, f2⟩.

Let w ∈ H1(Ω) be a weak solution of





div(σ2∇w) = 0 in Ω,

w = f1 on ∂ Ω.
(1.15)

Then, because of the symmetry of σ2,

⟨Λσ2f1, f2⟩ =

ˆ

Ω
σ2∇w · ∇u2 =

ˆ

Ω
σ2∇u2 · ∇w = ⟨Λσ2f2, f1⟩,

which gives the thesis.

1.2 Uniqueness for the Calderón problem

After Calderón’s work, a first uniqueness result was proved by Robert V. Kohn and
Michael Vogelius in their 1984 paper ([83]). They considered a bounded domain with
a smooth boundary and studied isotropic conductivities modelled by real, bounded,
integrable functions, with a positive lower bound. They assumed the existence
of a point x0 ∈ ∂ Ω and a neighbourhood B of x0 where the conductivities are
smooth. They showed that if the values of the electric power corresponding to the
two conductivities coincide on the trace functions supported in B ∩ ∂ Ω, then the two
isotropic conductivities and their partial derivatives evaluated at x0 coincide.

Theorem 1.2.1 (Kohn-Vogelius 1984). Let Ω ⊂ R
n be a bounded domain with bound-

ary of class C∞. Let σ1, σ2 ∈ L∞(Ω) be two real isotropic conductivities with positive
lower bound. Let x0 ∈ ∂ Ω and let B be a neighbourhood of x0 in Ω̄. Suppose that
σi ∈ C∞(B) for i = 1, 2 and

Qσ1
(f) = Qσ2

(f) for any f ∈ H1/2(∂ Ω) with supp(f) ⊂ B ∩ ∂ Ω.

Then
Dβσ1(x0) = Dβσ2(x0) for any β = (β1, . . . , βn), βi ≥ 0.

In their 1985 paper [82, Theorem 1], Kohn and Vogelius extended the uniqueness
result to piecewise analytic conductivities. They considered two piecewise analytic
functions σ1 and σ2 on Ω̄ with a positive lower bound. If the electric powers corre-
sponding to the two conductivities are equal for any trace function f ∈ H1/2(∂ Ω),
then σ1 and σ2 coincide. The proofs of these results rely on the application of the
Runge approximation theorem that we state here (see [82, Lemma 2] for a proof).
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Lemma 1.2.2 (The Runge Approximation Property). Let ω be a bounded domain with
boundary of class C∞ contained in the analytic curvilinear polygon Ω, and such that
every connected component of Ω \ ω has a boundary curve in common with ∂ Ω. Let γ
be a piecewise analytic function on Ω̄ with a positive lower bound. Suppose u ∈ H1(ω)

satisfies
Lγ(u) = 0 in ω,

where Lγ is defined in (1.1). Given any compact subset K ⊂ ω and any ε > 0 there
exists U ∈ H1(Ω) such that

Lγ(U) = 0 in Ω,

and
ˆ

K
♣∇(U − u)♣2 dx < ε.

Sylvester and Uhlmann ([128, 129]) established a uniqueness result based on
the knowledge of the Dirichlet to Neumann map in dimension n ≥ 2. Motivated
by Calderón’s use of exponential solutions in the study of the linearised problem,
they constructed the complex geometric optics (CGO) solutions of the conductivity
equation for isotropic conductivities of class C2. This can be reduced to construct-
ing solutions in R

n by extending γ = 1 outside Ω for the Schrödinger equation.
For an isotropic conductivity σ ∈ C2(Rn) with positive lower bound, they trans-
formed the conductivity operator L(u) into the Schrödinger operator by a Liouville
transformation

σ−1/2 L(σ1/2u) = (∆ − q)u, with q =
∆(

√
σ)√
σ

.

Hence, the construction of solutions to the conductivity equation boils down to
constructing solutions to the Schrödinger equation.

Theorem 1.2.3 (Silvester-Uhlmann 1987). For σj ∈ C2(Ω) with j = 1, 2 and σj

strictly positive, if Λσ1 = Λσ2 then σ1 = σ2.

These results from the 1980s greatly influenced the development of the field
of inverse problems, with many uniqueness and stability results being obtained for
isotropic conductivities (uniqueness at the boundary [82], nonlinear conductivities
[126], conductivities with derivatives of higher order [102, 43], uniqueness for
conormal conductivities in C1+ϵ [88], Lipschitz conductivities [46]).

In the case of anisotropic conductivity, the problem of identifiability becomes more
challenging. A natural obstruction to uniqueness arises from the fact that anisotropic
conductivities can only be determined up to diffeomorphisms that leave the boundary
of the domain fixed. This was first observed by Tartar and later confirmed by
Kohn and Vogelius ([84]). They introduced a diffeomorphism ϕ : Ω̄ → Ω̄ which
satisfies ϕ(x) = x and Dϕ(x) = Idn for any x ∈ ∂ Ω. For an anisotropic conductivity
σ(x) = ¶σij(x)♢n

i,j=1 satisfying the uniform ellipticity condition (1.3), a transformed
conductivity can be defined as:

σϕ(x) :=
[(Dϕ)Tσ(Dϕ)](ϕ−1(x))

♣ det(Dϕ)(ϕ−1(x))♣ ,
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where Dϕ is the Jacobian matrix of ϕ. It can be shown that the Dirichlet to Neumann
maps associated with σ and σϕ are the same, i.e., Λσ = Λσφ .

Kohn and Vogelius were able to establish a uniqueness result at the boundary by
mitigating the ill-posedness of the problem. They proved that if n− 1 eigenvalues
of the anisotropic conductivity σ are known, then the remaining eigenvalue and its
partial derivatives can be determined by boundary measurements.

Theorem 1.2.4 (Kohn-Vogelius 1983). Let σ, σ̃ be two symmetric, positive definite
matrices with entries in L∞(Ω), and let ¶λi♢, ¶λ̃i♢ and ¶ei♢, ¶ẽi♢ be the corresponding
eigenvalues and eigenvectors. For x0 ∈ ∂ Ω, let B be a neighbourhood of x0 in Ω̄.
Moreover, assume that σ, σ̃ ∈ C∞(B) and ∂ Ω ∩B is of class C∞,

ej = ẽj , λj = λ̃j in B, for 1 ≤ j ≤ n− 1,

en(x0) · ν(x0) ̸= 0,

Qσ(ϕ) = Qσ̃(ϕ) for any ϕ ∈ H1/2(∂ Ω) with supp(ϕ) ⊂ B ∩ ∂ Ω.

Then
Dβλn(x0) = Dβλ̃n(x0)

for all β = (β1, . . . , βn), βi ≥ 0.

Since the discovery of the obstruction identified by Luc Tartar, which states that
conductivities can only be determined up to diffeomorphisms that leave the boundary
points fixed, researchers have pursued different approaches. On the one hand, one
approach is to prove uniqueness up to diffeomorphisms that leave the boundary
points fixed. Lassas and Uhlmann, in their work [89], were able to reconstruct the
conformal class of a smooth, compact Riemannian surface (M, g) with boundary
by utilising the Cauchy data of harmonic functions given on an open subset of the
boundary of M . They employed the Laplace-Beltrami operator ∆g associated with
the metric g, defined as

∆gu =
1√

det(g)

n∑

i,j=1

∂

∂ xi

(√
det(g)gij ∂

∂ xj
u
)
,

where (gij) is the inverse matrix of (gij). This formulation is equivalent to the
conductivity equation through the transformation

(σij) =
√

det(g)(gij)−1 or (gij) = (det(σ))
1

n−2 (σij)−1. (1.16)

The operator analogous to the DtoN map is denoted as

Λg(f) = (
√

det(g))
n∑

i,j=1

νig
ij ∂ u

∂ xj

∣∣∣
∂ M

.

For examples of non-uniqueness in the anisotropic case, see [84, 68, 13]. From
the point of view of applications, the lack of uniqueness in EIT corresponds to
the existence of anisotropic structures that can act as barriers, making them unde-
tectable by measurements taken at the boundary and leading to the appearance of a
homogeneous conductor.
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The other approach consists in assuming the a-priori structure of the anisotropic
conductivity on a finite number of spatially independent parameters (see for example
[8, 12]). We would like to highlight two results of uniqueness. In [15], G. Alessan-
drini, R. Gaburro and M. de Hoop have considered the problem of recovering an
anisotropic conductivity σ known to be given by a piecewise constant matrix function
on a given partition of Ω. The authors considered the Neumann to Dirichlet map,
which is the inverse of the Dirichlet to Neumann map, and is defined as:

Nσ : 0H
−1/2(∂ Ω) → 0H

1/2(∂ Ω), Nσ :=
(
Λσ

∣∣∣
0H1/2(∂ Ω)

)−1
,

where

0H
1/2(∂ Ω) =

{
f ∈ H1/2(∂ Ω) :

ˆ

∂ Ω
f = 0

}
,

0H
−1/2(∂ Ω) =

{
ψ ∈ H−1/2(∂ Ω) : ⟨ψ, 1⟩ = 0

}
.

This is due to the fact that the Dirichlet to Neumann map Λσ restricted to 0H
1/2(∂ Ω)

is injective with bounded inverse. From the self-adjointness of Nσ, it follows that the
Neumann to Dirichlet map satisfies the following Alessandrini’s identity:

⟨(Nσ1 − Nσ2)g1, g2⟩ =

ˆ

Ω
(σ1(x) − σ2(x))∇u1 · ∇u2 dx,

where gi ∈ 0H
−1/2(∂ Ω) and ui ∈ H1(Ω) are the weak solution of the Neumann

problem 



div(σi∇ui) = 0 in Ω,

σi∇ui · ν = gi on ∂ Ω,
´

∂ Ω ui = 0.

The authors have considered a finite partition ¶Dj♢N
j=1 of a bounded domain Ω

consisting of connected, non-overlapping domains of Lipschitz class. Each of these
domains contains a non-empty portion of class C1,α as in Definition 1.0.1. The
anisotropic conductivities are of the form

σ(x) =
N∑

j=1

σjχDj (x) x ∈ Ω,

where σj for j = 1, . . . , N are constant real symmetric, positive definite matrices
satisfying the uniform ellipticity condition. For a non-empty flat portion Σ ⊂ ∂ Ω

as in Definition 1.0.3, the authors considered the local Neumann-to-Dirichlet map
(NtoD)

N Σ
σ : 0H

−1/2(Σ) → (0H
−1/2(Σ))∗ ⊂ 0H

1/2(Σ), (1.17)

where (0H
−1/2(Σ))∗ is the dual space to 0H

−1/2(Σ). The local NtoD map also satisfies
Alessandrini’s identity.

Theorem 1.2.5 (Alessandrini-De Hoop-Gaburro, 2017). Let Ω be a bounded domain of
R

n, let ¶Dj♢N
j=1 be a fixed partition of Ω as introduced above, and let Σ be a non-empty

portion of the boundary ∂ Ω. Let σk, k = 1, 2 be two anisotropic conductivities of the
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form

σk(x) =
N∑

j=1

(σk)jχDj (x), x ∈ Ω, (σk)j ∈ Symn.

Let N Σ
σk

, k = 1, 2 be the corresponding local NtoD map. If N Σ
σ1

= N Σ
σ2

then σ1 = σ2.

The proof of Theorem 1.2.5 relies on several key ideas. First, it is important to
note that the solutions of the conductivity equation are harmonic functions on the
Riemannian manifold ¶Ω, g♢, where g is the metric associated with σ by the equation
(1.16). In [15, Lemma 3.5], it is shown that the tangential part of the metric g(P )

can be uniquely determined from the knowledge of the local Neumann to Dirichlet
map near a point P ∈ ∂ Ω. The tangential part of g(P ) refers to the (n− 1) × (n− 1)

minor of g(P ) with respect to the tangential (hyper)plane to ∂ Ω at P . Furthermore,
if the local NtoD map is known on a non-flat portion of ∂ Ω, and σ is constant nearby,
then we will have enough tangent planes to fully recover g and hence σ. The proof
relies on the unique continuation property.

The authors introduced an example of non-uniqueness to show that knowing the
Neumann to Dirichlet map on the half space is not sufficient to uniquely determine a
constant anisotropic conductivity. This highlights that flat boundaries and interfaces
can be an obstacle to uniquely recovering the coefficients, thereby justifying the
assumption of curved interfaces and boundaries.

A second uniqueness result can be found in [16], where Alessandrini, Gaburro, De
Hoop and Sincich provide a global uniqueness result for finite-dimensional anisotropic
conductivities defined on nested domains. The authors consider a family of nested
domains ¶Ωk♢K

k=1 such that Ωk+1 ⊂⊂ Ωk ⊂⊂ Ω. Let Ω0 = Ω and ΩK+1 = ∅, the
anisotropic conductivities have the form

σ(x) =
K+1∑

j=1

σjχΩj−1\Ωj
(x),

where σj ∈ Symn are real symmetric, positive definite matrices and σ satisfies the
uniform ellipticity condition.

The authors proved the following uniqueness theorem.

Theorem 1.2.6 (Alessandrini-De Hoop-Gaburro-Sincich, 2018). Let Ω, ¶Ωj♢N
j=1, Σ be

as stated in [16, Theorem 2.6], and let σk, k = 1, 2 be two anisotropic conductivities of
the form

σk(x) =
Kk+1∑

j=1

(σk)jχΩj−1\Ωj
(x), x ∈ Ω,

satisfying
(σk)j ̸= (σk)j+1 for j = 1, . . . ,Kk.

If N Σ
σ1

= N Σ
σ2

, then K1 = K2 = K, and

Ω
(1)
j = Ω

(2)
j and (σ1)j+1 = (σ2)j+1,

for j = 0, . . . ,K.
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1.3 Stability for the inverse conductivity problem

In this section, we discuss the stability issue for the inverse conductivity problem and
describe some relevant results.

Before we consider the stability issue, let us define the modulus of continuity. Let
Ω be a subset of Rn.

Definition 1.3.1. Let f ∈ C0(Ω). The modulus of continuity of f in Ω is defined as

ω(δ) = sup¶♣f(x) − f(y)♣ : x, y ∈ Ω, ♣x− y♣ ≤ δ♢ for δ > 0.

Here, ω is an increasing function with ω(0) = 0. Furthermore, if f is uniformly
continuous, we have

lim
t→0+

ω(t) = 0.

For bounded functions, it may be useful to consider the concave modulus of continuity,
which is defined as follows:

ω̃(δ) = inf¶f(δ) : f concave, f ≥ ω in [0,+∞)♢, for δ > 0. (1.18)

It can be shown that lim
δ→0+

ω̃(δ) = 0.

Now, let us consider two isotropic conductivities γj , j = 1, 2 and their corre-
sponding Dirichlet to Neumann maps Λγj . The aim is to obtain an estimate of the
form

∥γ1 − γ2∥L∞(Ω) ≤ ω(∥Λγ1 − Λγ2∥∗).

This estimate quantifies the distance between two conductivities based on the distance
between the corresponding Dirichlet to Neumann maps.

A first stability result at the boundary for the Calderón problem was established
by Sylvester and Uhlmann in [130] by constructing CGO solutions.

Theorem 1.3.1 (Sylvester-Uhlmann, 1988). Let γ1, γ2 be two smooth conductivities
defined on Ω ⊂ R

n which satisfy the following conditions:

i) 0 <
1

E
≤ γi ≤ E,

ii) ∥γi∥C2(Ω) ≤ E.

For some positive number σ, σ < 1
n+1 , there exists C = C(Ω, E, n, σ) such that

∥γ1 − γ2∥L∞(∂ Ω) ≤ C∥Λγ1 − Λγ2∥∗,

and ∥∥∥
∂ γ1

∂ ν
− ∂ γ2

∂ ν

∥∥∥
L∞(∂ Ω)

≤ C∥Λγ1 − Λγ2∥σ
∗ .

A stronger result, a consequence of Theorem 1.3.1, is the stability estimate proved
by Alessandrini [8]. In his 1988 paper, Alessandrini showed that in dimension n ≥ 3,
under minimal assumptions, the isotropic conductivity γ depends continuously on
Λγ with a modulus of continuity of logarithmic type ([8, Theorem 1]).
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Theorem 1.3.2 (Alessandrini, 1988). Let Ω ⊂ R
n be a bounded domain with smooth

boundary, n ≥ 3. Let m,E be two positive numbers such that m > n/2 + 2, and let γj ,
j = 1, 2 be two positive functions in Hm(Ω) which satisfy the following conditions:

E−1 ≤ γj(x), j = 1, 2; (1.19)

∥γj∥Hm(Ω) ≤ E. (1.20)

For any ϕ ∈ H1/2(∂ Ω), let uj ∈ H1(Ω) be a weak solution of





div(γj∇uj) = 0 in Ω,

uj = ϕ on ∂ Ω.
(1.21)

Define Λj : H1/2(∂ Ω) → H−1/2(∂ Ω) with Λjϕ = γj
∂ uj

∂ ν , where ν is the exterior
unit normal of ∂ Ω as in Theorem 1.1.2. Then there exists a positive constant C =

C(Ω, E, n,m) such that

∥γ1 − γ2∥L∞(Ω) ≤ Cω(∥Λγ1 − Λγ2∥∗), (1.22)

where ω is a modulus of continuity satisfying

ω(t) ≤ ♣ ln t♣−δ for any t such that 0 < t < e−1,

with 0 < δ < 1 depending on m,E and n.

The proof of Theorem 1.3.2 relies on the construction of special solutions to the
conductivity equation, inspired by the work of Sylvester and Uhlmann [128] and of
Kohn and Vogelius [83], and the Alessandrini’s identity. In two subsequent papers
by Alessandrini [7, 6], the author derived that the logarithmic estimate (1.22) holds
also in the case where the a-priori bound (1.20) is replaced by the following bound:

∥γ∥W 2,∞(Ω) ≤ E.

In the two-dimensional case, a logarithmic stability estimate was proved by Barceló,
Faraco, and Ruiz in [32], assuming that γ satisfies a bound of the form

∥γ∥Cα(Ω̄) ≤ E for some α, 0 < α ≤ 1.

When little is known about the problem, the best stability rate is logarithmic, as was
pointed out by Mandache in [97].

1.3.1 Stability for finite-dimensional conductivities

Alessandrini’s work has provided important insights into the stability of the Calderón
problem. However, Mandache proved that the optimality for the stability is loga-
rithmic under mild regularity assumptions on the conductivity. In order to obtain
better stability estimates, such as Hölder or Lipschitz type, Alessandrini and Vessella
introduced an innovative approach in their 2005 paper [21]. They incorporated
suitable a-priori information about the unknown conductivity and the geometry of
the problem.
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The authors considered piecewise constant conductivities of the form:

γ(x) :=
N∑

j=1

γjχDj (x). (1.23)

Here, D1, . . . , DN is a given partition of Ω, and γ1, . . . , γN are unknown real numbers.
This choice is motivated by applications where the disjoint domains Dj represent
different tissue regions of known geometry.

We give the result established by Alessandrini and Vessella [21]. Let γk, k = 1, 2

be two isotropic conductivities satisfying (1.23) and (1.3). Define the local Dirichlet
to Neumann map ΛΣ

γk
as the linear operator:

H1/2
co (Σ) ∋ φ → ΛΣ

γk
φ = γ

∂ u

ν

∣∣∣
Σ

∈ H−1/2
co (Σ),

where u ∈ H1(Ω) is the weak solution of the Dirichlet problem





div(γ∇u) = 0 in Ω,

u = φ on ∂ Ω.
(1.24)

Let N , r0, L, M , α, γ̄, be given positive numbers with N ∈ N and α ∈ (0, 1]. We refer
to this set of numbers, along with the space dimension n, as to the a-priori data.

Theorem 1.3.3 (Alessandrini - Vessella, 2005). Let Ω,Σ be a domain and an open
portion of ∂ Ω respectively, satisfying the a-priori assumptions listed above. Let γk,
k = 1, 2 be two scalar piecewise constant functions of the form (1.23), satisfying (1.3).
Then we have

∥γ1 − γ2∥L∞(Ω) ≤ C∥ΛΣ
γ1

− ΛΣ
γ2

∥∗, (1.25)

where C is a positive constant depending on the a-priori data only.

In their papers [21, 4], Alessandrini and Vessella, Alessandrini pointed out that
the Lipschitz constant C in Theorem 1.3.3 depends on the number of domains N . As
was proved by Rondi [111], the following lower bound holds:

C ≥ A exp(BN1/(2n−1)), (1.26)

where A and B are positive constants that depend on the a-priori data. The inequality
(1.26) provides evidence for the exponential relationship between C and the number
of domains N . This observation highlights the inherently ill-posed nature of the
inverse conductivity problem. Further Lipschitz stability estimates have been provided
in [18] for piecewise linear conductivities for the Calderón problem and [17] for
piecewise linear potentials for the Schrödinger equation.

The stability issue in the case of anisotropic conductivities is particularly challeng-
ing. Indeed, the obstacle highlighted by Tartar provides evidence that the knowledge
of the Dirichlet to Neumann map alone is not sufficient to recover anisotropic conduc-
tivities. Alessandrini [12] established uniqueness and stability results for anisotropic
conductivities with the following structure:

A(x) = A(a(x)),
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where t → A(t) is a given matrix function and a = a(x) is an unknown scalar
function. The matrix function A satisfies a monotonicity condition of the form:

DtA(t) ≥ Const.I > 0.

Alessandrini’s identity and the method of singular solutions played a crucial role in
proving the stability estimate. Alessandrini and Gaburro [12], and [13] for local
data, extended this result to anisotropic conductivities with the following structure:

A(x) = A(x, a(x)),

where a(x) is an unknown scalar function and A(x, t) is a given matrix function that
satisfies the following monotonicity assumption:

DtA(x, t) ≥ Const.I > 0.

The authors proved Lipschitz stability estimates at the boundary [12, Theorem
2.1] and [13] and Hölder estimates for higher order derivatives of A(x, a(x)) [12,
Theorem 2.2] and [13].

In a related study, Lionheart [93] proved a uniqueness result for anisotropic
conductivities with the structure:

σ(x) = a0(x)A(x),

where A = A(x) is a given matrix function and a0 = a0(x) is an unknown scalar
function. In this case, the anisotropic nature of the body is known, but it may be
subject to scalar perturbations.

Inspired by the 2005 paper [21], Gaburro and Sincich [62] were able to prove a
Lipschitz stability estimate for a certain class of anisotropic conductivities, which we
describe in the following definition.

Definition 1.3.2. We shall say that σA ∈ C if σA is of the type

σA(x) =
N∑

j=1

γj A(x)χDj (x), x ∈ Ω, (1.27)

where γj are unknown real numbers, Dj , j = 1, . . . , N are the given subdomains of
the partition and

γ̄ ≤ γj ≤ γ̄−1, for any j = 1, . . . n. (1.28)

A(x) is a known Lipschitz matrix function satisfying

∥A∥C0,1(Ω) ≤ Ā, (1.29)

where Ā > 0 is a constant and, for some λ > 1,

λ−1♣ξ♣2 ≤ A(x)ξ · ξ ≤ λ♣ξ♣2, for almost every x ∈ Ω, (1.30)

for every ξ ∈ R
n.
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We refer to the set ¶N, r0, L,M,α, λ, γ̄, Ā♢, with N ∈ N and α ∈ (0, 1], along with
the space dimension n, as the a-priori data.

Gaburro and Sincich proved the following Lipschitz stability estimate.

Theorem 1.3.4 (Gaburro - Sincich, 2015). Let Ω, Dj , j = 1, . . . , N and Σ be a domain,

N subdomains and a portion of ∂ Ω as in the hypothesis of Theorem 1.3.3. If σ(k)
A ∈ C,

k = 1, 2 are two conductivities of type

σ
(k)
A (x) =

N∑

j=1

γ
(k)
j A(x)χDj (x) x ∈ Ω, k = 1, 2, (1.31)

then we have

∥σ(1)
A − σ

(2)
A ∥L∞(Ω) ≤ C∥ΛΣ

σ
(1)
A

− ΛΣ

σ
(2)
A

∥∗, (1.32)

where C is a positive constant that depends on the a-priori data only.

A Lipschitz stability estimate for the Calderón problem for a special type of
complex conductivity, also known as admittivity, has been established by Beretta and
Francini [35]. The authors consider a bounded domain Ω ⊂ R

n for n ≥ 2 with a
given partition of disjoint Lipschitz domains ¶Dj♢N

j=1 such that the boundaries of
contiguous subdomains share a non-empty flat portion. They consider conductivities
of the form

γ(k)(x) =
N∑

j=1

γ
(k)
j χDj (x), k = 1, 2, (1.33)

with ℜ(γ(k)) ≥ λ−1 > 0. Here, γ(k)
j ∈ C are constants.

Theorem 1.3.5 (Beretta - Francini, 2011). Let Ω, Dj , j = 1, . . . , N and Σ be a
domain, N subdomains and a portion of ∂ Ω as in the hypothesis of Theorem 1.3.3. If
γ(k) ∈ L∞(Ω), k = 1, 2 are two admittivities of the form (1.33), then we have

∥γ(1) − γ(2)∥L∞(Ω) ≤ C∥Λ
(Σ)

γ(1) − Λ
(Σ)

γ(2)∥∗, (1.34)

where C is a positive constant that depends on ♣Ω♣, λ,N .

1.3.2 Stable determination of an inclusion

Another class of inverse problems related to the inverse conductivity problem is the
determination of an inclusion within a body. This problem involves the determination
of the shape, size, and location of an object or material within a given body based on
measurements taken from the surface of the body. We consider an optimal stability
estimate established by Alessandrini and Di Cristo [21]. The authors consider a
conductor modelled by a bounded and measurable domain Ω ⊂ R

n, n ≥ 3. Within
this domain, there is a subdomain D compactly contained in Ω with boundary of
class C1,α as in Definition 1.0.1. The domain D is made of a different material than
the background body, and we call it an inclusion. The isotropic conductivity σD has a
jump at the interface ∂ D. For a fixed electric potential f ∈ H1/2(∂ Ω), let u ∈ H1(Ω)
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be the weak solution of the Dirichlet problem




div(σD∇u) = 0, in Ω,

u♣∂ Ω = f.
(1.35)

We define the DtoN map ΛD as follows:

H1/2(∂ Ω) ∋ f 7−→ σD∇u · ν♣∂ Ω ∈ H−1/2(∂ Ω),

where ν is the exterior unit normal of ∂ Ω.

The inverse problem aims to determine the inclusion D from the knowledge of
the complete map ΛD.

In [78, Theorem 1.1], Viktor Isakov derived a uniqueness result for open sets
D1, D2 ⊂ Ω with Lipschitz boundary, showing that if ΛD1 = ΛD2 , then D1 = D2 and
b1 = b2, for isotropic conductivities of the form:

σi(x) = a(x) + bi(x)χDi(x), bi ∈ C2(Di), i = 1, 2,

where a(x) is the background conductivity of Ω. The proof of uniqueness is based on
the Runge approximation theorem and the unique continuation property for elliptic
equations.

Subsequently, Alessandrini and Di Cristo in [21] introduced a first stability esti-
mate for a piecewise constant conductivity of the form:

γ(x) = 1 + (k − 1)χD(x), with x ∈ Ω, k ̸= 1, k > 0.

They used the Hausdorff distance between the boundaries of the two inclusions.

Definition 1.3.3. Let X,Y be two non-empty subsets of a metric space M . Their
Hausdorff distance is defined by

dH(X,Y ) = max

{
sup
x∈X

dist(x, Y ), sup
y∈Y

dist(X, y)

}
,

with dist(x, Y ) = inf
y∈Y

dist(x, y).

The authors proved the following optimal stability estimate.

Theorem 1.3.6 (Alessandrini - Di Cristo, 2005). Let Ω ⊂ R
n, n ≥ 2 and let D1, D2 ⊂

Ω be two inclusions with boundary of class C1,α. Let k ̸= 1, k > 0 be given. If, given
ε > 0, we have that ∥ΛD1 − ΛD2∥∗ ≤ ε, then

dH(∂ D1, ∂ D2) ≤ ω(ε), (1.36)

where ω is a modulus of continuity satisfying

ω(t) ≤ C♣ ln t♣−η, for any 0 < t < 1,

with C > 0, 0 < η < 1 depending on the a-priori data only.
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The proof of Theorem 1.3.6 is based on the method of singular solutions and the
application of propagation of smallness. As was first pointed out in [20] and [11],
propagation of smallness is a technique that allows one to propagate the estimate
of a weak solution of an elliptic equation in an open set along a chain of spheres
centred on points lying on a Jordan curve contained in a connected portion of
the complementary set of the union of the two inclusions. To apply these unique
continuation tools, the authors introduced a quantity called modified distance, which
we will discuss and use in Chapter 4. This result was extended by Di Cristo and Ren
in [52] for special anisotropic conductivities of the form

σD(x) = (1 + (k − 1)χD(x))A(x), with x ∈ Ω, k ̸= 1, k > 0,

where A(x) is a known n× n real symmetric positive definite Lipschitz continuous
matrix function. The authors obtained an optimal stability estimate similar to (1.36).

These results are optimal because of the mild a-priori assumptions made about
the unknown inclusion D. As pointed out by Bacchelli and Vessella [29], the stability
rate can be improved if the unknowns depend on a finite number of parameters.
This observation has led to the development of a line of research that has been able
to prove Lipschitz stability estimates for polygonal (in two dimensions [38, 36]) or
polyhedral (in three dimensions [26]) inclusions. We recall here the result regarding
the polyhedral inclusions.

Fix the parameters R0 > r0 > 0, θ0 ∈ (0, π/2) and M0 > 0.
The electrical conductor is modelled by a bounded domain Ω of R3 with Lipschitz

boundary of constants M0 and r0. We assume that diam(Ω) ≤ R0. We consider Σ

as the flat non-empty portion of ∂ Ω of size r0. We assume that there exists a point
PΣ ∈ Σ such that dist(PΣ, ∂ Ω \ Σ) ≥ r0.

We recall the formal definition of a polyhedron and the notation for faces and
vertices as introduced in [26, Definition 2.1].

Definition 1.3.4. A polyhedron is a closed subset D of R3 that is homeomorphic to a
ball.

The boundary of the polyhedron, denoted as ∂ D, is composed of multiple faces,
which are closed simply connected plane polygons. The boundary ∂ D can be expressed
as the union of these faces:

∂ D =
H⋃

j=1

FD
j ,

where FD
j represents the j-th face of D. Two distinct faces, FD

i and FD
j , do not intersect

in their interior regions:

IntR2(FD
i ) ∩ IntR2(FD

j ) = ∅.

The edges of the polyhedron are the non-empty intersections of two contiguous faces
FD

i and FD
j , denoted as σD

ij :
σD

ij := FD
i ∩ FD

j .

The non-empty intersection of two edges is called the vertex V D of D.

Now, we introduce the class of non-degenerate polyhedra with parameters
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r0, R0, θ0 and M0.
We define a polyhedron D ⊂ Ω to be in the class of non-degenerate polyhedra

D = D(r0, R0, θ0,M0), if it satisfies the following conditions:

1. Strict Inclusion: The distance between the polyhedral inclusion D and the
boundary ∂ Ω is greater than or equal to r0.

2. Dihedral Angle Non-degeneracy: At each edge σD
ij of D, the angle between the

intersecting faces FD
i and FD

j has width α, where α ∈ (θ0, π−θ0)∪(π+θ0, 2π−
θ0).

3. Face Non-degeneracy: For any polygonal face FD, there exists a point x0 ∈ FD

such that a ball B′
r0

(x0) is contained in FD.

4. Edge Non-degeneracy: For each edge σD of D, the length of the edge is greater
than or equal to r0.

5. Face Angle Non-degeneracy: Each interior angle β of each face FD satisfies
β ∈ (θ0, π − θ0) ∪ (π + θ0, 2π − θ0).

6. Lipschitz Regularity: The complement Ω \D is connected and has a Lipschitz
boundary with constants r0 and M0.

The conductivity is modelled by a piecewise constant function of the form

γD(x) = 1 + (k − 1)χD(x), (1.37)

where D ∈ D and k is a positive constant such that

min(k, ♣k − 1♣) ≥ κ0, for some κ0 > 0. (1.38)

We refer to constants belonging to the set ¶R0,M0, r0, θ0, η0, κ0♢ as the a-priori data.
Let ΛΣ

γD
: H

1/2
co (Σ) → H

−1/2
co (Σ) be the Dirichlet to Neumann map associated with

γD.

Theorem 1.3.7 (Aspri - Beretta - Francini - Vessella, 2022). Let Ω be a bounded domain
in R

3 with Lipschitz boundary satisfying the previous assumptions. Let D0, D1 ∈ D be
two admissible polyhedral inclusions, let k satisfy (1.38), and let Σ be an open portion
of ∂ Ω. Then, there exists a positive constant C depending only on the a-priori data such
that

dH(∂ D0, ∂ D1) ≤ C∥ΛΣ
γD0

− ΛΣ
γD1

∥∗, (1.39)

where
γDi = 1 + (k − 1)χDi , for i = 0, 1.
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This chapter is devoted to a topical review of the unique continuation property. We
begin by recalling the main definitions and ideas connected with unique continuation.
For a deeper understanding, we refer to the notes of Daniel Tataru [132] and Sergio
Vessella [136]. In Section 2.1, we introduce a stability estimate for the Cauchy
problem related to the conductivity equation (Lemma 2.1.1). In Section 2.2, we
examine the three sphere inequality in two cases: when the leading term coefficient
is Lipschitz continuous and when it is piecewise constant continuous. This section is
based on the results proved in [19] and [60].

To begin, we state the unique continuation property for linear partial differential
operators (PDOs), which have the following form:

P (x,D) =
∑

♣α♣≤m

aα(x)Dα, Dα =
∂♣α♣

∂ xα1
1 . . . ∂ xαn

n
, x ∈ R

n.

39
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The number m represents the order of the PDOs.
We define the principal symbol P (x, ξ) of P (x,D) as

P (x, ξ) =
∑

♣α♣=m

aα(x)ξα.

Definition 2.0.1. Let Ω be an open, connected set of R
n. We say that the linear

differential operator P (x,D) satisfies the weak unique continuation property if, for
any open subset ω of Ω,

P (x,D)u = 0 in Ω, (2.1)

and u = 0 in ω, then u ≡ 0.

Definition 2.0.2. We say that the differential operator P (x,D) satisfies the strong
unique continuation property if, for any x0 ∈ Ω and for any solution u that satisfies

lim
r→0+

r−k

ˆ

Br(x0)
u2 = 0 for any k ∈ N,

it follows that u ≡ 0 in Ω.

Notice that the strong unique continuation property implies the weak unique
continuation. It can be proved that the unique continuation property is equivalent
to uniqueness in the Cauchy problem. If the Cauchy problem is well-posed, then
the unique continuation property holds. Conversely, if the problem is ill-posed, one
needs to verify if the unique continuation property holds.

These definitions can be reformulated in the case of elliptic operators as follows.
An elliptic operator L is said to have the weak unique continuation property if every
solution u to L[u] = 0 in Ω that vanishes on an open domain strictly contained in Ω

must vanish in Ω. The weak unique continuation property guarantees the uniqueness
of solutions to the Cauchy problem. In particular, Pliš proved that the optimal
threshold is the Lipschitz continuity of the leading term coefficient (see [107]), since
the unique continuation property fails if the coefficients are Hölder continuous.

On the other hand, an elliptic operator L is said to have the strong unique
continuation property if every solution u to L[u] = 0 in Ω that vanishes of infinite
order at a point x0 ∈ Ω must be identically zero in Ω.

As pointed out in [19], we mention the connection between the unique continua-
tion property and the stability of the Cauchy problem. We define a stability estimate
as an inequality of the form

∥u∥L2(Ω) ≤ ω(∥u∥H1(Ω)), if ∥u∥H1(Ω) ≤ 1. (2.2)

We will see that ω has different behaviours such as logarithmic, Hölder continuous,
or Lipschitz continuous.

The proofs of the unique continuation properties are based on inequalities which
are also used to derive stability estimates. These inequalities can be divided into two
classes: the Carleman estimates and the three sphere inequality. We will discuss the
three sphere inequalities in the last section of this chapter.
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2.1 A stability estimate for the Cauchy problem

In this section, we present a stability estimate for a function that satisfies the Cauchy
problem for an elliptic equation in divergence form with Lipschitz coefficients. This
estimate can be traced back to Trytten [134] and will be used in Chapter 3 to prove a
quantitative estimate of propagation of smallness (Proposition 3.2.8).

It is known that the Cauchy problem for the n-dimensional Laplace equation is
not well-posed according to Hadamard definition of well-posedness (see [71, 106]).
However, Lavrent’ev [90] showed that if an additional condition is imposed on the
solution along with the Cauchy data, namely that the harmonic solution can be
uniformly bounded by a positive constant on its domain Ω, then the Cauchy problem
for the Laplacian has a stable solution, and the problem is well-posed. Payne [103]
considered the Cauchy problem taking into account the error in the Cauchy data,
since they represents physical measurements. Payne showed that by knowing the
error in the measurement data and an upper bound on the absolute value of the
harmonic function in Ω, one can obtain a-priori bounds on the value of the harmonic
function at any point in Ω. He used a Rayleigh-Ritz technique to obtain upper
and lower bounds for the harmonic function evaluated at a point in Ω. Payne and
Weinberg [105] extended this result to the second-order uniformly elliptic operator

L(u) = div(A(x)∇u).

Trytten [134] extended these results further by considering an approximating function
φ which is piecewise C2 in Ω and allows for non-linear problems, in particular
operators of the form

L(w) = h(x,w,∇w),

where h is Lipschitz continuous with respect to the last two arguments.

Before giving the Trytten estimate, we introduce some notation. We consider a
bounded domain Ω ⊂ R

n with the Lipschitz boundary as per Definition 1.0.1. Let
Σ ⊂ ∂ Ω be a portion of the boundary of class C1,α as per Definition 1.0.1 with

constants r0,M0 for α ∈ (0, 1]. Let r1 = r0/(
√

1 +M2
0 ). For ρ ∈ (0, r1), let:

ΩΣ
ρ := ¶x ∈ Ω : dist(x, ∂ Ω \ Σ) > ρ♢,

Σρ := ΩΣ
ρ ∩ Σ.

(2.3)

Hence, for any P ∈ Σρ there exists a rigid transformation under which P ≡ 0 and

ΩΣ
ρ ∩Br0 = ¶x ∈ Br0 : xn > φ(x′)♢,

where φ is a C1,α function on B′
r0

⊂ R
n−1. We define

Σρ
0 = ¶(x′, xn) : ♣x′♣ < ρ, xn = φ(x′)♢,

Σ0 = ¶(x′, xn) : ♣x′♣ < r0, xn = φ(x′)♢.

Consider a bounded, measurable, symmetric matrix function A(x) = ¶aij(x)♢n
i,j=1
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that satisfies the following uniform ellipticity condition: for λ > 1,

λ−1♣ξ♣2 ≤
n∑

i,j=1

aij(x)ξiξj ≤ λ♣ξ♣2, for a.e. x ∈ Ω, for all ξ ∈ R
n, (2.4)

and the following Lipschitz condition for some Λ > 0:

♣aij(x) − aij(y)♣ ≤ Λ

r0
♣x− y♣ for every i, j = 1, . . . , n, x, y ∈ Ω. (2.5)

Let u ∈ H1(Ω) be a weak solution of the Cauchy problem:





div(A∇u) = 0 in Ω,

u = ψ on Σ,

A∇u · ν = g on Σ,

(2.6)

with ψ ∈ H
1/2
co (Σ) and g ∈ L2(Σ).

Given E > 0, we assume that u satisfies the following energy bound:
ˆ

Ω
u2 dx+ r2

0

ˆ

Ω
♣∇u♣2 dx ≤ E. (2.7)

Lemma 2.1.1 (Trytten, 1963). Let u ∈ H1(Ω) be a weak solution of (2.6) that
satisfies (2.7). Let P1 ∈ Σρ

0 and set P0 = P1 + (r1/4)ν(P1), where ν(P1) is the exterior
unit normal of Σρ

0 at P1. Then there exist C > 0, η ∈ (0, 1) constant depending on
λ,Λ,M0, r0 only such that
ˆ

B 3
8 r1

(P0)∩ΩΣ
r0

♣∇u♣2 ≤ C
( ˆ

Σ0

♣ψ♣2 + r2
0

ˆ

Σ0

♣∇u♣2 + r0

ˆ

ΩΣ
r0

A∇u · ∇u
)1−η

·

·
( ˆ

Σ0

♣ψ♣2 + r2
0

ˆ

Σ0

♣∇u♣2
)η
.

(2.8)

Proof. The proof is based on the stability estimate for the Cauchy problem in Trytten
[134] (see also a later work of Payne [104], [9, p.778] and Sincich [121]). By Trytten
[134], for suitably chosen p > 1 and K > 0 that depend on ρ and on λ,Λ,M0, only,
the following estimate holds:

F
(
r1

2

)
≤ C

rp
0

(
ˆ

Σ0

u2 + r2
0

ˆ

Σ0

♣∇u♣2 + r0

ˆ

ΩΣ
r0

A∇u · ∇u
1−η

·

·
(
ˆ

Σρ
0

u2 + r2
0

ˆ

Σρ
0

♣∇u♣2
η

,

(2.9)

where

F(r) =

ˆ r

1
4

r1

s−p

ˆ

Bs(P0)∩ΩΣ
r0

A∇u · ∇u+
K

rp
0

(
ˆ

Σ
r1/4
0

u2 + r2
0

ˆ

Σ
r1/4
0

♣∇u♣2

,

with 0 < η < 1 and C > 0 constants that depend on ρ and on λ,Λ,M0, only. On the
other hand, by (2.4), we can determine a lower bound for the function F in terms of
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the L2 norm of ∇u as follows:

F
(
r1

2

)
≥
ˆ 1

2
r1

3
8

r1

s−p

ˆ

Bs(P0)∩ΩΣ
r0

A∇u · ∇u ≥ c1r
1−p
0

ˆ

B 3r1
8

(P0)∩ΩΣ
r0

♣∇u♣2. (2.10)

By combining (2.9) and (2.10), we derive (2.8).

2.2 The three sphere inequality

In this subsection, we introduce two versions of the three sphere inequality. The first
one holds for second-order elliptic equations in divergence form when the leading
term coefficient is Lipschitz continuous on the domain. The second version holds for
the same kind of equations with a piecewise Lipschitz leading coefficient.

2.2.1 Three sphere inequality for Lipschitz continuous coefficients

Consider the ball BR centred at the origin with radius R > 0. Consider the elliptic
operator in pure divergence form:

L(u) = div(A∇u),

where A = A(x) = ¶Aij(x)♢n
i,j=1 is a real symmetric n× n matrix function such that

its entries are bounded, measurable functions and it satisfies the uniform ellipticity
condition (2.4) with constant λ > 1. Moreover, we assume that σ is Lipschitz
continuous as in (2.5) with constants Λ, r0 > 0.

Theorem 2.2.1 (Alessandrini-Rondi-Rosset-Vessella, 2009). Let u ∈ H1(BR) be a
weak solution of L(u) = 0 in BR with the coefficient A as described above. Then, for
any r1, r2, r3 such that 0 < r1 < r2 <

r3
λ ≤ r3 ≤ R, the following inequality holds:

∥u∥L2(Br2 ) ≤ Q∥u∥α
L2(Br1 ) ∥u∥1−α

L2(Br3 ), (2.11)

where Q ≥ 1, C = C(λ,Λ,max¶R/r0, 1♢) and

α =
ln r3

λr2

ln r3
λr2

+ C ln λr2
r1

.

We introduce a preliminary result needed for the proof of Theorem 2.2.1. For
r ∈ (0, R), set

µ =
A(x)x · x

♣x♣2 and H(r) =

ˆ

∂ Br

µ(x)u2(x) dx.

Theorem 2.2.2 (Alessandrini-Rondi-Rosset-Vessella, 2009). Let u ∈ H1(BR) be a
weak solution of L(u) = 0 in BR with the coefficient A as described above, and assume
that A(0) = Id. Then, for any r1, r2, r3 with 0 < r1 < r2 < r3 ≤ R, the following
inequality holds:

H(r2) ≤ QH(r1)αH(r3)1−α, (2.12)
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where Q ≥ 1 and Q = Q(λ,Λ,max¶R/r0, 1♢),

α =
ln r3

r2

ln r3
r2

+ C ln r2
r1

, C = C(λ,Λ,max¶R/r0, 1♢).

Proof. The proof is based on estimates for the frequency function introduced by
Garofalo and Lin in [64] and a well-known Rellich identity [109]. See [19, Theorem
2.3] for more details.

Proof of Theorem 2.2.1. The proof is based on [19, Theorem 2.1]. Assume that
A(0) ̸= Id. The idea is to introduce a change of variable that allows one to reduce
the operator L = div(A(x) ∇·) to an elliptic operator L̃ = div(Ã(y) ∇·) for which
Ã(0) = Id.

Set
y = ϕ(x) = Jx, with J =

√
A−1(0).

For r > 0, since A(0) is symmetric and positive definite, we can consider the open
ellipsoid

Er = ¶x ∈ R
n : ∥ϕ(x)∥ < r♢ = ϕ−1(Br).

By (2.4), the following inclusions hold:

B r√
λ

⊂ Er ⊂ B√
λr. (2.13)

Set ψ = ϕ−1 and define

v(y) := u(ψ(y)), and Ã(y) := (Dψ(y))−1A(ψ(y))((Dψ(y))−1)T ,

where Dψ is the Jacobian matrix of ψ. It turns out that v ∈ H1(BR) is a weak
solution of

divy(Ã∇yv) = 0 in B R√
λ

. (2.14)

The matrix function Ã satisfies the following properties:

1. The uniform ellipticity condition:

λ−2♣ξ♣2 ≤ Ã(y)ξ · ξ ≤ λ2♣ξ♣2 for a.e. y ∈ Br, for every ξ ∈ R
n. (2.15)

2. The Lipschitz continuity condition:

♣Ã(y1) − Ã(y2)♣ ≤ λ
3
2 Λ

r0
♣y1 − y2♣ for every y1 ̸= y2, y1, y2 ∈ R

n. (2.16)

3. Ã(0) = Id.

Hence the operator div(Ã ∇·) and the solution v verify the conditions of Theorem
2.2.2. Fix r1, r2, r3 as in the assumptions of the Theorem. Set

ρ1 =
r1√
λ
, ρ2 =

√
λr2, ρ3 =

r3√
λ
.
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By Theorem 2.2.2, it follows that

H(ρ2) ≤ QH(ρ1)αH(ρ3)1−α, (2.17)

with

H(ρ) =

ˆ

∂ Bρ

µv2, µ(y) =
Ã(y)y · y

♣y♣2 ,

and

Q ≥ 1, α =
ln ρ3

ρ2

ln ρ3

ρ2
+ C ln ρ2

ρ1

.

Since λ−1 ≤ µ ≤ λ,
ˆ

∂ Bρ2

v2 ≤ Q
( ˆ

∂ Bρ1

v2
)α

·
( ˆ

∂ Bρ3

v2
)1−α

. (2.18)

Integrating the first term on the left-hand side of (2.18), by (2.17), we have

ˆ

Bρ2

v2 ≤ ρ2

ˆ 1

0
H(ρ2t) dt ≤ ρ2

ˆ 1

0
H(ρ1t)

αH(ρ3t)
1−α dt.

Then, by the Hölder inequality, we derive
ˆ

Bρ2

v2 ≤ Q̃
( ˆ ρ1

0
H(t) dt

)α
·
( ˆ ρ3

0
H(t) dt

)1−α
≤ Q̃

( ˆ

Bρ1

v2
)α

·
( ˆ

Bρ3

v2
)1−α

.

Back to the old variables,
ˆ

Bρ2

v2 dy =

ˆ

Bρ2

u(ψ(y))2 dy =

ˆ

Eρ2

u2♣ det J ♣.

Hence, (2.19) can be written as
ˆ

Eρ2

u2 ≤ Q̃
( ˆ

Eρ1

u2
)α

·
( ˆ

Eρ3

u2
)1−α

. (2.19)

Due to (2.13), it turns out that
ˆ

Bρ2

u2 ≤ Q̃
( ˆ

Bρ1

u2
)α

·
( ˆ

Bρ3

u2
)1−α

.

Consider the elliptic operator

L(u) = div(A∇u) + cu, (2.20)

with A that satisfies (2.4) and (2.5). We assume that c ∈ L∞(Ω) and

∥c∥L∞(Ω) ≤ κ

r2
0

. (2.21)

We prove a three sphere inequality for the elliptic operator (2.20) following the lines
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of [19, Theorem 4.1].

Theorem 2.2.3 (Alessandrini-Rondi-Rosset-Vessella, 2009). Let u ∈ H1(BR) be a
weak solution of

L(u) = 0 in BR.

Then, there exists a constant C0 with 0 < C0 ≤ 1 only depending on λ,Λ, κ such that if
we set R0 = min¶R,C0r0♢, for every r1, r2, r3 such that 0 < r1 < r2 <

r3
4λ ≤ r3 ≤ R0,

ˆ

Br2

u2 ≤ Q
( ˆ

Br1

u2
)α

·
( ˆ

Br3

u2
)1−α

, (2.22)

with Q ≥ 1 and α, 0 < α < 1 depending on λ,Λ, r0, κ,max
{

R
r0
, 1
}
, r2

r1
and r3

r2
.

The proof of Theorem 2.2.3 is based on the following two Lemmas.

Lemma 2.2.4 (Alessandrini-Rondi-Rosset-Vessella, 2009). For every δ > 0 there
exists a constant C0 ∈ (0, 1] that only depends on λ,Λ, κ, and δ such that, for R0 :=

min¶R,C0r0♢, there exists a positive solution w ∈ C1(BR0) to

div(A∇w) + cw = 0 in BR0 , (2.23)

such that
1

1 + δ2
≤ w ≤ 1 + δ2, (2.24)

and

♣∇w♣ ≤ δ

r0
. (2.25)

Proof of Lemma 2.2.4. The proof is based on [19, Lemma 4.2]. Notice that by (2.4),
for r ≤ R,

L(w,w) =

ˆ

Br

(A∇w · ∇w − cw w) dx ≥ λ−1

ˆ

Br

♣∇w♣2 − κ

r2
0

ˆ

Br

w2,

where L(·, ·) is the bilinear form associated with (2.23). Hence, for a suitable C1 > 0

depending on λ and κ, there is a radius R1 := min¶R,C1r0♢ such that for any r ≤ R1,
the bilinear form L is coercive on H1

0 (Br). Therefore, let w be the unique solution of
the Dirichlet problem





div(A∇w) + c w = 0 in Br,

w = 1 on ∂ Br.
(2.26)

Set z = w − 1, then z is the weak solution of




div(A∇z) = f in Br,

z = 0 on ∂ Br,
(2.27)

where f = −c(1+z). By a-priori estimates in L∞ (see [66, Theorem 8.16]), it follows
that

∥z∥L∞(Br) ≤ Cκ
r2

r2
0

(1 + ∥z∥L∞(Br)),
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where C is a positive constant that depends only on Λ. Hence,

(1 − Cκ
r2

r2
0

)∥z∥L∞(Br) ≤ Cκ
r2

r2
0

.

There is a constant C2 ≤ C1 only depending on Λ, κ such that for any r ≤ R2, with
R2 := min¶R,C2r0♢, the following inequality holds:

∥z∥L∞(Br) ≤ Cκ
r2

r2
0

. (2.28)

By a global estimate of Schauder type (see [66, Theorem 8.33]), for any r ≤ R2 we
derive

∥∇z∥L∞(Br) ≤ Cκ
r

r2
0

(1 + ∥z∥L∞(Br)), (2.29)

where C depends on λ,M0 only. Finally, there is a constant C0 ≤ C2 for which, for
R0 := min¶R,C0r0♢, by (2.28), (2.29),

∥z∥L∞(Br) ≤ δ2

1 + δ2
,

∥∇z∥L∞(Br) ≤ δ

r0
.

(2.30)

Hence, by the definition of z, the thesis follows.

Lemma 2.2.5 (Alessandrini-Rondi-Rosset-Vessella, 2009). Let R0 be the quantity
defined in Lemma 2.2.4 and choose δ = min

{
Λ
λ , 1

}
. Then u can be factored on BR0 as

u = wv, where w is the positive function of Lemma 2.2.4 and v solves

div(Ã∇v) = 0 in BR0 ,

with Ã = w2A.

proof of Lemma 2.2.5. By direct computation, the thesis follows.

proof of Theorem 2.2.3. Since w ∈ C1(BR0), we have that Ã ∈ C0,1(BR0 , Symn).
Due to (2.4) and (2.24), we can show that

1

4λ
♣ξ♣2 ≤ Ã(x)ξ · ξ ≤ 4λ♣ξ♣2 for a.e. x ∈ BR0 , for every ξ ∈ R

n. (2.31)

Due to (2.5) and (2.24), it turns out that for every x ̸= y,

♣Ã(x) − Ã(y)♣ ≤ 8Λ

r0
♣x− y♣.

Hence, for the solution v ∈ H1(BR0) to

div(Ã∇v) = 0 in BR0 ,

the three sphere inequality (2.11) holds. Let r1, r2, r3, R0 be as in the Theorem
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(2.2.3). Then, by (2.24) and (2.11),
ˆ

Br2

u2 ≤ 4

ˆ

Br2

v2 ≤ Q
( ˆ

Br1

v2
)α

·
( ˆ

Br3

v2
)1−α

≤ Q̃
( ˆ

Br1

u2
)α

·
( ˆ

Br3

u2
)1−α

.

We can extend this result to the L∞ norms by applying the L∞ −L2 estimate due
to Moser and Stampacchia (see [122, Corollaire 5.2] and [44, Theorem 6.1]).

Theorem 2.2.6. Assume that u is a weak solution of

div(A∇u) + c u = 0 in BR0 ,

with A, c satisfying (2.4), (2.5) and (2.21). Then there exists a constant C only
depending on n, λ,Λ, and κ such that if Br ⊂ BR0 , we have

sup
x∈Br/2

♣u(x)♣ ≤ C

rn/2
∥u∥L2(Br). (2.32)

The proof of this result can be found in [44, Theorem 6.1] and Stampacchia [122,
Corollaire 5.2]. One can derive an upper bound for the L∞ norm over a ball in terms
of the L2 norm of the solution u over a ball slightly bigger than the first one.

Corollary 2.2.7. Let u be as in Theorem 2.2.6. Let 0 < r < ρ, such that Bρ ⊂ Ω. Then

sup
x∈Br

♣u(x)♣ ≤ C

(ρ− r)n/2
∥u∥L2(Bρ). (2.33)

Proof. Choose x ∈ Br, then Bρ−r(x) ⊂ Bρ. Hence, by Theorem 2.2.6, it follows that

♣u(x)♣ ≤ C

(ρ− r)n/2
∥u∥L2(Bρ−r(x)) ≤ C

(ρ− r)n/2
∥u∥L2(Bρ).

By Corollary 2.2.7, we derive the following three sphere inequality for L∞ norms.

Theorem 2.2.8. Assume that the hypotheses of Theorem 2.2.3 hold. For r1, r2, r3 such
that 0 < r1 < r2 <

r3
4λ ≤ r3 ≤ R0 and ρ ∈ (r2, r3), there exists a constant C > 1 that

depends only on Λ and n such that

∥u∥L∞(Br2 ) ≤ C

(ρ− r2)n/2
∥u∥α

L∞(Br1 ) ∥u∥1−α
L∞(Br3 ). (2.34)

Proof. By Corollary 2.2.7, there exists a constant C > 1 such that

∥u∥L∞(Br2 ) ≤ C

(ρ− r2)n/2
∥u∥L2(Bρ). (2.35)
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By Theorem 2.2.3, we have

C

(ρ− r2)n/2
∥u∥L2(Bρ) ≤ C

(ρ− r2)n/2
∥u∥α

L2(Br1 )∥u∥1−α
L2(Br3 )

≤ C

(ρ− r2)n/2
♣Br1 ♣ α

2 ♣Br3 ♣ 1−α
2 ∥u∥α

L∞(Br1 )∥u∥1−α
L∞(Br3 ).

This completes the proof.

2.2.2 Three sphere inequality for piecewise Lipschitz coefficients

Before stating the three sphere inequality, which applies to the case of piecewise
Lipschitz coefficients, we introduce some notation. Let Ω ⊂ R

n be an open Lipschitz
domain. Suppose that Σ is a hypersurface contained in Ω of class C2 with constants
r0,K0. Assume that Ω \ Σ has two connected components Ω±. Let A ∈ L∞(Ω, Symn)

be a real symmetric n× n matrix function of the form

A(x) = A+(x) χΩ+(x) +A−(x) χΩ−(x), A± ∈ C0,1(Ω±), x ∈ Ω.

Assume that A satisfies the uniform ellipticity condition, i.e. there exists a constant
λ > 1 such that

λ−1♣ξ♣2 ≤ A(x)ξ · ξ ≤ λ♣ξ♣2, for a.e. x ∈ Ω, for every ξ ∈ R
n.

Let q ∈ L∞(Ω). Furthermore, we assume that there are positive constants q̄, Ā, such
that

∥A±∥C0,1(Ω) ≤ Ā and ∥q∥L∞(Ω) ≤ q̄.

Proposition 2.2.9 (Carstea-Wang, 2020). Let u ∈ H1(Ω) be a weak solution of

div(A∇u) + q u = f + ∇ · F in Ω,

where f ∈ L2(Ω) and F ∈ (L2(Ω))N satisfy

∥f∥L2(Ω) + ∥F∥(L2(Ω))N ≤ ε for ε ≥ 0.

There exists a constant r̄, which depends onK0 and r0, such that if 0 < r1 < r2 < r3 ≤ r̄,
with Q ∈ Ω such that dist(Q, ∂ Ω) > r3, then

∥u∥L2(Br2 (Q)) ≤ C(∥u∥L2(Br1 (Q)) + ε)δ(∥u∥L2(Br3 (Q)) + ε)1−δ, (2.36)

where C > 1 and 0 < δ < 1 are constants that depend on λ, r0,K0, Ā, q̄,
r1
r2
, r2

r3
, and

diam(Ω).

From this result, we can deduce a three-sphere inequality in terms of L∞ norms.

Corollary 2.2.10. Let u ∈ H1(Br̄) be a weak solution of

div(σ∇u) + q u = 0 in Br̄.
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Then, for any 0 < r1 < r2 < r3 ≤ r̄, the following inequality holds:

∥u∥L∞(Br2 ) ≤ C∞∥u∥β
L∞(Br1 )∥u∥1−β

L∞(Br3 ), (2.37)

where β =
ln 2r3

r2+r3

ln r3
r1

∈ (0, 1) and C∞ > 1 depends on q̄, Ā, r1
r2
, r2

r3
, r0,K0, λ and n.

Proof. The proof of Corollary 2.2.10 is based on [39, Corollary 3.8]. By [66, Theorem
8.17], there exists a constant C > 1 that depends only on λ, q̄, Ā, and n such that

∥u∥L∞(Br2 ) ≤ C

(r3 − r2)n/2
∥u∥L2(Br3 ). (2.38)

By Proposition 2.2.9 and (2.38), we have

∥u∥L∞(Br2 ) ≤ C
( r2+r3

2 − r2
)n/2

∥u∥L2(B r2+r3
2

)

≤ C
( r2+r3

2 − r2
)n/2

∥u∥δ
L2(Br1 )∥u∥1−δ

L2(Br3 )

≤ C
( r2+r3

2 − r2
)n/2

♣Br1 ♣ δ
2 ♣Br3 ♣ 1−δ

2 ∥u∥δ
L∞(Br1 )∥u∥1−δ

L∞(Br3 ),

from which (2.37) follows.
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This chapter is devoted to the study of the stability issue in the inverse conduc-
tivity problem for a specific class of anisotropic conductivities. Recall that stability
estimates help to quantify the relation between the unknown coefficient and the
known boundary data. In this chapter, we prove a stability estimate in terms of an
ad hoc misfit functional that measures the discrepancy between the boundary data
produced by two different conductivities.

This chapter is divided into three sections. First, we introduce the a priori
assumptions about the conductor Ω and the anisotropic conductivity σ. In Section
3.1, we define the misfit functional and state the stability estimate (Theorem 3.1.1)
and the Lipschitz stability estimate in terms of the local Dirichlet to Neumann map
(Corollary 3.1.2). In Section 3.2, we introduce the main tools needed to prove
Theorem 3.1.1: the asymptotic estimates for the Green function (Proposition 3.2.2)
and the quantitative estimates of unique continuation (Proposition 3.2.7) along with
the corresponding proofs. Finally, Section 3.3 is devoted to the proof of Theorem
3.1.1 and Corollary 3.1.2.
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Assumptions on the domain

Let Ω ⊂ R
n be a bounded domain with boundary ∂ Ω of Lipschitz class with constants

r0 and L. Let D > 0 be a constant such that

♣Ω♣ ≤ D rn
0 ,

where ♣Ω♣ denotes the Lebesgue measure of Ω. Moreover, let Σ be an open non-empty
flat portion of ∂ Ω of size r0.

For N ∈ N, we assume that there exists a finite collection of bounded domains
¶Dm♢N

m=1 such that the following conditions hold:

1. The domains Dm ⊂ Ω for m = 1, . . . , N are connected and pairwise non-
overlapping. The boundaries ∂ Dm are of Lipschitz class with constants r0 and
L.

2. The closure of Ω is equal to the union of the closure of the domains of the
collection:

Ω =
N⋃

m=1

Dm.

3. There exists one region that we call D1 for simplicity, such that the intersection
∂D1 ∩ Σ contains a flat portion σ(1) of size r0/3.

4. For every index i ∈ ¶2, . . . , N♢, there exists a collection of indicesm1, . . . ,mK ∈
¶1, . . . , N♢ such that

Dm1 = D1 and DmK = Di.

The domains Dm1 , . . . , DmK are contiguous and pairwise disjoint, and for every
index k = 1, . . . ,K − 1, the intersection ∂Dmk

∩ ∂Dmk+1
contains a flat portion

Σmk+1
of size r0/3 so that Σmk+1

⊂ Ω.

Moreover, we assume that for each of these flat subportions Σmk+1
, k =

1, . . . ,K − 1, there exist a point Pk+1 ∈ Σmk+1
and a rigid transformation

under which Pk+1 coincides with the origin O, and

Σmk+1
∩Br0/3 =

{
x ∈ Br0/3 : xn = 0

}
,

Dmk
∩Br0/3 =

{
x ∈ Br0/3 : xn < 0

}
,

Dmk+1
∩Br0/3 =

{
x ∈ Br0/3 : xn > 0

}
.

Later, we will add a domain D0 ⊂ R
n \ Ω so that, when indexing the chain of

subdomains, we agree that Dm0 = D0.
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Assumptions on the conductivity

The anisotropic conductivity σ(x) = ¶σij(x)♢n
i,j=1 is a real symmetric n × n matrix

function, σ ∈ L∞(Ω, Symn), of the form

σ(x) = γ(x)A(x), (3.1)

γ(x) =
N∑

m=1

γm(x)χDm(x), γm(x) = sm + Sm · x, for every x ∈ Ω, (3.2)

with sm ∈ R, Sm ∈ R
n for m = 1, . . . , N . A(x) is a n × n matrix function and

¶Dm♢N
m=1 is the collection of subsets of Ω described above.

The scalar functions γm are bounded, namely there is a constant γ̄ > 1 such that

γ̄−1 ≤ γm(x) ≤ γ̄, for everym = 1, . . . N, for all x ∈ Ω.

The matrix function A(x) belongs to the space W 1,∞(Ω). We recall that a function
belonging to the Sobolev space W 1,∞(Ω) for Ω bounded domain is a Lipschitz
continuous function (see [56, Theorem 4, Section 5]). We assume that there exists a
constant Ā > 0 such that

∥A∥W 1,∞(Ω) ≤ Ā. (3.3)

Furthermore, we assume that σ satisfies the uniform ellipticity condition, namely
there exists a constant λ > 1 such that

λ−1♣ξ♣2 ≤ σ(x) ξ · ξ ≤ λ♣ξ♣2, for a.e. x ∈ Ω, for every ξ ∈ R
n. (3.4)

In the sequel, we shall refer to the set of positive constants ¶D,N, r0, L, λ, γ̄, Ā, n♢
with N ∈ N and the space dimension n ≥ 3 as the a priori data.

Remark 3.0.1. The class of functions γ(x) of the form (3.2) is a finite dimensional
linear subspace. The L∞ norm ∥γ∥L∞(Ω) is equivalent to the following norm:

♣♣♣γ♣♣♣ = max
m=1,...,N

¶♣sm♣ + ♣Sm♣♢ (3.5)

modulo constants that depend on the a priori data only.

The local Dirichlet to Neumann map

We recall the definition of the local Dirichlet to Neumann map.

Definition 3.0.1. Let Ω ⊂ R
n and Σ be a bounded domain with Lipschitz boundary

and a non-empty flat portion, respectively. Let σ ∈ L∞(Ω, Symn) be a matrix function
satisfying (3.4). The local Dirichlet to Neumann map associated to σ and Σ is the
operator

ΛΣ
σ : H

1/2
00 (Σ) → H

−1/2
00 (Σ)

defined by

⟨ΛΣ
σ g, η⟩ =

ˆ

Ω
σ(x) ∇u(x) · ∇φ(x) dx, (3.6)
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for any g, η ∈ H
1/2
00 (Σ). Here, u ∈ H1(Ω) is the weak solution of the boundary value

problem 



div (σ∇u) = 0 in Ω,

u = g on ∂ Ω,
(3.7)

and φ ∈ H1(Ω) is any function such that φ♣Σ = η in the trace sense. In (3.6), the
bracket ⟨·, ·⟩ denotes the L2(∂Ω)-pairing between H1/2

00 (Σ) and its dual H−1/2
00 (Σ).

Let σj for j = 1, 2 be two conductivities that satisfy the a priori assumptions and
let ΛΣ

j be the corresponding local Dirichlet to Neumann maps. Let uj ∈ H1(Ω) be
the weak solutions to the Dirichlet problem





div(σj∇uj) = 0 in Ω,

uj ♣∂ Ω ∈ H
1/2
00 (Σ).

(3.8)

The Alessandrini’s identity is given by

⟨(ΛΣ
1 − ΛΣ

2 )u1, u2⟩ =

ˆ

Ω
(σ(1) − σ(2))(x)∇u1 · ∇u2 dx. (3.9)

3.1 The misfit functional and the stability estimate

In this section, we introduce the Green function for an enlarged domain Ω0 and
we define the misfit functional. We assume that the point P1 ∈ Σ of the a priori
assumptions coincides with the origin up to a rigid transformation. For simplicity,
assume that the flat portion Σ1 coincides with the entire portion Σ.

Next, we define

D0 =


x ∈ (Rn \ Ω) ∩Br0 : ♣xi♣ <

2

3
r0, for i = 1, . . . , n− 1,

∣∣∣xn − r0

6

∣∣∣ <
5

6
r0

}
.

We assume that the intersection ∂ D0 ∩ ∂ Ω is compactly contained in Σ. We define
the augmented domain Ω0 as

Ω0 = IntRn(Ω ∪D0). (3.10)

Notice that ∂ Ω0 is of Lipschitz class with constants r0/3 and L̃, where L̃ depends on
L only. For r ∈ (0, r0/6), we further define the set (D0)r as

(D0)r = ¶x ∈ D0 : dist(x, ∂ D0) > r ♢ .

Let σj for j = 1, 2 be two anisotropic conductivities of the form (3.1). We extend
them on the augmented domain Ω0 as σj ♣D0 = Idn, and γ(j)♣D0 = 1.

Next, we introduce the Green function Gj associated with the elliptic operator
div(σj∇·) in Ω0. For every y ∈ Ω0, let Gj(·, y) be the weak solution of the Dirichlet
problem 




div(σj∇Gj(·, y)) = −δ(· − y) in Ω0,

Gj(·, y) = 0 on ∂ Ω0,
(3.11)

where δ(· − y) represents the Dirac distribution centred at y.
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We would like to make a remark on the notation. When we consider a function
G(x, y) with (x, y) ∈ R

n ×R
n, we use either the symbols ∇xG(x, y), ∇xG or ∇G(·, y)

to denote the gradient of G with respect to the variable x.

Before introducing the misfit functional, we consider two bounded subsets of
D0 called Dy and Dz. It is important to notice that these subsets are compactly
contained within D0. The misfit functional is defined as an integral over the product
Dy ×Dz of a quadratic expression. This expression evaluates the difference between
the mixed product of the trace of the Green function Gj on Σ and the trace of the
conormal derivative of the Green function Gi for i ̸= j, and vice versa, integrated
over the boundary portion Σ. The subscripts y and z emphasize that the variable
y is integrated over Dy and the variable z is integrated over Dz. This notation is
intended for future numerical implementation, where the variable y represents the
sources and the variable z represents the receivers.

Definition 3.1.1. For (y, z) ∈ Dy ×Dz, the misfit functional is given by

J (σ(1), σ(2)) =

ˆ

Dy×Dz

∣∣∣
ˆ

Σ

[
G1(x, y)σ(2)(x)∇xG2(x, z) · ν−

−G2(x, z)σ(1)(x)∇xG1(x, y) · ν
]

dS(x)
∣∣∣
2

dy dz,

(3.12)

where dS is the (n− 1)−surface element.

Notice that there is a connection between the formula of the misfit functional
(3.12) and the local Dirichlet to Neumann map (Definition 3.0.1). Indeed, if we
define the following integral

S0(y, z) :=

ˆ

Ω
(σ(1) − σ(2))(x)∇xG1(x, y) · ∇xG2(x, z) dx, (3.13)

then, by the Alessandrini’s identity (3.9), for u1 = G1(·, y) and u2 = G2(·, z), it
follows that

⟨(ΛΣ
1 − ΛΣ

2 )G1(·, y)♣∂ Ω, G2(·, z)♣∂ Ω⟩ = S0(y, z) for every (y, z) ∈ Dy ×Dz. (3.14)

By Green’s identity (A.4), it follows that

S0(y, z) =

ˆ

Σ

[
G1(x, y)σ(2)(x)∇xG2(x, z) · ν −G2(x, z)σ(1)(x)∇xG1(x, y) · ν

]
dS(x).

Hence, we can write

J (σ(1), σ(2)) =

ˆ

Dy×Dz

♣S0(y, z)♣2 dy dz. (3.15)

Now, we state the stability estimate in terms of the misfit functional.

Theorem 3.1.1. Let Ω be a bounded domain, Σ be a non-empty portion of ∂ Ω and
¶Dm♢N

m=1 be N subdomains that satisfy the a priori assumptions. Let σj for j = 1, 2

be two anisotropic conductivities of the form (3.1) satisfying (3.4). Then there exists a
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positive constant C that depends only on the a priori data such that

∥σ(1) − σ(2)∥L∞(Ω) ≤ C
(
J (σ(1), σ(2))

)1/2
. (3.16)

From this result, we derive the following Lipschitz stability estimate in terms of
the local Dirichlet to Neumann map.

Corollary 3.1.2. Assume that the hypotheses of Theorem 3.1.1 hold. Let ΛΣ
j be the

local Dirichlet to Neumann map associated with the conductivity σj for j = 1, 2. Then
there exists a constant C̃ > 0 that depends only on the a priori data such that

∥σ(1) − σ(2)∥L∞(Ω) ≤ C̃ ∥ΛΣ
1 − ΛΣ

2 ∥∗.

The constant C appearing in Theorem 3.1.1 depends on the number of domains
of the partition of Ω (see [111]).

3.2 Auxiliary Propositions

Fix an index K ∈ ¶1, . . . , N♢. We consider a chain ¶Dm♢K
m=0 of contiguous subdo-

mains that joins D0 to DK (up to a reordering of indices). We also consider the
corresponding sequence of flat portions Σ1, . . . ,ΣK with points P1, . . . , PK as in the
a priori assumptions. We denote with ν(Pm+1) the exterior unit normal to ∂ Dm at
the point Pm+1. Set γ− = γm(Pm+1), γ+ = γm+1(Pm+1), J =

√
A(Pm+1)−1, and

♣J ♣ = det J . We define χ+ = χRn
+

and let H be the fundamental solution defined in
(A.15) associated with the elliptic operator div((γ− + (γ+ − γ−)χ+)J−2∇·).

Let G be the Green function associated to the elliptic operator div(σ∇·) in Ω0.
For every y ∈ Ω0, let G(·, y) be the weak solution of the Dirichlet problem (3.11).
It is well-known (see [95, 69]) that the Green function G satisfies the following
properties: for every x, y ∈ Ω0, x ̸= y,

G(x, y) = G(y, x),

and
0 < G(x, y) < C ♣x− y♣2−n, ∀x ̸= y, x, y ∈ Ω0, (3.17)

where C > 0 is a constant that depends on λ and n.

Proposition 3.2.1. For every y ∈ Ω0 and every r > 0, the following inequalities hold:
ˆ

Ω0\Br(y)
♣∇G(·, y)♣2 ≤ Cr2−n, (3.18)

where C is a positive constant depending on λ and n.

Proof of Proposition 3.2.1. Fix y ∈ Ω0, let G(·, y) be a weak solution of the Dirichlet
problem (3.11). By the Caccioppoli inequality (Theorem A.2.2),

ˆ

[B2r(y)\Br(y)]∩Ω0

♣∇G(x, y)♣2 dx ≤ c

r2

ˆ

[B3r(y)\Br/2(y)]∩Ω0

♣G(x, y)♣2 dx,
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where C is a positive constant depending only on λ. Then, by (3.17),
ˆ

[B3r(y)\Br/2(y)]∩Ω0

♣G(x, y)♣2 dx ≤ c

ˆ

[B3r(y)\Br/2(y)]∩Ω0

♣x− y♣2(2−n) dx.

By a change of variables, it follows that

ˆ

[B3r(y)\Br/2(y)]∩Ω0

♣x− y♣2(2−n) dx ≤ c

ˆ 3r

r/2
ρ3−n dρ ≤ cr4−n,

which leads to
ˆ

[B2r(y)\Br(y)]∩Ω0

♣∇G(x, y)♣2 dx ≤ cr2−n. (3.19)

Consider the sequence of annuli ¶B2k+1r(y)\B2kr(y)♢k∈N, then

Ω0\Br(y) =
∞⋃

k=0

[B2k+1r(y)\B2kr(y)] ∩ Ω0. (3.20)

By (3.19) and (3.20), we can conclude that

ˆ

Ω0\Br(y)
♣∇G(·, y)♣2 ≤

∞∑

k=0

ˆ

[B
2k+1r

(y)\B
2kr

(y)]∩Ω0

♣∇G(·, y)♣2

≤ C
∞∑

k=0

(2kr)2−n ≤ cr2−n.

The following Proposition describes the asymptotic behaviour of the Green func-
tion near the discontinuity interface.

Proposition 3.2.2. Fix an index m ∈ ¶0, . . . ,K − 1♢. There exist constants α, θ1, θ2

with 0 < α, θ1, θ2 < 1 and C1, C2, C3 > 0 depending on the a priori data only such that
for any x ∈ Br0/4(Pm+1) ∩Dm+1 and y = Pm+1 − rν(Pm+1), where r ∈ (0, r0/4) and
ν(Pm+1) is the exterior unit normal of ∂ Dm at Pm+1, the following inequalities hold
true:

♣G(x, y) −H(x, y)♣ ≤ C1♣x− y♣3−n−α, (3.21)

♣∇xG(x, y) − ∇xH(x, y)♣ ≤ C2♣x− y♣1−n+θ1 , (3.22)

♣∇y∇xG(x, y) − ∇y∇xH(x, y)♣ ≤ C3♣x− y♣−n+θ2 , (3.23)

with the Green function G solution of (3.11).

To prove Proposition 3.2.2, we need some preliminary results. We introduce first
some related notation. Let 0 < µ < 1 and A+ ∈ Cµ(Q+

r ), A− ∈ Cµ(Q−
r ) be real

symmetric n× n positive definite matrix functions and define

A(x) = A+(x)χQ+
r

(x) +A−(x)χQ−
r

(x). (3.24)
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We assume that A satisfies the uniform ellipticity condition: for some constant λ0 > 1,

λ−1
0 ♣ξ♣2 ≤ A(x)ξ · ξ ≤ λ0♣ξ♣2 for a.e. x ∈ Qr, for every ξ ∈ R

n.

Let U ∈ H1(Qr) be a solution of

div(A∇U) = 0 inQr. (3.25)

Proposition 3.2.3. Let r > 0 be a fixed number. Let A be of the form (3.24), and
suppose that α′ is such that α′ ∈ (0, 1), and let ϵ > 0. There exists a constant C such
that for any ρ ≤ r/2, and for any x ∈ Qr−2ρ, the following estimate holds:

∥∇U∥L∞(Qρ(x)) + ρα′ ♣∇U ♣α′,Qρ(x)∩Q+
r

+ ρα′ ♣∇U ♣α′,Qρ(x)∩Q−
r

≤ C

ρ1+n/2
∥U∥L2(Qr(x)).

(3.26)

Proof. For the proof, we refer to [85, Chapter 3, Theorem 16.2], where the authors
obtained piecewise C1,α′

estimates for solutions to linear second-order elliptic equa-
tions with piecewise Hölder coefficients and C1,1 discontinuity interfaces (see also
[92, Theorem 1.1] for more recent regularity results).

Proof of Proposition 3.2.2. Fix an index m ∈ ¶0, . . . ,K − 1♢. Up to a rigid transfor-
mation, we assume that Pm+1 coincides with the origin 0 and ν(Pm+1) is the n-th
standard unit vector en. Let y = ynen, with yn ∈ (−r0/4, 0). For any x = (x′, xn), we
define the reflected point x∗ := (x′,−xn) with respect to the hyperplane ¶xn = 0♢.
Set σ0(x) = (γ− + (γ+ − γ−)χ+(x))A(0). Let H be the fundamental solution associ-
ated with the elliptic operator div(σ0∇·) in R

n (see equation (A.15) for the explicit
formula). For y ∈ Ω0, let G(·, y) ∈ H1(Ω0) be the weak solution of (3.11). Define the
distribution

R(x, y) = G(x, y) −H(x, y).

For any y ∈ Ω0, R(·, y) is a weak solution of the boundary value problem





div(σ∇R(·, y)) = − div((σ − σ0)∇H(·, y)) in Ω0,

R(·, y) = −H(·, y) on ∂ Ω0.
(3.27)

The above system can be derived as follows. Consider φ ∈ C∞
c (Ω0), by the weak

formulation applied to (3.11), it follows that
ˆ

Ω0

σ∇G(·, y) · ∇φ = φ(y). (3.28)

Moreover,
ˆ

Rn

σ∇H(·, y) · ∇φ =

ˆ

Ω0

σ∇H(·, y) · ∇φ = φ(y). (3.29)

By (3.28) and (3.29), it follows that
ˆ

Ω0

σ∇R(·, y) · ∇φ = φ(y) −
ˆ

Ω0

σ∇H(·, y) · ∇φ dx =

ˆ

Ω0

(σ0 − σ)∇H(·, y) · ∇φ.
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Regarding the trace at the boundary ∂ Ω,

R(·, y)♣∂ Ω = (G(·, y) −H(·, y))♣∂ Ω = −H(·, y)♣∂ Ω,

from which (3.27) follows. By the Green’s identity, one can derive the following
representation formula:

R(x, y) =

ˆ

Ω0

(σ0(ξ) − σ(ξ))∇H(ξ, y) · ∇G(ξ, x) dξ+

+

ˆ

∂ Ω0

σ(ξ)∇G(ξ, x) · ν H(ξ, y) dξ.

(3.30)

Indeed, using G(·, y) as test function in (3.27), we derive

ˆ

Ω0

σ∇R(·, y) · ∇G(·, x) +

ˆ

Ω0

(σ − σ0)∇H(·, y) · ∇G(·, x) = 0. (3.31)

Using R(·, y) as test function in (3.11), we have

ˆ

Ω0

σ∇G(·, x) · ∇R(·, y) +

ˆ

∂ Ω0

σ∇G(·, x) · νH(·, y) = R(x, y). (3.32)

By summing (3.31) and (3.32), equation (3.30) follows.

To estimate the right-hand side of the representation formula (3.30), we write
the integral as the sum of the following terms:

ˆ

Ω0

(σ0(ξ) − σ(ξ))∇H(ξ, y) · ∇G(ξ, x) dξ = R1(x, y) +R2(x, y),

where

R1(x, y) =

ˆ

Ω0\Qr0

(σ0(ξ) − σ(ξ))∇H(ξ, y) · ∇G(ξ, x) dξ, (3.33)

R2(x, y) =

ˆ

Qr0

(σ0(ξ) − σ(ξ))∇H(ξ, y) · ∇G(ξ, x) dξ. (3.34)

To estimate (3.33), we can apply the Hölder inequality and Proposition 3.2.1 to
obtain

♣R1(x, y)♣ ≤ ∥σ0 − σ∥L∞(Ω0)

ˆ

Ω0\Qr0

♣∇H(ξ, y)♣ ♣∇G(ξ, x)♣ dξ

≤ C∥∇H(·, y)∥L2(Ω0\Qr0 ) ∥∇G(·, y)∥L2(Ω0\Qr0 ) ≤ C.

To estimate (3.34), notice that for every y, ξ ∈ Qr0 , by (A.15), we have

♣∇H(ξ, y)♣ ≤ C ♣ξ − y♣1−n,

where C is a positive constant that depends on γ+, γ−, and the a priori data.

Let ξ, x ∈ Qr0 be such that ♣ξ − x♣ ≤ r0/2, and set ρ = ♣ξ − x♣. By Proposition
3.2.3,

♣∇G(ξ, x)♣ ≤ C

♣ξ − x♣1+n/2
∥G(·, x)∥L2(Q2ρ(x)\¶x♢) ≤ C ♣ξ − x♣1−n.
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Set γ0(ξ) = γ+χ+(ξ) + γ−χ−(ξ). In a neighbourhood of the origin, we have the
following estimate:

♣σ(ξ) − σ0(ξ)♣ ≤ ♣γ(ξ)A(ξ) − γ0(ξ)A(0)♣ ≤ C ♣ξ♣, (3.35)

where C > 0 depends on γ̄, Ā only. Therefore,

♣R2(x, y)♣ ≤ C

ˆ

Qr0

♣ξ♣ ♣ξ − x♣1−n ♣ξ − y♣1−n dξ.

Let h = ♣x− y♣ and define

I1 =

ˆ

B4h

♣ξ♣ ♣ξ − x♣1−n ♣ξ − y♣1−n dξ,

I2 =

ˆ

Rn\B4h

♣ξ♣ ♣ξ − x♣1−n ♣ξ − y♣1−n dξ.

This allows to write
♣R2(x, y)♣ ≤ C (I1 + I2).

To begin with, we estimate I1. We introduce the following change of variables:

ξ = hw t =
x

h
s =

y

h
,

which leads to (see Miranda [99])

I1 = h3−n

ˆ

B4

♣w♣ ♣w − t♣1−n ♣w − s♣1−n dw ≤ C h3−n.

Next, we estimate the integral I2. Since y = ynen for yn ∈ (−r0/4, 0) and x ∈ B+
r0/4,

we have

3

4
♣ξ♣ ≤ ♣ξ − y♣ and

1

2
♣ξ♣ ≤ ♣ξ − x♣.

Hence,

I2 ≤
(

8

3

)1−n ˆ

Rn\B4h

♣ξ♣3−2n dξ ≤



C h3−n n > 3,

C h−α n = 3,

for some positive value of α, since ln(1/h) ≤ Ch−α. In conclusion,

♣R(x, y)♣ ≤ C ♣x− y♣3−n−α. (3.36)

Now, let us estimate ♣∇R(x, y)♣. Let x ∈ B+
r0/4 and y = ynen with yn ∈

(−r0/4, 0). We define the cylinder Q := B′
h/4(x′) × (xn, xn + h/4), where h = ♣x− y♣.

Notice that
Q ⊂ Q+

r0/2, Q ⊂ Qh/2(x), x ∈ ∂ Q, y /∈ Q.

By [7, Lemma 3.2], for α′ ∈ (0, 1], we have

∥∇xR(·, y)∥L∞(Q) ≤ C
[
∥R(·, y)∥

α′
α′+1

L∞(Q) ♣∇xR(·, y)♣
1

α′+1 α′,Q +
1

h
∥R(·, y)∥L∞(Q)

]
.

(3.37)
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By (3.36), we find
∥R(·, y)∥L∞(Q) ≤ C ♣x− y♣3−n−α.

To estimate ♣∇xR(·, y)♣α′,Q, notice that

♣∇xR(·, y)♣α′,Q ≤ ♣∇xG(·, y)♣α′,Q + ♣∇xH(·, y)♣α′,Q.

By Theorem 3.2.3, (3.17) and using cylindrical coordinates, we obtain

♣∇xG(·, y)♣α′,Q ≤ C

h1+n/2
h−α′∥G(·, y)∥L2(Qh(x)) ≤ C h1−n−α′

. (3.38)

Moreover, we have

♣∇xH(·, y)♣α′,Q ≤ C ♣∇xΓ(·, y)♣α′,Q ≤ C h1−n−α′
.

Therefore, we have
♣∇xR(·, y)♣α′,Q ≤ C h1−n−α′

. (3.39)

By (3.37), (3.36), (3.38), and (3.39), we conclude that

∥∇xR(·, y)∥L∞(Q) ≤ C ♣x− y♣1−n+θ1 with θ1 =
α′(1 − α)

1 + α′ . (3.40)

Next, we estimate ♣∇x∇yR(x, y)♣. Define the cylinder Q̂ = B′
h/8 × (yn − h/8, yn),

then
Q̂ ⊂ Q−

r0/4, Q̂ ⊂ Qh/4(y) and x /∈ Qh/4(y).

Let k ∈ ¶1, . . . , n♢, ∂xk
Γ(x, ·) is a weak solution of the Laplace equation

∆y(∂xk
Γ(x, ·)) = 0 in Qh/4(y),

and ∂xk
G(x, ·) is a weak solution of the equation

divy(σ∇y ∂xk
G(x, ·)) = −δ(x− ·) in Qh/4(y).

By Theorem 3.2.3, it follows that

♣∇y∂xk
G(x, ·)♣α′,Q̂ ≤ C h−α′−1−n/2∥∂xk

G(x, ·)∥L2(Qh/4(y)). (3.41)

Fix ȳ ∈ Qh/4(y), then ȳ /∈ Qh/16(x). By Theorem 3.2.3, it follows that

∥∇xG(·, ȳ)∥L∞(Qh/32(x)) ≤ C h−1−n/2∥G(·, ȳ)∥L∞(Qh/16(x)) ≤ C h1−n. (3.42)

From (3.41) and (3.42) it follows that

♣∇y∂xk
G(x, ·)♣α′,Q̂ ≤ C h−α′−n. (3.43)

Moreover,

♣∇y∂xk
Γ(x, ·)♣α′,Q̂ ≤ C h−α′−n, (3.44)
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and by (3.43) and (3.44),

♣∇y∂xk
R(x, ·)♣α′,Q̂ ≤ C h−α′−n. (3.45)

By (3.40), it turns out that

∥∂xk
R(x, ·)∥L∞(Q̂) ≤ C h1−n+θ1 . (3.46)

By the following interpolation inequality

∥∇y∂xk
R(x, ·)∥L∞(Q̂) ≤ C ∥∂xk

R(x, ·)∥
α′

α′+1
L∞(Q̂)♣∇y∂xk

R(x, ·)♣
1

α′+1
α′,Q̂,

and by (3.46) and (3.45), we conclude that

♣∇y∂xk
R(x, y)♣ ≤ C ♣x− y♣θ2−n with θ2 =

θ1α
′

1 + α′ .

3.2.1 Quantitative estimates of unique continuation

For a given positive number b, let ωb denote a non-decreasing, concave function
defined on the interval (0,+∞) that has the following form:

ωb(t) =





2be−2♣ ln t♣−b t ∈ (0, e−2),

e−2 t ∈ [e−2,+∞).

The function ωb satisfies the following properties:

(0,+∞) ∋ t → tωb

(
1

t

)
is an increasing function, (3.47)

and for every β ∈ (0, 1) we have that

ωb

(
t

β

)
≤ ♣ ln eβ−1/2♣bωb(t), ωb(t

β) ≤
(

1

β

)b

ωb(t). (3.48)

Furthermore, we shall denote the iterative compositions of ω with itself as

ω
(1)
b = ωb, ω

(j)
b = ωb ◦ ω(j−1)

b for j = 2, 3, . . .

and we set ω(0)
b (t) = tb for 0 < b < 1.

We introduce the following parameters:

β = arctan
( 1

L

)
, β1 = arcsin

(
sin β

4

)
,

λ1 =
r0

1 + sin β1
, ρ1 = λ1 sin β1, a =

1 − sin β1

1 + sin β1
,

λm = aλm−1, ρm = aρm−1, for everym ≥ 2,

dm = λm − ρm, for everym ≥ 1.

(3.49)
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Fix a point ȳ ∈ Σm+1, let l ∈ N and define

wl(ȳ) = ȳ − λlν(ȳ) for every l ≥ 1,

so that wl(ȳ) is a point into the domain Dm near the interface Σm+1. For a given
r ∈ (0, d1], denote

h̄ := min¶l ∈ N : dl ≤ r♢. (3.50)

The following inequality holds:

♣ ln (r/d1) ♣
♣ ln a♣ ≤ h̄− 1 ≤ ♣ ln (r/d1) ♣

♣ ln a♣ + 1. (3.51)

We further define the sets

Wk =
k⋃

m=0

Dm, Uk = Ω0 \ Wk, for k = 0, . . . ,K. (3.52)

Definition 3.2.1. For every y, z ∈ Wk, we define the singular solution Sk(y, z) for
k = 0, . . . ,K as

Sk(y, z) =

ˆ

Uk

(
σ(1) − σ(2))(x)∇G1(x, y) · ∇G2(x, z) dx.

The set ¶Sk(y, z)♢K
k=0 represents a family of real-valued singular integrals, and

Proposition 3.2.1 guarantees that the following inequality is satisfied:

♣Sk(y, z)♣ ≤ C∥σ(1) − σ(2)∥L∞(Ω) (d(y)d(z))1−n/2 for any y, z ∈ Wk, (3.53)

where d(y) = dist(y,Uk) and C is a positive constant depending on λ and n only.

Proposition 3.2.4. Let k ∈ ¶0, . . . ,K♢. For every y, z ∈ Wk, the functions Sk(·, z), Sk(y, ·)
belong to H1

loc(Wk) and are weak solutions, respectively, to

divy(σ(1)∇ySk(·, z)) = 0, divz(σ(2)∇zSk(y, ·)) = 0 in Wk.

To prove Proposition 3.2.4, we need a preliminary result. Let ¶ρh♢h∈N be a
sequence of mollifiers (see [42, p. 108]). We define γh(x) := (ρh ∗ γ)(x) for any
x ∈ Ω0. Set σh(x) = γh(x)A(x), we obtain a sequence of measurable functions
¶σh♢h∈N that satisfies the uniform ellipticity condition: λ−1♣ξ♣2 ≤ σh(x)ξ · ξ ≤ λ♣ξ♣2
for a.e. x ∈ Ω0 and every ξ ∈ R

n, for every h ∈ N. Let Gh be the Green function
associated to the elliptic operator div(σh∇·) in Ω0. For y ∈ Ω0, let Gh(·, y) be a weak
solution of 




div(σh∇xGh(·, y)) = −δ(· − y) in Ω0,

Gh(·, y) = 0 on ∂ Ω0.
(3.54)

Proposition 3.2.5. Assume that ¶σh♢h∈N converges to the function σ in Ls(Ω0) for
every s ∈ [1,∞). Let U ,K be two open subsets of Ω0 such that Ω0 \ U ≠ ∅ and
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K ⋐ Ω0 \ U . Then,

lim
h→+∞

sup
y∈K

∥Gh(·, y) −G(·, y)∥H1(U) = 0. (3.55)

To prove Proposition 3.2.5, we introduce the following Proposition (see [21,
Proposition 5.1]).

Proposition 3.2.6. Let ¶γh♢h∈N be a sequence of Lebesgue measurable functions that
converges almost everywhere to γ ∈ L∞(Ω0) in Ω0. Set σh = γhA and σ = γ A, where
A is a Lipschitz symmetric positive definite real-valued matrix function and assume
that σh and σ satisfies the uniform ellipticity condition (3.4) for a constant λ > 1. Let
f ∈ Lq/2(Ω0) for q > n, and let uh, u ∈ H1

0 (Ω0) be weak solutions to

div(σh∇uh) = −f, in Ω0, (3.56)

and
div(σ∇u) = −f, in Ω0. (3.57)

Then
uh → u strongly in H1

0 (Ω0), (3.58)

and
uh → u strongly in L∞(Ω0). (3.59)

Proof of Proposition 3.2.6. Let uh, u be weak solutions of (3.56) and (3.57), respec-
tively. Then uh, u satisfy the following equation:

div(σh∇(uh − u)) = div((σ − σh)∇u) in Ω0. (3.60)

By the weak formulation associated to (3.60), if we choose (uh − u) as test function,
the following integral equation holds:

ˆ

Ω0

σh∇(uh − u) · ∇(uh − u) dx =

ˆ

Ω0

(σ − σh)∇u · ∇(uh − u) dx. (3.61)

The left-hand side of (3.61) can be bounded from below by applying (3.4):
ˆ

Ω0

σh∇(uh − u) · ∇(uh − u) dx ≥ λ−1

ˆ

Ω0

♣∇(uh − u)♣2 dx. (3.62)

The right-hand side can be bounded from above by the Hölder inequality:
ˆ

Ω0

(σ−σh)∇u·∇(uh−u) dx ≤ ∥σ−σh∥L∞(Ω0)∥∇u∥L2(Ω0)∥∇(uh−u)∥L2(Ω0). (3.63)

Hence, we obtain
∥∇(uh − u)∥L2(Ω0) ≤ C ∥∇u∥L2(Ω0), (3.64)

where C is a positive constant that depends only on λ, Ā. By the dominated conver-
gence theorem, it follows that ∇uh → ∇u strongly in L2(Ω0), hence by the Poincarè
inequality, (3.58) is proved.
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Consider the weak formulation of (3.56), using uh as test function, we have
ˆ

Ω0

σh∇uh · ∇uh =

ˆ

Ω0

f uh.

Hence, by (3.4), the Hölder inequality, and the Poincarè inequality, we derive

∥∇uh∥L2(Ω0) ≤ C∥f∥Lq/2(Ω0).

An analogous bound holds for ∇u. Hence,

∥∇uh∥L∞(Ω0), ∥∇u∥L∞(Ω0) ≤ C∥f∥Lq/2(Ω0). (3.65)

By [66, Theorem 8.24], u and uh satisfy the following interior Hölder estimate: for
α ∈ (0, 1),

♣uh♣α,Ω, ♣u♣α,Ω ≤ C∥f∥Lq/2(Ω) for every h ∈ N. (3.66)

Recall the following interpolation inequality (see [9, Equation (5.30) pag. 777]),

∥v∥L∞(Ω) ≤ C∥v∥η
L2(Ω)∥v∥1−η

C1,α(Ω) for η = η(n, α) ∈ (0, 1), (3.67)

By (3.65), (3.66) and (3.67), (3.59) holds.

Proof of Proposition 3.2.5. Let U ,K be two bounded subsets of Ω0 such that K ⋐

Ω0 \ U . Notice that, since γh → γ in Ls(Ω0) for s ∈ [1,+∞), then by [42, Theorem
4.9], γh converges a.e. to γ in Ω0 up to subsequences. Let G and Gh be the
Green functions associated with the elliptic operator div(σ∇·) and div(σh∇·) in Ω0,
respectively. For q > n, let f ∈ Lq/2(Ω0), and for y ∈ K define

uh(y) =

ˆ

Ω0

Gh(z, y) f(z) dz, u(y) =

ˆ

Ω0

G(z, y) f(z) dz.

Then uh and u belong to the Sobolev space H1
0 (Ω0) and are weak solutions, respec-

tively, of
div(σh∇uh) = −f and div(σ∇u) = −f in Ω0.

By Proposition 3.2.6, we have that uh → u strongly in L∞(Ω0), then, for a.e. y ∈ Ω0,

ˆ

Ω0

Gh(z, y) f(z) dz →
ˆ

Ω0

G(z, y) f(z) dz, for any f ∈ Lq/2(Ω0).

Hence,
Gh(·, y) ⇀ G(·, y) in L(q/2)′

(Ω0) for any y ∈ K. (3.68)

Here, (q/2)′ denotes the conjugate exponent of q/2.
Let Q be a smooth domain such that U ⋐ Q ⊂ Ω0 such that dist(Q,K) > 0. For

any x ∈ Q, by the symmetry of Gh and G,

div(σh∇Gh(x, ·)) = 0, div(σ∇G(x, ·)) = 0, inK.

By [92, Theorem 1.1], G(x, ·) and Gh(x, ·) satisfy a C1,θ(K̄) uniform bound for
θ ∈ (0, 1), for any x ∈ Q and h ∈ N. Hence, the functions Θh(y) = ∥Gh(·, y) −
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G(·, y)∥L∞(Q) satisfy a C1,θ(K̄) uniform bound with respect to h ∈ N, so that ¶Θh♢h∈N

is a sequence of uniformly bounded functions on K. Thus, there exists a sequence
¶yh♢h∈N in K̄ such that

sup
y∈K

∥Gh(·, y) −G(·, y)∥L∞(Q) = ∥Gh(·, yh) −G(·, yh)∥L∞(Q) ∀h ∈ N,

and yh → ȳ in K̄ (up to subsequences). Therefore,

lim
h→+∞

∥Gh(·, yh) −Gh(·, ȳ)∥L∞(Q) = 0. (3.69)

By (3.68), (3.69) and the triangle inequality,

Gh(·, yh) ⇀ G(·, ȳ), weakly in L(q/2)′
(Q).

As a solution of div(σh∇Gh(·, yh)) = 0 in Ω0 \ K̄, the sequence ¶Gh(·, yh)♢ is equicon-
tinuous in Q. Hence, up to subsequences,

Gh(·, yh) → G(·, ȳ), strongly in L∞(Q). (3.70)

Up to subsequences, taking into account the definition of yh, (3.70) and the triangle
inequality, we can conclude that

sup
y∈K

∥Gh(·, y) −G(·, y)∥L∞(Q) → 0. (3.71)

By Caccioppoli inequality (Theorem A.2.2),

sup
y∈K

∥Gh(·, y) −G(·, y)∥H1(U) ≤ C sup
y∈K

∥Gh(·, y) −G(·, y)∥L∞(Q), (3.72)

hence, supy∈K ∥Gh(·, y) − G(·, y)∥H1(U) is uniformly bounded and (3.55) follows
straightforwardly.

Proof of Proposition 3.2.4. For this proof, we follow the lines of [21, Proposition 3.3].
Let ¶(σ(1))h♢h∈N be a sequence of anisotropic conductivities of the form (σ(1))h(x) =

(γ(1))h(x)A(x), and (γ(1))h = γ(1) ∗ ρh. Let G1,h(·, y) be a weak solution of the
problem (3.54) with conductivity (σ(1))h. Let K ⋐ Wk be an open set, by Proposition
3.2.5,

lim
h→∞

sup
y∈K

∥G1,h(·, y) −G1(·, y)∥H1(Uk) = 0. (3.73)

Set

Sh
k (y, z) :=

ˆ

Uk

((σ(1))h(x) − σ(2)(x))∇xG1,h(x, y) · ∇xG2(x, z) dx for y, z ∈ Wk.

Fix z ∈ Wk, by differentiating under the integral sign, we obtain that Sh
k (·, z) is a

weak solution of

divy((σ(1))h∇yS
h
k (·, z)) = 0 in Wk for every h ∈ N. (3.74)
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Notice that

♣Sh
k (y, z) − Sk(y, z)♣ =

∣∣∣
ˆ

Uk

[((σ(1))h − σ(2))∇G1,h(x, y) − (σ(1) − σ(2))∇G1(x, y)] · ∇G2(x, z) dx
∣∣∣

≤ C∥G1,h(·, y) −G1(·, y)∥H1(Uk)∥G2(·, z)∥H1(Uk).

By (3.73) and the Theorem of dominated convergence, it follows that

Sh
k (·, z) → Sk(·, z), in L∞(K). (3.75)

Consider K̃ such that K ⋐ K̃ ⋐ W. By Caccioppoli inequality (Theorem A.2.2), it
follows that

∥Sh
k (·, z)∥H1(K) ≤ C∥Sh

k (·, z)∥L2(K̃), for every h ∈ N,

where C depends on λ and dist(K,Rn \ K̃) only. By (3.53),

∥Sh
k (·, z)∥L∞(K̃) ≤ C(dist(K̃,U)d(z))1−n/2, for every h ∈ N,

where C depends on λ and n only. Therefore, the norm ∥Sh
k (·, z)∥H1(K) is uniformly

bounded. Hence, there exists a subsequence of ¶Sh
k (·, z)♢h∈N that weakly converges

in H1(K) to a function f . By (3.75), the function f is equal to Sk(·, z) and by
(3.74), it follows that Sk(·, z) satisfies div(σ(1)∇Sk(·, z)). A similar proof holds for
Sk(y, ·).

At this point, since we have proved that Sk for k = 1, . . . ,K are locally weak
solutions to an elliptic equation, we can provide a quantitative result of unique
continuation for the singular solutions. Let E = ∥σ(1) − σ(2)∥L∞(Ω).

Proposition 3.2.7. (Quantitative estimates of unique continuation) For k ∈ ¶1, . . . ,K♢,
assume that for positive constants ε and r̄ we have

♣Sk(y, z)♣ ≤ r2−n
0 ε0, for every (y, z) ∈ (D0)r̄ × (D0)r̄, (3.76)

then the following inequalities hold true for every r ∈ (0, d1]:

♣Sk (wh̄(Qk+1), wh̄(Qk+1))♣ ≤ C h̄
1 (E + ε0)

(
ω

(2k)
1/C

(
ε0

E + ε0

))(1/C)h̄

, (3.77)

∣∣∣∂yj∂ziSk (wh̄(Qk+1), wh̄(Qk+1))
∣∣∣ ≤ C h̄

2 (E + ε0)

(
ω

(2k)
1/C

(
ε0

E + ε0

))(1/C)h̄

, (3.78)

for any i, j = 1, . . . , n, where Qk+1 ∈ Σk+1 ∩ Br0/8(Pk+1), wh̄(r)(Qk+1) = Qk+1 −
λh̄(r)ν(Qk+1), with λh̄(r) as in (3.49), ν(Qk+1) is the exterior unit normal to ∂Dk at
the point Qk+1 and C1, C2 > 0 depend only on the a priori data.

To prove Proposition 3.2.7, we state and prove the preliminary Proposition 3.2.8
that provides a pointwise bound for the weak solution of the conductivity equation
near one of the discontinuity interfaces for the conductivity contained in Ω0.
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Proposition 3.2.8. Let v ∈ H1(Wk) be a weak solution of

div(σ∇v) = 0 in Wk. (3.79)

We assume that, for given positive numbers E0 and ε0, the function v satisfies the
following inequalities:

♣v(x)♣ ≤ r2−n
0 ε0, for any x ∈ (D0)r, (3.80)

and
♣v(x)♣ ≤ r

1−n/2
0 E0, for any x ∈ (Wk)r, (3.81)

for certain r > 0, where d(x) = dist(x,Uk). Then, for every r ∈ (0, d1],

♣v(wh̄(Pk+1))♣ ≤ r2−n
0 C h̄(E0 + ε0)

(
ω

(k)
1/C

( ε0

ε0 + E0

))(1/C)h̄

, (3.82)

where C > 1 is a constant that depends only on the a priori data, Pk+1 ∈ Σk+1,
wh̄(r)(Pk+1) = Pk+1 − λh̄(r)ν(Pk+1), with λh̄(r) as in (3.49), ν(Pk+1) is the exterior
unit normal to ∂Dk at the point Pk+1.

Proof of Proposition 3.2.8. Let us first introduce the following parameters. For m ∈
¶1, . . . , N♢,

r̄ =
r0

4
, ρ̄ =

r̄

128
√

1 + L2
, vm = v♣Dm ,

ym = Pm − r̄

32
ν(Pm), ỹm = Pm +

r̄

32
ν(Pm),

(3.83)

where Pm ∈ Σm, ν(Pm) is the exterior unit normal of ∂ Dm−1. Fix K ∈ ¶1, . . . , N♢.
We claim that for every m ∈ ¶0, . . . ,K♢,

∥v∥L∞(Bρ̄(ym)) ≤ r2−n
0 Cm+1(E0 + ε0) ω

(m+1)
1/C

( ε0

ε0 + E0

)
, (3.84)

and prove (3.84) by induction. The case m = 0 is straightforward, so we focus our
attention on the inductive step. We assume that (3.84) holds for m ∈ ¶0, . . . ,K − 1♢
and prove it for m+ 1.

Up to a rigid transformation, we can assume that the point Pm+1 ∈ Σm+1 coin-
cides with the origin and ỹm = r̄

32en. Set

εm := Cm+1(E0 + ε0) ω
(m+1)
1/C

( ε0

ε0 + E0

)
.

By the inductive hypothesis, we know that v satisfies

∥v∥L∞(Bρ̄(ỹm)) ≤ r2−n
0 εm. (3.85)

By (3.81), it follows that

∥v∥L∞(D0) ≤ E0(r0 sup
x∈Dm

d(x))1−n/2. (3.86)
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Choose an arbitrary point ȳ ∈ Σm+1. Let ϕ : [0, 1] → R
n be a Jordan curve joining

ỹm to w1(ȳ) such that ϕ([0, 1]) ⊂ (Dm)d̄, where d̄ = 4r̄, and (Dm)d̄ is connected.
Notice that w1(ȳ) ∈ (Dm)d̄. Define a set of points ¶ϕi♢, i = 1, . . . , s via the following
process:

• ϕ1 = ϕ(0) = ỹm;

• for i > 1, set

ϕi+1 =




ϕ(ti) if ♣ϕi − w1(ȳ)♣ > 2r1 where ti = max¶ti : ♣ϕ(t) − ϕi♣ = 2r1♢,
w1(ȳ) if ♣ϕi − w1(ȳ)♣ < 2r1 and set s = i+ 1.

Apply Theorem 2.2.8 to spheres centred at ϕ1 = ỹm with suitable radii r, 3r, 4r with
estimates (3.86) and (3.80),

∥v∥L∞(B3r(y1)) ≤ Q ∥v∥δ
L∞(Br(y1))∥v∥1−δ

L∞(B4r(y1)) ≤ Q r2−n
0 εδ

m E1−δ
0 , (3.87)

where δ = ln(4/3λ)
ln(4/3λ)+C ln(3λ) andQ > 1 is a constant which depends on λ, L, max

{
4r
r0
, 1
}

.

Fix r ∈ (0, d1], recall (3.49), the following inclusions hold:

Bρk+1
(wk+1(ȳ)) ⊂ B3ρk

(wk(ȳ)) ⊂ B4ρk
(wk(ȳ)) ⊂ C

(
ȳ, ν(ȳ), β1, r0/3

)
,

for any k = 1, 2, . . . . Notice that ρ1 < r̄/l for a suitable l > 1, then Bρ1(w1(ȳ)) ⊂
Br̄(w1(ȳ)). We proceed by moving from one centre to the successive one along the

axis of the cone C
(
ȳ, ν(ȳ), β1, r0/3

)
allowing us to approach the vertex ȳ. We stop

this process when we reach the sphere with a radius ρh̄. Then, from (3.87), we have

∥v∥L∞(Bρ
h̄

(wh̄(ȳ))) ≤ Cεδs+h̄−1

m E1−δs+h̄−1

0 . (3.88)

By the triangle inequality, we have

♣v(ȳ)♣ ≤ ♣v(ȳ) − v(ȳ − rν(ȳ))♣ + ♣v(ȳ − rν(ȳ))♣. (3.89)

We proceed to estimate the second term on the right-hand side of (3.89). Since
ȳ − rν(ȳ) ∈ Bρh̄

(wh̄(ȳ)),

♣v(ȳ − rν(ȳ))♣ ≤ Cr2−n
0 εδs+h̄−1

m E1−δs+h̄−1

0 ≤ Cr2−n
0 (εm + E0)

( εm

E0 + εm

)1−δs+h̄−1

.

Secondly, we estimate the first term on the right-hand side of (3.89). Since ȳ ∈ Wk,
by (3.81),

♣v(ȳ)♣ ≤ C r2−n
0 E0.

Hence, by Theorem 3.2.3, we have

♣v(ȳ)−v(ȳ−rν(ȳ))♣ ≤ ∥∇v∥L∞(Qr0/3)r ≤ c

r
1+n/2
0

∥v∥L2(Q2r0/3)r ≤ Cr2−n
0 (E0+εm)

( r
r0

)
.
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Therefore,

♣v(ȳ)♣ ≤ C r2−n
0 (E0 + εm)

( r
r0

+
( εm

E0 + εm

)δs+h̄−1)
.

We define the following quantities:

B =
♣ log a♣
2♣ log τ ♣ , µ = exp

(
− 1

τS

)
and r̃ = d1

∣∣∣ log
( εm

E0 + εm

)τS ∣∣∣
−B
.

If εm/(εm + E0) ≤ µ, then r̃ ∈ (0, d1]. We can minimise the right-hand side with
respect to r by choosing r = r̃ and obtain

♣v(ȳ)♣ ≤ C r2−n
0 (E0 + εm)

∣∣∣ log
( εm

E0 + εm

)δs ∣∣∣
−B
,

for a suitable constant C > 0. On the other hand, if εm/(εm + E0) > µ, then

♣v(ȳ)♣ ≤ C r2−n
0 E0

( εm

µ(E0 + εm)

)
.

Given a differentiable function f on the domain Ω, let ∇T f(x) denote the (n − 1)

dimensional tangential derivative of the function f on Σm+1 and let ∂ν f(x) denote
the normal derivative of f on Σm+1 for m ∈ ¶0, . . . ,K − 1♢.

Set Σ̃m+1 = Σm+1 ∩Qr0/4(Pm+1). By the arbitrariness of ȳ, we obtain

∥vm∥
L∞(Σ̃m+1)

≤ Cr2−n
0 (E0 + εm)ω1/C

( εm

εm + E0

)
. (3.90)

By standard interior estimates [2] and the estimate (3.88), we derive

♣∇vm(wh̄(ȳ))♣ ≤ 1

ρh̄

Cr2−n
0 εδS+h̄−1

m E1−δS+h̄−1

0 .

Hence,
∥∇vm∥

L∞(Σ̃m+1)
≤ Cr2−n

0 (E0 + εm)ω1/C

( εm

εm + E0

)
. (3.91)

From [92], as v is continuous across the interface Σm+1, it follows that vm = vm+1

on Σm+1. Therefore, ∇T vm = ∇T vm+1, and by (3.91), it follows that

∥∇T vm+1∥
L∞(Σ̃m+1)

= ∥∇T vm∥
L∞(Σ̃m+1)

≤ ∥∇vm∥
L∞(Σ̃m+1)

≤ Cr2−n
0 (E0 + εm)ω1/C

( εm

εm + E0

)
.

(3.92)

Now, apply Lemma 2.1.1:

ˆ

Dm+1∩B3r̄/8(Pm+1)
♣∇vm+1♣2 ≤ c

r0

(
ˆ

Σ̃m+1

v2
m+1 + r2

0

ˆ

Σ̃m+1

♣∇vm+1♣2
δ1

×

×
(
ˆ

Σ̃m+1

v2
m+1 + r2

0

ˆ

Σ̃m+1

♣∇vm+1♣2 + r0

ˆ

Dm+1∩Br̄/4(Pm+1)
γm+1A∇vm+1 · ∇vm+1

1−δ1

.

(3.93)
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In order to bound the left-hand side of (3.93), we have to estimate the following
quantities:

i)
´

Σ̃m+1
v2

m+1;

ii)
´

Σ̃m+1
♣∇vm+1♣2;

iii)
´

Dm+1∩Br̄/4(Pm+1) γm+1A∇vm+1 · ∇vm+1.

For i), we can just use (3.90). For ii), since ∇vm+1 = ∇T vm+1 + (∇vm+1 · ν)ν,

ˆ

Σ̃m+1

♣∇vm+1♣2 ≤
ˆ

Σ̃m+1

♣∇T vm+1♣2 +

ˆ

Σ̃m+1

♣(∇vm+1 · ν)ν♣2. (3.94)

The first integral on the right-hand side of (3.94) can be estimated using (3.92). For
the other term, we take into account the transmission condition

γm(x)A(x)∇vm · ν = γm+1(x)A(x)∇vm+1 · ν, on Σm+1. (3.95)

Then,
∥∇vm+1∥

L∞(Σ̃m+1)
≤ Cr1−n

0 (E0 + εm)ω1/C

( εm

εm + E0

)
. (3.96)

Finally, iii) follows from standard energy estimates.
From the following trace estimate

ˆ

D1∩B3r̄/16(P1)
v2

1 ≤ C

(
r0

ˆ

Σ̃1

v2
1 + r2

0

ˆ

D1∩B3r̄/8(P1)
♣∇v1♣2


, (3.97)

the inequalities (3.90), (3.93), (3.96) and (3.97) it follows that

∥vm+1∥L∞(Bρ(ỹm+1)) ≤ Cr1−n
0 (E0 + ϵ)ω1/C

( εm

εm + E0

)
. (3.98)

If m ≤ K − 1, (3.84) follows by applying the inequality (3.88) with ȳ = Pm+1.
If m = K, by condition (3.81), arguing similarly to the inequality (3.88), and

applying the claim, it follows that

♣v(wh̄(PK+1)
)♣ ≤ C

(
r2−n

0 εK+1

)δs+h̄−1

(r0 d1 a
h̄−1 E0)1−δs+h̄−1

≤ Cr2−n
0 (εK+1 + E0)ω1/C

( εK+1

εK+1 + E0

)

≤ C h̄r2−n
0 (ε0 + E0)

(
ω

(K)
1/C

( ε0

ε0 + E0

))(1/C)h̄

.

Proof of Proposition 3.2.7. To begin with, by (3.53), for any (y, z) ∈ (D0)r̄ × (D0)r̄,
where r̄ > 0 so that (D0)r̄ is connected, the following bound holds:

♣Sk(y, z)♣ ≤ C E.

By (3.76), for any y, z ∈ Bρh̄(r)
(wh̄(r)(Qk+1)), we first apply Proposition 3.2.8 to
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v = Sk(·, z) and then to v = Sk(y, ·) to obtain

♣Sk(y, z)♣ ≤ r2−n
0 C h̄(r)(E + ε0)

(
ω

(2k)
1/C

(
ε0

E + ε0

))(1/C)h̄(r)

. (3.99)

Hence, (3.77) can be derived from (3.99).

Since Sk(y1, . . . , yn, z1, . . . , zn) is (locally) a weak solution in Wk × Wk of the
elliptic equation

divy(σ(1)(y)∇ySk(y, z)) + divz(σ(2)(z)∇zSk(y, z)) = 0. (3.100)

For any i, j = 1, . . . , n, classical Schauder interior estimates [2] allows us to conclude
that

∥∂xi∂xjSk(x1, . . . , xn, xn+1, . . . , x2n)∥L∞(B ρ
h̄(r)

2

(wh̄(r)(Qk+1))×B ρ
h̄(r)

2

(wh̄(r)(Qk+1)))

≤ C

ρ2
h̄(r)−1

∥Sk(x1, . . . , xn, xn+1, . . . , x2n)∥L∞(Bρ
h̄(r)

(wh̄(r)(Qk+1))×Bρ
h̄(r)

(wh̄(r)(Qk+1))),(3.101)

where xi = yi, xi+n = zi for i = 1, . . . , n.

Moreover, since dh̄(r)−1 > r, it follows that r < d0
aρ0
ρh̄(r), which in turn leads to

∥∂xi∂xjSk(x1, . . . , x2n)∥L∞(Q̃ ρ
h̄(r)

2

(wh̄(r)(Qk+1)))

≤ C

r2
∥Sk(x1, . . . , x2n)∥L∞(Q̃ρ

h̄(r)
(wh̄(r)(Qk+1))). (3.102)

By (3.51), it follows that r−2 ≤
(

a
r0

)2 (
1
a2

)h̄(r)
, and by combining (3.102) and

the above inequality we get the desired estimate.

3.3 Proof of the stability estimate

Let K ∈ ¶1, . . . , N♢ be the index such that

∥γ(1) − γ(2)∥L∞(Ω) = ∥γ(1)
K − γ

(2)
K ∥L∞(DK). (3.103)

By (3.3) and (3.103), it is is enough to prove that

∥γ(1)
K − γ

(2)
K ∥L∞(DK) ≤ C

(
J (σ(1), σ(2))

)1/2
, (3.104)

where C > 1 is a constant depending on the a priori data.

We begin by choosing a chain of contiguous domains D0, D1, . . . , DK . Let
Σ1, . . . ,ΣK be the corresponding flat portions. For the sake of simplicity, we in-
troduce the following notation:

ε =
(
J (σ(1), σ(2))

)1/2
, E = ∥γ(1)

K − γ
(2)
K ∥L∞(DK),

δk = ∥γ(1) − γ(2)∥L∞(Wk), for k = 1, . . . ,K.
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Note that the norm ∥γ(1)
k −γ

(2)
k ∥L∞(Dk) can be evaluated in terms of the following

quantities

∥γ(1)
k − γ

(2)
k ∥L∞(Σk∩Br0/4(Pk)) and

∣∣∣∂ν(γ
(1)
k − γ

(2)
k )(Pk)

∣∣∣ ,

for any k ∈ ¶1, . . . ,K♢. Indeed, let ¶ek
j ♢j=1,...,n−1 be the orthonormal basis which

generates the hyperplane that contains the flat region Σk. Let ν be the exterior unit
normal of Σk. Set

αk + βk · x =
(
γ

(1)
k − γ

(2)
k

)
(x), x ∈ Dk, αk ∈ R, βk ∈ R

n.

If we evaluate (γ
(1)
k − γ

(2)
k at the points Pk and Pk + r0

6 e
k
j , for j = 1, . . . , n − 1, it

follows that

∣∣∣∣αk + βk · (Pk +
r0

6
ek

j

)∣∣∣∣ ≤ ♣αk+βk·Pk♣+r0

6

n−1∑

j=1

♣βk·ek
j ♣ ≤ C∥γ(1)

k −γ(2)
k ∥L∞(Σk∩Br0/4(Pk)).

Moreover,
♣βk · ν♣ =

∣∣∣∂ν(γ
(1)
k − γ

(2)
k )(Pk)

∣∣∣ .

Hence, for k = 1, . . . ,K, it turns out that for C > 0 depending on r0,

♣αk♣ + ♣βk♣ ≤ C
(
∥γ(1)

k − γ
(2)
k ∥L∞(Σk∩Br0/4(Pk)) +

∣∣∣∂ν(γ
(1)
k − γ

(2)
k )(Pk)

∣∣∣
)

Boundary estimates

Assume that Σ = σ(1). For k = 1, we show that the following estimate holds:

∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ∩Br0/4(P1)) +

∣∣∣∂ν(γ
(1)
1 − γ

(2)
1 )(P1)

∣∣∣ ≤ C(ε+ E)ω
(0)
1/C

(
ε

ε+ E

)
.

(3.105)

Proof of (3.105).
For every y, z ∈ D0, from Green’s identity and (3.13), it follows that

ˆ

Σ

[
G1(x, y)σ(2)(x)∇G2(x, z) · ν −G2(x, z)σ(1)(x)∇G1(x, y) · ν

]
dS(x) =

=

ˆ

Ω
(σ(1) − σ(2))(x)∇G1(x, y) · ∇G2(x, z) dx = S0(y, z),

(3.106)

and
ˆ

Σ

[
∂yn G1(x, y) σ(2)(x)∇ ∂zn G2(x, z) · ν − ∂zn G2(x, z) σ(1)(x)∇ ∂yn G1(x, y) · ν

]
dS(x) =

=

ˆ

Ω
(σ(1) − σ(2))(x) ∇∂ynG1(x, y) · ∇∂znG2(x, z) dx = ∂yn ∂zn S0(y, z).

(3.107)

By Proposition 3.2.4, it is known that S0(y, z) is locally a weak solution of an
elliptic equation in (D0)r̄ × (D0)r̄, for some r̄ ∈ (0, r0/4) such that (D0)r̄ is connected.
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From [66, Theorem 8.17], we derive that the weak solutions are locally bounded. As
a result, the supremum of S0(y, z) can be bounded by its L2-norm as follows:

sup
(y,z)∈(D0)r̄/2×(D0)r̄/2

♣S0(y, z)♣ ≤ C

r̄n

( ˆ

Dy×Dz

♣S0(y, z)♣2dy dz
)1/2

=
C

r̄n

(
J (σ(1), σ(2))

)1/2
,

(3.108)

where C depends on n, λ, ♣Ω♣ and r̄ ∈ (0, r0/4).

Let ρ0 = r0/C4, where C4 is the constant introduced in Proposition 3.2.2. Let
r ∈ (0, ρ0], where ρ0 = ρ0

2 (1 − sin β1). We define the parameter τ = λh̄(r) = ah̄−1λ1,

where h̄ = h̄(r) is defined in (3.50). We define the point w = w(P1) = P1 + τν(P1)

where ν(P1) is the exterior unit normal of ∂ D1 at the point P1.

Set y = z = w, then split the right hand side of (3.106) into the sum of two
integrals I1(w) and I2(w):

S0(w,w) = I1(w) + I2(w),

where

I1(w) =

ˆ

Bρ0 (P1)∩D1

(γ
(1)
1 − γ

(2)
1 )(x)A(x)∇G1(x,w) · ∇G2(x,w) dx,

I2(w) =

ˆ

Ω\(Bρ0 (P1)∩D1)
(σ(1) − σ(2))(x)∇G1(x,w) · ∇G2(x,w) dx.

The integral I2(w) can be estimated by applying Proposition 3.2.1:

♣I2(w)♣ ≤ E ∥∇G1(·, w)∥L2(Ω) ∥∇G2(·, w)∥L2(Ω) ≤ CEρ2−n
0 . (3.109)

Let us estimate I1(w) from below in terms of ∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ1∩Br0/4(P1)). Let

x ∈ Σ1 ∩Br0/4(P1) be such that

(γ
(1)
1 − γ

(2)
1 )(x) = ∥γ(1)

1 − γ
(2)
1 ∥L∞(Σ1∩Br0/4(P1)).

Hence, we can split I1(w) as the sum of the following integrals:

I1(w) =

ˆ

Bρ0 (P1)∩D1

(γ
(1)
1 − γ

(2)
1 )(x)A(x)∇G1(x,w) · ∇G2(x,w) dx

+

ˆ

Bρ0 (P1)∩D1

β1 · (x− x)A(x)∇G1(x,w) · ∇G2(x,w) dx,

(3.110)

which leads to

♣I1(w)♣ ≥
∣∣∣∣∣

ˆ

Bρ0 (P1)∩D1

(γ
(1)
1 − γ

(2)
1 )(x̄)A(x) ∇G1(x,w) · ∇G2(x,w) dx

∣∣∣∣∣

− Ā

ˆ

Bρ0 (P1)∩D1

♣β1 · (x− x̄)♣ ♣∇G1(x,w)♣ ♣∇G2(x,w)♣ dx.

(3.111)

By applying the asymptotic estimate (3.23) at the right-hand side of (3.111), one
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derives

♣I1(w)♣ ≥ (γ
(1)
1 − γ

(2)
1 )(x̄)C

{ˆ

Bρ0 (P1)∩D1

A(x) ∇xΓ(Jx, Jw) · ∇xΓ(Jx, Jw) dx−

−
ˆ

Bρ0 (P1)∩D1

♣x− w♣1−n+θ1 ♣∇xΓ(Jx, Jw)♣ dx−

−
ˆ

Bρ0 (P1)∩D1

♣∇xΓ(Jx, Jw))♣ ♣x− w♣1−n+θ1 dx−

−
ˆ

Bρ0 (P1)∩D1

♣x− w♣2(1−n+θ1) dx
}

−

− CE

ˆ

Bρ0 (P1)∩D1

♣(x− x̄)♣ ♣x− w♣2(1−n) dx,

for J =
√
A−1(P1). Notice that, up to a rigid transformation, it can be assumed

that P1 coincides with the origin 0 of the coordinate system. From equation (3.4), it
follows that

♣I1(w)♣ ≥ ∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ1∩Br0/4)C

ˆ

Bρ0 ∩D1

♣J2(x− w)♣
♣J(x− w)♣n

2

dx

− C E

ˆ

Bρ0 ∩D1

♣J2(x− w)♣
♣J(x− w)♣n ♣x− w♣θ1+1−n dx

− C E

ˆ

Bρ0 ∩D1

♣x− w♣2θ1+2−n dx

− C E

ˆ

Bρ0 ∩D1

♣x− x♣ ♣x− w♣2−2n dx.

(3.112)

By evaluating the integrals of the right-hand side of (3.112) in terms of the parameter
τ , one derives:

∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ∩Br0/4)Cτ

2−n ≤ ♣I1(w)♣ + C E τ2−n+θ1 + Cτ2−n+2θ1 + C E τ3−n.

(3.113)
By (3.108) and (3.109), it follows that

♣I1(w)♣ ≤ ♣S0(w,w)♣ + ♣I2(w)♣ ≤ C ετ−n + C E ρ2−n
0 . (3.114)

By (3.113) and (3.114), it turns out that

∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ∩Br0/4(P1))τ

(2−n) ≤ C ετ2−n+

+C E ρ2−n
0 + C E τ2−n+θ1 + Cτ2−n+2θ1 + C E τ3−n.

(3.115)

If we multiply (3.115) by τn−2 and optimise with respect to τ , we can deduce that

∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ∩Br0/4(P1)) ≤ C(ε+ E)

(
ε

ε+ E

) θ1
θ1+2

, (3.116)

with C > 0 is a constant that depends on the a priori data only. Let us evaluate
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♣ ∂ν(γ
(1)
1 − γ

(2)
1 )(P1)♣. Let the parameters ρ0, r and the point w be defined as above.

For y = z = w, we can write

∂yn ∂zn S0(w,w) = ∂yn ∂zn I1(w) + ∂yn ∂zn I2(w). (3.117)

From (3.109), we derive the following bound

♣ ∂yn ∂zn I2(w)♣ ≤ C E ρ−n
0 , (3.118)

where C depends on the a priori data. For any point x ∈ Bρ0(P1) ∩D1, we can write

(γ
(1)
1 − γ

(2)
1 )(x) = (γ

(1)
1 − γ

(2)
1 )(P1) + (∇T (γ

(1)
1 − γ

(2)
1 )(P1)) · (x− P1)′+

+ (∂ν(γ
(1)
1 − γ

(2)
1 )(P1))(x− P1)n.

It turns out that

♣ ∂yn ∂zn I1(w)♣ ≥
∣∣∣∣∣

ˆ

Bρ0 (P1)∩D1

(∂ν(γ
(1)
1 − γ

(2)
1 )(P1))(x− P1)nA(·)∇∂ynG1(·, w) · ∇∂znG2(·, w)

∣∣∣∣∣

−
ˆ

Bρ0 (P1)∩D1

♣(∇T (γ
(1)
1 − γ

(2)
1 )(P1)) · (x− P1)′♣ ♣A(·)∇∂ynG1(·, w) · ∇∂znG2(·, w)♣

−
ˆ

Bρ0 (P1)∩D1

♣(γ(1)
1 − γ

(2)
1 )(P1)♣ ♣A(·)∇∂ynG1(·, w) · ∇∂znG2(·, w)♣.

Up to a rigid transformation, we can assume that P1 coincides with the origin 0 of
the coordinate system. By (3.23) and (3.116), one derives

♣ ∂yn ∂zn I1(w)♣ ≥ ♣∂ν(γ
(1)
1 − γ

(2)
1 )(0)♣C

ˆ

Bρ0 ∩D1

♣∇x∂ynΓ(Jx, Jw)♣2♣xn♣ dx−

− C E

ˆ

Bρ0 ∩D1

♣∇x∂ynΓ(Jx, Jw)♣ ♣x− w♣θ2−n♣xn♣ dx−

− C E

ˆ

Bρ0 ∩D1

♣x− w♣θ2−2n♣xn♣ dx−

− C (ε+ E)

(
ε

ε+ E

) θ1
θ1+2
ˆ

Bρ0 ∩D1

♣x′♣ ♣∇∂ynG1(x,w)♣ ♣∇∂znG2(x,w)♣ dx−

− C (ε+ E)

(
ε

ε+ E

) θ1
θ1+2
ˆ

Bρ0 ∩D1

♣∇∂ynG1(x,w)♣ ♣∇∂znG2(x,w)♣ dx.

It turns out that

♣ ∂yn ∂zn I1(w)♣ ≥ C ♣∂ν(γ
(1)
1 − γ

(2)
1 )(0)♣ τ1−n − C E τ1−n+θ2−

− C E θ2θ2−2n+1 − C (ε+ E)

(
ε

ε+ E

) θ1
θ1+2

τ−n.
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Hence, we have

♣∂ν(γ
(1)
1 −γ(2)

1 )(0)♣τ1−n ≤ ♣ ∂yn ∂zn I1(w)♣+C
[
(ε+E)

(
ε

ε+ E

) θ1
θ1+2

τ−n+Eτ1−n+θ2

]
.

(3.119)
By Schauder interior estimates (see [2]), we derive

∥∇y∇zS0(y, z)∥L∞(Qτ/2(w)×Qτ/2(w)) ≤ C

τ2
∥S0(y, z)∥L∞(Qτ (w)×Qτ (w)),

hence, by the triangle inequality, we have

♣ ∂yn ∂zn I1(w)♣ ≤ C ετ−n−2 + C E ρ−n
0 . (3.120)

Thus, by combining together (3.119) and (3.120), it turns out that

♣∂ν(γ
(1)
1 −γ(2)

1 )(0)♣τ1−n ≤ C
[
ετ−n−2+Eρ−n

0 +(ε+E)

(
ε

ε+ E

) θ1
θ1+2

τ−n+Eτ1−n+θ2

]
.

(3.121)
If we multiply both sides of (3.121) by τn−1, we derive

♣∂ν(γ
(1)
1 − γ

(2)
1 )(0)♣ ≤ C(ε τ−3 + Eτ θ2).

Finally, optimizing the right-hand side with respect to τ , it turns out that

♣∂ν(γ
(1)
1 − γ

(2)
1 )(0)♣ ≤ C(ε+ E)

(
ε

ε+ E

) θ2
θ2+3

,

so that (3.105) is proved.

Interior estimates

We show that for the case k = 2 one can derive the following estimates:

∥γ(1)
2 − γ

(2)
2 ∥L∞(σ(2)∩Br1 (P2)) ≤C(ε+ E)

(
ω

(3)
1/C

(
ε

ε+ E

))1/C

, (3.122)

∣∣∣∂ν(γ
(1)
2 − γ

(2)
2 )(P2)

∣∣∣ ≤ C(ε+ E)

(
ω

(4)
1/C

(
ε

ε+ E

))1/C

. (3.123)

Proof of (3.122)

For y, z ∈ D0, we have
ˆ

Σ

[
G1(x, y)σ(2)(x)∇G2(x, z) · ν −G2(x, z)σ(1)(x)∇G1(x, y) · ν

]
dS(x) =

= S1(y, z) +

ˆ

W1

(σ(1) − σ(2))(x)∇xG1(x, y) · ∇xG2(x, z) dx.
(3.124)

Let ρ0, r be the same quantities appearing in the boundary estimates. Set w =

w(P2) = P2 + τν(P2). By Schwarz inequality, by (3.124) and trace estimates, it
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follows that for any y, z ∈ (D0)r0/3,

♣S1(y, z)♣ ≤ C(ε0 + δ1), (3.125)

Set y = z = w, we can write

S1(w,w) = I1(w) + I2(w),

where

I1(w) =

ˆ

Bρ0 (P1)∩D2

(γ
(1)
2 − γ

(2)
2 )(x)A(x)∇G1(x,w) · ∇G2(x,w) dx,

I2(w) =

ˆ

U1\(Bρ0 (P1)∩D2)
(σ(1) − σ(2))(x)∇G1(x,w) · ∇G2(x,w) dx.

Using Proposition 3.2.1, we derive the following bound:

♣I2(w)♣ ≤ CEρ2−n
0 . (3.126)

Let us estimate I1(w) from below in terms of ∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P2)). Let

x ∈ Σ2 ∩Br0/4(P2) be the point such that

(γ
(1)
2 − γ

(2)
2 )(x) = ∥γ(1)

2 − γ
(2)
2 ∥L∞(Σ2∩Br0/4(P2)).

Hence, we can split I1(w) as the sum of the following integrals:

I1(w) =

ˆ

Bρ0 (P2)∩D2

(γ
(1)
2 − γ

(2)
2 )(x)A(x)∇G1(x,w) · ∇G2(x,w) dx+

+

ˆ

Bρ0 (P2)∩D2

β2 · (x− x)A(x)∇G1(x,w) · ∇G2(x,w) dx.

By (3.23), one derives

♣I1(w)♣ ≥ (γ
(1)
2 − γ

(2)
2 )(x̄)C

{ˆ

Bρ0 (P2)∩D2

A(x) ∇xΓ(Jx, Jw) · ∇xΓ(Jx, Jw) dx−

−
ˆ

Bρ0 (P2)∩D2

♣x− w♣1−n+θ1 ♣∇xΓ(Jx, Jw)♣ dx−

−
ˆ

Bρ0 (P2)∩D2

♣∇xΓ(Jx, Jw))♣ ♣x− w♣1−n+θ1 dx−

−
ˆ

Bρ0 (P2)∩D2

♣x− w♣2(1−n+θ1) dx
}

−

− CE

ˆ

Bρ0 (P2)∩D2

♣(x− x̄)♣ ♣x− w♣2(1−n) dx,

for J =
√
A−1(P2). Notice that up to a transformation of coordinates, we can assume
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that P2 coincides with the origin 0 of the coordinate system. By (3.4) it follows that

♣I1(w)♣ ≥ ∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ1∩B r0

4
)C

ˆ

Bρ0 ∩D2

♣J2(x− w)♣
♣J(x− w)♣n

2

dx

− C E

ˆ

Bρ0 ∩D2

♣J2(x− w)♣
♣J(x− w)♣n ♣x− w♣θ1+1−n dx

− C E

ˆ

Bρ0 ∩D2

♣x− w♣2θ1+2−n dx

− C E

ˆ

Bρ0 ∩D2

♣x− x♣ ♣x− w♣2−2n dx.

(3.127)

By evaluating the integrals of the right-hand side of (3.127) in terms of the parameter
τ , one derives:

∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4)Cτ

2−n ≤ ♣I1(w)♣ + C E τ2−n+θ1 + Cτ2−n+2θ1 + C E τ3−n.

(3.128)
By the quantitative estimate (3.77) for the singular solution S1 and (3.126), it follows
that

♣I1(w)♣ ≤ ♣S1(w,w)♣ + ♣I2(w)♣ ≤ C h̄
1 (E + ε)

(
ω

(2)
1/C

(
ε

E + ε

))(1/C)h̄

+ C E ρ2−n
0 ,

so that (3.128) reads:

∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P1))τ

(2−n) ≤ C h̄
1 (E + δ1 + ε)

(
ω

(2)
1/C

(
ε+ δ1

E + ε+ δ1

))(1/C)h̄

+

+C E ρ2−n
0 + C E τ2−n+θ1 + CEτ2−n+2θ1 + C E τ3−n.

(3.129)

Since h̄ is a function of r, we can estimate C h̄ and (1/C)h̄ in terms of r. By (3.51), it
turns out that

C h̄ ≤ C2
(
d1

r

)C

and
( 1

C

)h̄
≤
( 1

C

)2
(
r

d1

)C

.

Hence, we obtain

∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P1))τ

(2−n) ≤
( r
d1

)−C
(E + δ1 + ε)

(
ω

(2)
1/C

(
ε+ δ1

E + ε+ δ1

))
(

r
d1

)C

+

+C E ρ2−n
0 + C E τ2−n+θ1 + CEτ2−n+2θ1 + C E τ3−n.

(3.130)

Moreover, notice that τ ≤ λ1 · r
d1

. Hence, if we multiply (3.129) by τn−2 and
optimising with respect to τ , it follows that

∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P1)) ≤ C(E + δ1 + ε)

(
ω

(3)
1/C

(
ε+ δ1

E + ε+ δ1

))(1/C)

, (3.131)

with C > 0 is a constant that depends on the a priori data only. By the properties of
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ω
(3)
1/C , we have

(E + δ1 + ε)

(
ω

(3)
1/C

(
ε+ δ1

E + ε+ δ1

))(1/C)

≤ C (E + ε)
(
ω

(3)
1/C

(
ε

E + ε

))1/C
,

and this will prove (3.122). Indeed, notice that

ω
(3)
1/C

(
ε+ δ1

E + ε+ δ1

)
≤ ω

(3)
1/C




2(ε+ E)ω(0)
(

ε
ε+E

)

E + ε+ δ1


 .

By applying (3.47), (3.48) and (3.105), we have

(E+δ1 + ε)

(
ω

(3)
1/C

(
ε+ δ1

E + ε+ δ1

))
≤

≤
(
ε+ E + (ε+ E)ω(0)

(
ε

ε+ E

))
ω

(3)
1/C




2(ε+ E)ω(0)
(

ε
ε+E

)

E + ε+ ε+ E + (ε+ E)ω(0)
(

ε
ε+E

)


 ≤

≤ 2(ε+ E)ω(3)
(2(ε+ E)ω(0)

(
ε

ε+E

)

2(ε+ E)

)

≤ (E + ε)
(
ω

(3)
1/C

(
ε

E + ε

))

Proof of (3.123)

For y, z ∈ D0, one derives
ˆ

Σ

[
∂yn G1(x, y) σ(2)(x)∇ ∂zn G2(x, z) · ν − ∂zn G2(x, z) σ(1)(x)∇ ∂yn G1(x, y) · ν

]
dS(x) =

= ∂yn∂znS1(y, z) +

ˆ

W1

(σ(1) − σ(2))(x)∂yn∇G1(x, y) · ∂zn∇G2(x, z) dx.

(3.132)

We split the integral solution into two parts:

∂yn∂znS1(w,w) = ∂yn∂znI1(w) + ∂yn∂znI2(w). (3.133)

As in the boundary estimates, we can bound ∂yn∂znI2(w) as follows:

♣∂yn∂znI2(w)♣ ≤ CEρ−n
0 . (3.134)

Now, let us estimate from below the integral I1(w). First, notice that for any x ∈
Bρ0(P2) ∩D2 we can rewrite γ(i)

2 for i = 1, 2 as

γ
(i)
2 (x) = γ

(i)
2 (P2) + ∇Tγ

(i)
2 (P2) · (x− P2)′ + ∂ν(γ

(i)
2 (P2))(x− P2)n.
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Therefore, we obtain

♣∂yn∂znI1(w)♣ ≥
∣∣∣∣∣

ˆ

Bρ0 (P1)∩D2

(∂ν(γ
(1)
2 − γ

(2)
2 )(P2))(x− P2)n A(x) ∂yn∇G1(·, w) · ∂zn∇G2(·, w)

∣∣∣∣∣

−
ˆ

Bρ0 (P2)∩D2

♣(∇T (γ
(1)
2 − γ

(2)
2 )(P2)) · (x− P2)′♣ ♣A(x) ∂yn∇G1(·, w) · ∂zn∇G2(·, w)♣

−
ˆ

Bρ0 (P2)∩D2

♣(γ(1)
2 − γ

(2)
2 )(P2)♣ ♣A(x) ∂yn∇G1(·, w) · ∂zn∇G2(·, w)♣.

Up to a rigid transformation of coordinates, we can assume that P2 coincides with
the origin 0 of the coordinate system. By Proposition 3.2.2, (A.15) and (3.4),

♣∂yn∂znI1(w)♣ ≥ ♣∂ν(γ
(1)
2 − γ

(2)
2 )(0)♣C

ˆ

Bρ0 ∩D2

♣∂yn∇xΓ(Jx, Jw)♣2 ♣xn♣

− CE

ˆ

Bρ0 ∩D2

♣∂yn∇xΓ(Jx, Jw)♣ ♣x− w♣θ2−n♣xn♣

− CE

ˆ

Bρ0 ∩D2

♣x− w♣2θ2−2n♣xn♣

−
ˆ

Bρ0 ∩D2

♣∇T (γ
(1)
2 − γ

(2)
2 )(0)♣ ♣x′♣ ♣A(x) ∂yn∇G1(·, w) · ∂zn∇G2(·, w)♣

−
ˆ

Bρ0 ∩D2

♣(γ(1)
2 − γ

(2)
2 )(0)♣ ♣A(x) ∂yn∇G1(·, w) · ∂zn∇G2(·, w)♣.

(3.135)

Applying (3.122), we obtain

♣∂yn∂znI1(w)♣ ≥ ♣∂ν(γ
(1)
2 − γ

(2)
2 )(0)♣C

ˆ

Bρ0 ∩D2

♣x− w♣1−2n

− CE

ˆ

Bρ0 ∩D2

♣x− w♣θ2+1−2n

− CE

ˆ

Bρ0 ∩D2

♣x− w♣2θ2+1−2n

− C(ε+ E)

(
ω

(3)
1/C

(
ε

ε+ E

))1/C ˆ

Bρ0 ∩D2

♣x− w♣1−2n

− C(ε+ E)

(
ω

(3)
1/C

(
ε

ε+ E

))1/C ˆ

Bρ0 ∩D2

♣x− w♣−2n,

where the constant C > 0 depends on the a priori data and on J . This leads to

∣∣∣∂ν(γ
(1)
2 − γ

(2)
2 )(0)

∣∣∣ τ1−n ≤ ♣I1(w)♣+C
{

(ε+ E)

(
ω

(3)
1/C

(
ε

ε+ E

))1/C

τ−n + E
τ1−n+θ2

ρθ2
0

}
.

(3.136)
Then, by (3.133) and (3.134),

♣∂yn∂znI1(w)♣ ≤ ♣∂yn∂znS1(w,w)♣ + CEρ−n
0 . (3.137)
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Combining (3.136) with (3.137), it follows that

∣∣∣∂ν(γ
(1)
2 − γ

(2)
2 )

∣∣∣ τ1−n ≤ ♣∂yn∂znS1(w,w)♣ + C


Eρ−n

0 +

+ (ε+ E)

(
ω

(3)
1/C

(
ε

ε+ E

))1/C

τ−n + E
τ1−n+θ2

ρθ2
0

}
.

By Proposition 3.2.7, it follows that

♣∂yn∂znS1(w,w)♣ ≤ r−n
0 C h̄(ε+ δ1 + E)

(
ω

(2)
1/C

(
ε+ δ1

E + δ1 + ε

))(1/C)h̄

,

so that

∣∣∣∂ν(γ
(1)
2 − γ

(2)
2 )(0)

∣∣∣ ≤ C h̄(ε+ δ1 + E)

(
ω

(2)
1/C

(
ε+ δ1

E + δ1 + ε

))(1/C)h̄

τn−1+

+ Cτ−1(ε+ E)

(
ω

(3)
1/C

(
ε

ε+ E

))1/C

+ CE
τ θ2

ρθ2
0

.

(3.138)

By the definition of h̄, it turns out that

♣∂ν(γ
(1)
2 − γ

(2)
2 )(0)♣ ≤ C

(
r

d1

)n−1−C

(ε+ δ1 + E)

(
ω

(2)
1/C

(
ε+ δ1

E + δ1 + ε

))
(

r
d1

)C

+

+

(
r

d1

)−1

(ε+ E)

(
ω

(3)
1/C

(
ε

ε+ E

))1/C

+

(
r

d1

)θ2
}
. (3.139)

Then, it turns out that

∣∣∣∂ν(γ
(1)
2 − γ

(2)
2 )(0)

∣∣∣ ≤ C(ε+ E)

(
r

d1

)n−1−C (
ω

(3)
1/C

(
ε

E + ε

))
(

r
d1

)C

+

(
r

d1

)θ2
}
.

Finally, optimizing with respect to r, (3.123) follows.

Conclusion.

For y, z ∈ D0,
ˆ

Σ

[
G2(x, z) σ(1)(x)∇G1(x, y) · ν −G1(x, y)σ(2)(x)∇G2(x, z) · ν

]
dS(x) =

= Sk−1(y, z) +

ˆ

Wk−1

(σ(1) − σ(2))(x)∇G1(x, y) · ∇G2(x, z) dx, (3.140)

and
ˆ

Σ

[
∂zn G2(x, z) σ(1)(x)∇ ∂yn G1(x, y) · ν − ∂yn G1(x, y)σ(2)(x)∇ ∂zn G2(x, z) · ν

]
dS(x)

= ∂yn∂znSk−1(y, z) +

ˆ

Wk−1

(σ(1) − σ(2))(x)∇∂ynG1(x, y) · ∇∂znG2(x, z) dx.

(3.141)
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For (y, z) ∈ Wk × Wk,

♣Sk−1(y, z)♣ ≤ Cr2−n
0 (ε+ δk−1).

Proceeding as above, for k = 3, . . . ,K, one can show that the following inequalities
hold:

∥γ(1)
k − γ

(2)
k ∥L∞(Σk∩Br0/4(Pk)) ≤ C(ε+ E)

(
ω

(2k−1)
1/C

(
ε

ε+ E

))1/C

, (3.142)

∣∣∣∂ν(γ
(1)
k − γ

(2)
k )(Pk)

∣∣∣ ≤ C(ε+ E)

(
ω

(2k)
1/C

(
ε

ε+ E

))1/C

, (3.143)

Notice that
δk ≤ δk−1 + ∥γ(1)

k − γ
(2)
k ∥L∞(Dk),

hence

δk ≤ δk−1 + C(ε+ E)

(
ω

(2k)
1/C

(
ε

ε+ E

))1/C

.

By (3.142) and (3.143) it follows that

δk + ε ≤ C(ε+ E)
(
ω

(2k)
1/C

( ε

ε+ E

))1/C
.

Now, consider k = K, for E = δK , it turns out that

ε+ E ≤ C(ε+ E)

(
ω

(2K)
1/C

(
ε

ε+ E

))1/C

.

If ε < e−2E (otherwise the statement is proven), then it follows that

E ≤ C

(
E

e2
+ E

)(
ω

(2K)
1/C

(
ε

E

))1/C

,

therefore
E ≤ 1

ω
(−(2K))
1/C

(
1
C

)ε,

where ω(−(2K))
1/C denotes the inverse of ω(2K)

1/C . This completes the proof.

□

Proof of Corollary 3.1.2. By (3.14),

S0(y, z) = ⟨(ΛΣ
1 − ΛΣ

2 )G1(·, y)♣∂ Ω, G2(·, z)♣∂ Ω⟩, for y, z ∈ D0. (3.144)

By (3.144), it follows that

♣S0(y, z)♣ ≤ C∥ΛΣ
1 − ΛΣ

2 ∥L(H
1/2
00 (Σ),H

−1/2
00 (Σ))

. (3.145)

Since

J (σ(1), σ(2)) =

ˆ

Dy×Dz

♣S0(y, z)♣2 dy dz,
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by (3.145), it follows that

(
J (σ(1), σ(2))

)1/2
≤ C∥ΛΣ

1 − ΛΣ
2 ∥L(H

1/2
00 (Σ),H

−1/2
00 (Σ))

, (3.146)

with C̃ > 0 depends on the a priori data only. Then the thesis follows by (3.16) and
(3.146).
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In this chapter, we address the problem of determining an inclusion D of a body
Ω for the generalised Schrödinger equation from the knowledge of the Cauchy data
set. Our main result is a log-type stability estimate, which bounds the Hausdorff
distance between the boundaries of two inclusions in terms of the distance between
their corresponding Cauchy data sets (Theorem 4.0.1). This result is in line with
the instability results of Mandache [97] and Di Cristo and Rondi [53]. This is one
of the first results proved in the case of anisotropy in the leading order term of the
equation.

This chapter is structured into five sections. First, we introduce the a priori
assumptions, the formal definition of the local Cauchy data set and the main result,
Theorem 4.0.1. In Section 4.1, we introduce relevant geometric observations. Section
4.2 is dedicated to the construction of the Green function for a mixed boundary
value problem defined on an augmented domain with complex Robin data on a
portion of its boundary and homogeneous Dirichlet data on the remaining part. This
fictitious construction ensures the well-posedness of the direct problem, which will
be explained in Lemma 4.2.1.

85
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In Section 4.3, we derive upper and lower bounds for the singular solution,
provided in Propositions 4.3.1 and 4.3.4.

In Section 4.4, we prove the log-type stability estimate, Theorem 4.0.1.

Finally, in Section 4.5, we provide a stability estimate based on an ad hoc misfit
functional. This provides an alternative perspective on the stability of the problem.

We begin by setting out the initial assumptions for the domain, the coefficients,
and the boundary conditions.

Assumptions about the domain

Let Ω ⊂ R
n, n ≥ 3, be a bounded domain with ∂ Ω of the Lipschitz class with

constants r0 and L. For a real number N > 0, we assume that the Lebesgue measure
of Ω is bounded by N · rn

0 .

Let D ⊂ Ω be an open set. We say that D is an inclusion of Ω if the following
conditions hold:

D ⋐ Ω and dist(D, ∂ Ω) ≥ δ0 > 0, (4.1)

∂ D is of class C2 with constants r0, L, (4.2)

Ω \D is connected. (4.3)

Assumptions about the coefficients

Consider the generalised Schrödinger equation

div(σ ∇u) + q u = 0 in Ω. (4.4)

The coefficient σ ∈ L∞(Ω, Symn) is a real n× n symmetric matrix function with the
following structure:

σ(x) := (ab(x) + (aD(x) − ab(x))χD(x))A(x). (4.5)

Here, ab and aD are scalar functions in C0,1(Ω). Additionally, there exist constants
γ̄ > 1 and η0 > 0 such that

γ̄−1 ≤ ab(x), aD(x) ≤ γ̄, for x ∈ Ω, (4.6)

(aD(x) − ab(x))2 ≥ η2
0 > 0, for x ∈ Ω. (4.7)

The real n × n matrix-valued function A(x) is a symmetric Lipschitz continuous
function satisfying ∥A∥C0,1(Ω) ≤ Ā for some Ā > 0. The matrix-valued function σ

also satisfies the uniform ellipticity condition, i.e., there exists a constant λ̄ > 1 such
that

λ̄−1♣ξ♣2 ≤ σ(x)ξ · ξ ≤ λ̄♣ξ♣2, for a.e. x ∈ Ω, for every ξ ∈ R
n. (4.8)

The scalar function q is defined by the formula

q(x) := qb(x) + (qD(x) − qb(x))χD(x), (4.9)
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where qb and qD are functions in L∞(Ω). Furthermore, there exists a constant q̄ > 0

such that ∥q∥L∞(Ω) ≤ q̄.

The set ¶n,N, r0, L, Ā, γ̄, λ̄, δ0, q̄♢ is called the a-priori data.

The local Cauchy data

To formally define the local Cauchy data set on the boundary Σ, we first introduce
the definition of Cauchy data. Cauchy data refers to a set of boundary conditions
associated with an inclusion, namely a collection of pairs ¶u♣∂ Ω, σ∇u · ν♣∂ Ω♢.

Let D ⊂ Ω be an inclusion. First, we give the general definition of Cauchy data.

Definition 4.0.1. The Cauchy data on Σ associated with the inclusion D whose first
component vanishes on ∂ Ω \ Σ is defined as the set

CΣ
D(Ω) =

{
(f, g) ∈ H

1/2
00 (Σ) ×H−1/2(∂ Ω) : ∃ u ∈ H1(Ω) weak solution of

div(σ∇u) + qu = 0 in Ω,

u♣∂ Ω = f, σ∇u · ν♣∂ Ω = g
}
.

(4.10)

For a characterisation of the trace spaces H1/2
00 (Σ) and H−1/2(∂ Ω), see the Ap-

pendix.

We will now introduce some trace spaces that will be useful in defining local
Cauchy data. Consider the trace space of functions with compact support in ∂ Ω \ Σ:

H
−1/2
00 (∂ Ω \ Σ) :=

{
ψ ∈ H−1/2(∂ Ω) : ⟨ψ,φ⟩ = 0, ∀ φ ∈ H

1/2
00 (Σ)

}
,

where ⟨·, ·⟩ represents the dual pairing between the complex-valued trace spaces
H−1/2(∂ Ω) and H1/2(∂ Ω) based on the L2(∂ Ω) inner product

⟨ψ,φ⟩ =

ˆ

∂ Ω
ψφ.

We define H1/2(∂ Ω)♣Σ and H−1/2(∂ Ω)♣Σ as the restrictions to Σ of the trace spaces
H1/2(∂ Ω) and H−1/2(∂ Ω), respectively. These trace spaces can be defined equiva-
lently as quotient spaces. Indeed, consider the equivalence relation:

φ1 ∼ φ2 ⇐⇒ φ1 − φ2 ∈ H
1/2
00 (∂ Ω \ Σ).

Then
H1/2(∂ Ω)♣Σ = H1/2(∂ Ω)/ ∼ = H1/2(∂ Ω)/H

1/2
00 (∂ Ω \ Σ).

and, similarly,
H−1/2(∂ Ω)♣Σ = H−1/2(∂ Ω)/H

−1/2
00 (∂ Ω \ Σ).

Definition 4.0.2. The local Cauchy data on Σ associated with the inclusion D, with
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the first component vanishing at ∂ Ω \ Σ, is defined as

CΣ
D(Σ) =

{
(f, g) ∈ H

1/2
00 (Σ) ×H−1/2(∂ Ω)♣Σ : ∃ u ∈ H1(Ω) weak solution of

div(σ ∇u) + q u = 0 in Ω,

u♣∂ Ω = f,

⟨σ∇u · ν♣∂ Ω, φ⟩ = ⟨g, φ⟩ for all φ ∈ H
1/2
00 (Σ)

}
.

It is important to note that CΣ
D(Σ) is a subspace of the product space

H := H
1/2
00 (Σ) ×H−1/2(∂ Ω)♣Σ, (4.11)

which is a Hilbert space with norm

∥(f, g)∥H =
(
∥f∥2

H
1/2
00 (Σ)

+ ∥g∥2
H−1/2(∂ Ω)♣Σ

)1/2
for each (f, g) ∈ H. (4.12)

We denote by Ci the local Cauchy data associated with the inclusion Di, for i = 1, 2.
To compare two local Cauchy data, we use the definition of the distance between
closed subspaces of a Hilbert space. Given F and G, two subspaces of a Hilbert space,
the distance or aperture between them is given by the following formula:

d(F ,G) = max
{

sup
h∈G,h ̸=0

inf
k∈F

∥h− k∥
∥h∥ , sup

k∈F ,k ̸=0
inf
h∈G

∥h− k∥
∥k∥

}
. (4.13)

For more properties and applications, see Kato’s book [80]. To simplify the calculation
of the aperture, in [81, Corollary 2.13] we can find the following property: if
d(F ,G) < 1, then the two quantities in (4.13) coincide. In our context, the distance
between two local Cauchy data C1 and C2 is considered smaller than 1, then we can
assume that it has the form

d(C1, C2) = sup
(f2,g2)∈C2\¶(0,0)♢

inf
(f1,g1)∈C1

∥(f1, g1) − (f2, g2)∥H
∥(f2, g2)∥H

. (4.14)

Now we will state the main theorem of this chapter.

Theorem 4.0.1. Let Ω ⊂ R
n, Σ and D1, D2 be a bounded domain, a non-empty

portion of ∂ Ω and two inclusions of Ω satisfying the a-priori assumptions. Let σ1, σ2

be the anisotropic coefficients of the form (4.5) and let q1, q2 be the coefficients of the
zero-order term of the form (4.9). Let C1, C2 be the local Cauchy data corresponding
to the inclusions D1, D2, respectively. If d(C1, C2) is less than a given positive constant
ε ∈ (0, 1), then

dH(∂ D1, ∂ D2) ≤ Cω(ε), (4.15)

where C is a positive constant that depends only on the a-priori data, and where
ω : [0,+∞) → [0,+∞) is a non-decreasing, positive function such that

ω(t) ≤ ♣ ln t♣−η for t ∈ (0, 1), and ω(t) → 0 as t → 0+, (4.16)

where η is a positive constant.
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4.1 Geometrical lemmas

We begin with some geometrical remarks. The proof of Theorem 4.0.1 relies on a
propagation of smallness argument, based on the three sphere inequality applied
along a chain of spheres contained in a connected domain. A potential problem arises
when the point at which the Hausdorff distance is reached is contained in the portion
of the boundary of the two inclusions that cannot be reached from the portion Σ

without crossing those boundaries. Let us be more precise.
We denote by G the connected component of Ω \ (D1 ∪D2). We set

ΩD := Ω \ G.

The obstruction highlighted above reads as follows: the value dH(∂ D1, ∂ D2) could
be reached at a point that does not belong to G and is therefore inaccessible from the
outside. To deal with this problem, Alessandrini and Di Cristo [21] have introduced
a quantity called the modified distance.

Definition 4.1.1. The modified distance between two subsets D1 and D2 of Rn is
defined as

dµ(D1, D2) = max
{

max
x∈∂ D1∩∂ ΩD

dist(x,D2), max
x∈∂ D2∩∂ ΩD

dist(x,D1)
}
. (4.17)

In general, the modified distance is not a true metric, and it does not bound from
above the Hausdorff distance. However, Alessandrini and Di Cristo provide a lemma
that guarantees that under our a-priori information dµ dominates dH.

Lemma 4.1.1 (Alessandrini and Di Cristo 2005). Let Ω, D1, D2 be, respectively, a
bounded domain and two inclusions satisfying the a-priori assumptions. There is a
positive constant c0, which depends only on the a-priori data, such that

dH(∂ D1, ∂ D2) ≤ c0 dµ(D1, D2). (4.18)

Proof. For a proof, we refer to [21, Proposition 3.3].

On the other hand, it is easy to prove that dµ(D1, D2) ≤ dH(∂ D1, ∂ D2) (see
[11]), so that these two quantities are comparable.

Now, let us assume that there is a point on ∂ D1 ∩ ∂ ΩD that realises the modified
distance. In order to apply the quantitative estimates for unique continuation, based
on an iterated application of the three-sphere inequality, we need to control the radii
of the spheres involved. To avoid the cases where points of ∂ΩD are not reachable
by such a chain of balls, we find convenient to apply the ideas first presented in the
paper by Alessandrini and Sincich [20] in the context of crack detection, and then
applied by Alessandrini, Di Cristo, Morassi and Rosset [11] in the elasticity case.
Before presenting the procedure, we introduce some notation.

Let O denote the origin in R
n, ν be a unit vector, h a positive constant and

θ ∈ (
0, π

2

)
. The closed truncated cone with vertex at O, axis along the direction ν,

height h and aperture 2θ is denoted by C(O, ν, h, θ) and is given by

C(O, ν, h, θ) = ¶x ∈ R
n : ♣x− (x · ν)ν♣ ≤ ♣x♣ sin θ, 0 ≤ x · ν ≤ h♢ . (4.19)
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Given d,R such that 0 < R < d and en = (0, . . . , 0, 1) the n-th vector of the standard
basis on R

n, consider the closed truncated cone

C

(
O,−en,

d2 −R2

d
, arcsin

R

d


, (4.20)

whose oblique sides are tangent to the sphere ∂BR(O).

Let P ∈ ∂D1 ∩ ∂ΩD and let ν be the exterior unit normal to ∂D1 at P . For a
suitable d > 0, let [P + d ν, P ] be the segment contained in R

n \ ΩD for some d > 0.
For P0 ∈ R

n \ Ω, let γ : [0, 1] → R
n \ ΩD be the path such that γ(0) = P0 and

γ(1) = P + d ν. We define the tubular neighbourhood of γ attached to the truncated
cone (4.20) with vertex at P and axis along ν as

V (γ) =



⋃

S∈γ

BR(S)


 ∪ C

(
P, ν,

d2 −R2

d
, arcsin

R

d


. (4.21)

Note that the tubular neighbourhood V (γ) depends on the parameters d andR, which
will be specified later, as well as on the curve γ. The following lemma guarantees the
application of the three-sphere inequality along the tubular neighbourhood contained
in R

n \ ΩD. As in [11], we would like to remark that we will use a reference frame
where P = O and ν(P ) = ν(O) = ν = −en. The following geometrical Lemma
corresponds to [50, Lemma 2.7]

Lemma 4.1.2 (Alessandrini-Di Cristo-Morassi-Rosset, 2014). There exist positive
constants d̄ and c̃1 depending on L and r0, and there exists a point P ∈ ∂D1 satisfying

c̃1dµ ≤ dist(P,D2), (4.22)

and such that, for any P̄ ∈ Br0/16(P0), where Br0/16(P0) ⋐ R
n \ ΩD, there exists a

path γ ⊂ R
n \ ΩD joining P̄ to P + d̄ ν where ν is the exterior unit normal to ∂ D1 at

P such that, if we are in a coordinate system where P ≡ O and ν = −en, it holds that

V (γ) ⊂ R
n \ ΩD,

where V (γ) is the tubular neighbourhood introduced in (4.21) with parameters R =
d̄√

1+L2
0

and L0 > 0, which depends only on L.

The proof of Lemma 4.1.2 can be found in [50, Lemma 2.7] and relies on the
applications of two related results. The first result, stated as Lemma 5.5 in [19],
establishes the connectedness of a set obtained by shrinking a bounded domain
U ⊂ R

n with the Lipschitz boundary. The second result, stated as Theorem 3.6 in
[9], establishes the existence of positive constants d0, ρ0, L0, with L0 ≤ L, with d0

r0
, ρ0

r0

only depending on L and L0 only depending on L, such that if

dH(∂ D1, ∂ D2) ≤ d0,

then ∂ ΩD is Lipschitz with constants r0 and L0.
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4.2 Singular solutions

In this section, we address the construction of the Green function associated with
equation (4.4) under mixed boundary conditions and we define the notion of a
singular solution. It is important to note that without specifying any spectral condition
or imposing additional assumptions, equation (4.4) with homogeneous boundary
conditions does not have a unique solution. As a result, the Green functions associated
with this boundary value problem, which are essential for defining singular solutions,
are not defined. To overcome this issue, we introduce suitable mixed boundary
conditions, building on the ideas presented in [17].

Fix a point PΣ ∈ Σ. Up to a rigid transformation, we can assume that PΣ coincides
with the origin. Let D0 denote the bounded domain

D0 =
{
x ∈ (Rn \ Ω) ∩Br0 : ♣xi♣ < r0, i = 1, . . . , n− 1, −r0 < xn < 0

}

such that ∂ D0 ∩ ∂ Ω ⋐ Σ. We define Ω0 as the augmented domain given by

Ω0 := IntRn(Ω ∪D0).

It can be shown that the boundary ∂ Ω0 is of Lipschitz class with constants r0 and L̃,
where L̃ depends only on L. Let Σ0 ⊂ ∂ D0 be the non-empty flat portion of the form

Σ0 =
{
x ∈ Ω0 : ♣xi♣ ≤ r0, i = 1, . . . , n− 1, xn = −r0

}

that is contained in ∂ Ω0 \ ∂ Ω.

We consider two inclusions contained in the domain Ω, denoted by D1 and D2,
which satisfy the given assumptions. The coefficients σ1 and σ2, q1 and q2 associated
with D1 and D2 are extended to the augmented domain Ω0 by setting their value
equal to the identity matrix and the identity function on D0, respectively. We use the
same symbols to denote the extended coefficients.

In the following lemma, we provide the existence of the Green function associated
with a Cauchy problem with mixed boundary data.

Lemma 4.2.1. For any σ ∈ L∞(Ω0, Symn) that satisfies the uniform ellipticity condi-
tion and any q ∈ L∞(Ω0), there exists a unique distributional solution G(·, y) of the
boundary value problem





div(σ ∇G(·, y)) + q G(·, y) = −δ(· − y) in Ω0,

G(·, y) = 0 on ∂ Ω0 \ Σ0,

σ ∇G(·, y) · ν + i G(·, y) = 0 on Σ0.

(4.23)

Here, δ(· − y) is the Dirac distribution centred at y and ν is the exterior unit normal at
Σ0. Moreover, for any x, y ∈ Ω0 with x ̸= y,

G(x, y) = G(y, x), (4.24)
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and there exists a positive constant C depending on the a-priori data such that

0 < ♣G(x, y)♣ ≤ C♣x− y♣2−n. (4.25)

Proof. Our proof is based on the reasoning introduced in [17, Proposition 3.1]. We
find it more convenient to divide the proof into three steps: in the first step, we prove
the well-posedness of the problem (4.23); in the second step, we construct the Green
function; and in the final step, we prove the symmetry of the Green function.

First step (Well-posedness). We consider the mixed boundary value problem for
f ∈ L2(Ω0) given by





div(σ∇v) + q v = f in Ω0,

v = 0 on ∂ Ω0 \ Σ0,

σ ∇v · ν + i v = 0 on Σ0.

(4.26)

Our goal is to prove the existence and uniqueness for (4.26). We consider the adjoint
mixed boundary value problem





div(σ∇w) + q w = f in Ω0,

w = 0 on ∂ Ω0 \ Σ0,

σ ∇w · ν − i w = 0 on Σ0.

(4.27)

By applying the Fredholm alternative, it can be concluded that there exists a solution
of (4.26) if and only if uniqueness holds for (4.27), and vice versa (see Evans [56,
Theorem 4, §6.2]). Therefore, we find it convenient to prove uniqueness for both
boundary value problems. Consider the homogeneous problems





div(σ∇u) + q u = 0 in Ω0,

u = 0 on ∂ Ω0 \ Σ0,

σ ∇u · ν ± i u = 0 on Σ0.

(4.28)

By the weak formulation of (4.28), using u as test function, it follows that
ˆ

Ω0

σ(x)∇u(x) · ∇u(x) dx−
ˆ

Ω0

q(x)♣u(x)♣2 dx± i

ˆ

Σ0

♣u(x)♣2 dx = 0. (4.29)

From (4.29), we can conclude that u = 0 on Σ0, therefore ∂ν u = 0 on Σ0. From the
uniqueness of the Cauchy problem, it follows that that u ≡ 0 in Ω0. Therefore, there
exists a unique solution of (4.26). The next step is to prove stability. Let v ∈ H1(Ω0)

be the weak solution of (4.26). By the weak formulation of (4.26), the following
identities hold:

ˆ

Σ0

♣v♣2 = −ℑ
( ˆ

Ω0

fv
)
, (4.30)

ˆ

Ω0

σ(x) ∇v(x) · ∇v(x) dx = −ℜ
( ˆ

Ω0

f v
)

+

ˆ

Ω0

q(x)♣v(x)♣2 dx. (4.31)
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Define the following quantities:

ε2 =

ˆ

Σ0

♣v♣2 + i

ˆ

Σ0

σ(x) ∇v(x) · ν(x) v(x) dx,

and

η = ∥f∥L2(Ω0), δ = ∥v∥L2(Ω0), E = ∥∇v∥L2(Ω0).

From the Schwarz inequality and (4.30), it follows that
ˆ

Σ0

♣v♣2 ≤ η δ,

and combined with the impedance condition, we derive

ε2 ≤ 2η δ. (4.32)

From (4.31) and the uniform ellipticity condition, we derive

E2 ≤ η δ + ∥q∥2
L∞(Ω0)δ

2. (4.33)

Now, we prove that there exists a positive constant, denoted by C, which depends on
the a-priori data, such that the following inequality holds:

E2 ≤ Cη2. (4.34)

We can divide the proof of this claim into two cases:

• If δ2 ≤ η2, then from (4.33) we can see that E2 ≤ (1 + ∥q∥2
L∞(Ω0)) η

2, which
implies the claim.

• If δ2 ≥ η2, we can rely on a quantitative estimate of unique continuation
provided by Carstea and Wang [47, Theorem 5.3], which gives us the following
inequality:

δ2 ≤
(
E2 + ε2 + η2

)
ω
( ε2 + η2

E2 + ε2 + η2

)
.

Here, ω(t) is a non-decreasing function satisfying ω(t) ≤ C♣ ln t♣−µ for t ∈ (0, 1),
limt→0+ ω(t) = 0, and C and µ ∈ (0, 1) are positive constants. By using (4.32)
and (4.33), we can obtain the following inequalities:

δ2 ≤
(
ηδ + ∥q∥L∞(Ω0)δ

2 + 2ηδ + η2
)
ω
( ε2 + η2

E2 + ε2 + η2

)

≤
(
4δ2 + ∥q∥L∞(Ω0)δ

2
)
ω
( ε2 + η2

E2 + ε2 + η2

)
.

By multiplying both sides by δ2, we obtain the inequality

1 ≤ (4 + ∥q∥L∞(Ω0)) ω
( ε2 + η2

E2 + ε2 + η2

)
,
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and inverting with respect to ω leads to

ω−1
( 1

4 + ∥q∥L∞(Ω0)

)
≤ ε2 + η2

E2 + ε2 + η2
,

which implies

ω−1
( 1

4 + ∥q∥L∞(Ω0)

)
(E2 + ε2 + η2) ≤ ε2 + η2.

Setting C = ω−1
(

1
4+∥q∥L∞(Ω0)

)
, we have

CE2 ≤ C(E2 + ε2 + η2) ≤ ε2 + η2 ≤ 2ηδ + η2 ≤ 3η2,

which proves the claim.

To summarise, by using (4.32) and (4.34), we can conclude that

∥v∥H1(Ω0) ≤ C∥f∥L2(Ω0).

Second step (Construction of the Green function). Consider y ∈ Ω0. We define
G̃(·, y) as a Green function solution for the boundary value problem





div(σ∇G̃(·, y)) = −δ(· − y) in Ω0,

G̃(·, y) = 0 on ∂ Ω0 \ Σ0,

σ ∇G̃(·, y) · ν + i G̃(·, y) = 0 on Σ0.

(4.35)

We note that G̃(·, y) satisfies the symmetry property G̃(x, y) = G̃(y, x) and the
boundedness property ♣G̃(x, y)♣ ≤ C♣x− y♣2−n for any x ̸= y, x, y ∈ Ω0, as shown in
[95].

We then define the distribution R0(x, y) as R0(x, y) = G̃(x, y). For j = 1, . . . , J ,

with J =


n− 1

2

⌋
, we define

Rj(x, y) =

ˆ

Ω0

q(z)G̃(x, z)Rj−1(z, y) dz.

The distribution Rj(·, y) is a weak solution of the boundary value problem





div(σ ∇Rj(·, y)) = −q Rj−1(·, y) in Ω0,

Rj(·, y) = 0 on ∂ Ω0 \ Σ0,

σ ∇Rj(·, y) · ν + i Rj(·, y) = 0 on Σ0,

and it satisfies the estimate ♣Rj(x, y)♣ ≤ C ♣x − y♣2j+2−n for every j = 0, . . . , J − 1

(see [99, Chapter 2]).

When j = J , the estimate for ♣RJ(x, y)♣ depends on the parity of n: for n even,
♣RJ(x, y)♣ ≤ C (♣ ln ♣x − y♣♣ + 1), for n odd, ♣RJ(x, y)♣ ≤ C. In both cases, C is a
positive constant that depends only on the a-priori data. Furthermore, in either case,
∥RJ(·, y)∥Lp(Ω0) ≤ C, for 1 ≤ p < ∞.
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Finally, we define RJ+1(·, y) as the weak solution of the boundary value problem





div(σ ∇RJ+1(·, y)) + q RJ+1(·, y) = −q RJ(·, y) in Ω0,

RJ+1(·, y) = 0 on ∂ Ω0 \ Σ0,

σ ∇RJ+1(·, y) · ν + i RJ+1(·, y) = 0 on Σ0.

It can be shown that ∥RJ+1(·, y)∥H1(Ω0) ≤ C for some positive constant C, and
♣RJ+1(x, y)♣ ≤ C for x ̸= y, x, y ∈ Ω0, based on interior regularity estimates.

Finally, we define the Green function G(x, y) as the sum of the modified Green
function G̃(x, y) and the sum of the terms Rj(x, y) from j = 1, . . . , J + 1:

G(x, y) = G̃(x, y) +
J+1∑

j=1

Rj(x, y). (4.36)

It can be easily verified that for y ∈ Ω0, G(·, y) is a distributional solution of the
boundary value problem (4.23), thus confirming that G is the desired Green function.

Third step (Symmetry of the Green function). Let f, g ∈ C∞
c (Ω0) and define

the functions

u(x) :=

ˆ

Ω0

G(x, y)f(y) dy, v(x) :=

ˆ

Ω0

G(x, y)g(y) dy. (4.37)

Then u, v ∈ H1
0 (Ω0) and they satisfy the following equations:

div(σ∇u) + q u = f in Ω0,

div(σ∇v) + q v = g in Ω0.
(4.38)

Here, G(·, y) is the Green function solution of (4.23). By the Green’s identity, it
follows that

ˆ

Ω0

u(x) g(x) dx =

ˆ

Ω0

f(x) v(x) dx.

Hence,

ˆ

Ω0


ˆ

Ω0

G(x, y)f(y) dy

]
g(x) dx =

ˆ

Ω0


ˆ

Ω0

G(y, x)g(x) dx

]
f(y) dy, (4.39)

Now, by applying Fubini’s theorem, we can interchange the order of integration of f
and g, and we conclude that G(x, y) = G(y, x) for any x, y ∈ Ω0.

Consider two Green functions G1 and G2 associated with the inclusions D1 and
D2, respectively. Let Gk(·, y) be the solution of the boundary value problem (4.23)
with k = 1 or 2. By multiplying the equation in (4.23) by Gj(·, y) for j ̸= k and
integrating by parts on Ω, for y, z ∈ D0, we obtain the following identity:
ˆ

Σ

[
σ1(x)∇G1(x, y) · ν(x)G2(x, z) − σ2(x)∇G2(x, z) · ν(x)G1(x, y)

]
dS(x)

=

ˆ

Ω
(σ1(x) − σ2(x))∇G1(x, y) · ∇G2(x, z) dx+

ˆ

Ω
(q2(x) − q1(x))G1(x, y)G2(x, z) dx.

(4.40)
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For y, z ∈ G, define

S1(y, z) :=

ˆ

D1

(aD1(x) − ab(x))A(x)∇G1(x, y) · ∇G2(x, z) dx

−
ˆ

D1

(qD1(x) − qb(x))G1(x, y)G2(x, z) dx,

S2(y, z) :=

ˆ

D2

(aD2(x) − ab(x))A(x)∇G1(x, y) · ∇G2(x, z) dx

−
ˆ

D2

(qD2(x) − qb(x))G1(x, y)G2(x, z) dx,

and
f(y, z) := S1(y, z) − S2(y, z). (4.41)

For y, z ∈ Ω0 \ Ω, by (4.40) and (4.41), it turns out that

f(y, z) =

ˆ

Σ
ab(x)

[
A(x)∇G1(x, y)·ν(x)G2(x, z)−A(x)∇G2(x, z)·ν(x)G1(x, y)

]
dS(x).

Moreover, for y, z ∈ Ω0 \ ΩD, f(y, ·), f(·, z) ∈ H1
loc(Ω0 \ ΩD) and are weak solutions,

respectively, to

divz(ab A(·)∇zf(y, ·)) + qb f(y, ·) = 0 in Ω0 \ ΩD,

divy(ab A(·)∇yf(·, z)) + qb f(·, z) = 0 in Ω0 \ ΩD.

4.3 Upper and lower bounds of the Singular solutions

In this Section, we prove an upper bound (Proposition 4.3.1) and a lower bound
(Proposition 4.3.4) of the singular solution f in terms of the local Cauchy data
d(C1, C2) and the geometrical quantities related with the problem.

Upper bound

In the following Proposition, we provide a quantitative estimate of propagation of
smallness for the singular integral f . We begin by considering the upper bound of
f in D0 in terms of the local Cauchy data, and then proceed to propagate the error
estimate along a curve within the connected domain G up to a point close to the
boundary ∂ ΩD. This allows us to give an estimate of the blowing up behaviour of
the function at that location.

Proposition 4.3.1. Let D1 and D2 be two inclusions of Ω satisfying the a-priori
assumptions. Let C1, C2 be the local Cauchy data associated with the inclusions D1, D2,
respectively. Under the notation of Lemma 4.1.2, define

yh := P + h ν(P ),
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where

0 < h ≤ h1 := d̄

(
1 − sin θ0

4

)
and θ0 = arctan

( 1

L0

)
, (4.42)

and ν(P ) is the exterior unit normal of ∂ D1 at P . For ε ∈ (0, 1), if d(C1, C2) < ε, it
follows that

♣f(yh, yh)♣ ≤ c1
εB hF

hA
, (4.43)

where A,B, F, c1 > 0 are constants that depend on the a-priori data only.

In the first step of the proof of Proposition 4.3.1, we make use of Alessandrini’s
type of identity, which we derive in the following Lemma.

Lemma 4.3.2. Let uj ∈ H1(Ω) with j = 1, 2 be weak solutions to the Dirichlet problem





div(σj∇uj) + qj uj = 0 in Ω,

uj ♣∂ Ω ∈ H
1/2
00 (Σ).

(4.44)

The following inequality holds:
ˆ

Ω
(σ2 − σ1)∇u1 · ∇u2 +

ˆ

Ω
(q1 − q2) u1 u2

≤ d(C1, C2) ∥(u1, σ1∇u1 · ν)∥H ∥(u2, σ2∇u2 · ν)∥H,
(4.45)

where H is the trace space defined in (4.11).

Proof. By the weak formulation of (4.44), it follows that:

ˆ

Ω
(σ2 −σ1)∇u1 ·∇u2 +

ˆ

Ω
(q1 −q2)u1u2 = ⟨σ2∇ū2 ·ν♣∂ Ω, u1⟩−⟨σ1∇u1 ·ν♣∂ Ω, u2⟩,

(4.46)

where ⟨·, ·⟩ denotes the pairing between H
1/2
00 (Σ) and H1/2(∂ Ω)♣Σ based on the

L2(∂ Ω) inner product.

Let vj for j = 1, 2 with vj ∈ H1(Ω) be weak solutions to div(σj∇ vj) + qj vj = 0

in Ω.

The following identity holds:

⟨σj∇vj · ν♣∂ Ω, uj⟩ − ⟨σj∇uj · ν♣∂ Ω, vj⟩ = 0, for j = 1, 2. (4.47)

By adding (4.46) to (4.47) in the case j = 2, the following identity holds:

ˆ

Ω
(σ2 − σ1)∇u1 · ∇u2 +

ˆ

Ω
(q1 − q2)u1u2

= ⟨σ2∇u2 · ν♣∂ Ω, (u1 − v2)⟩ − ⟨σ1∇u1 · ν♣∂ Ω − σ2∇v2 · ν♣∂ Ω, u2⟩. (4.48)
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By using (4.48) and the Schwarz inequality, we obtain

∣∣∣
ˆ

Ω
(σ2 − σ1)∇u1 · ∇u2 +

ˆ

Ω
(q1 − q2) u1 u2

∣∣∣

≤ ∥σ2∇u2 · ν∥H−1/2(∂ Ω)♣Σ · ∥u1 − v2∥
H

1/2
00 (Σ)

+ ∥σ1∇u1 · ν − σ2∇v2 · ν∥H−1/2(∂ Ω)♣Σ · ∥u2∥
H

1/2
00 (Σ)

.

By simple calculations, we obtain

∣∣∣
ˆ

Ω
(σ2 − σ1)∇u1 · ∇u2 +

ˆ

Ω
(q1 − q2) u1 u2

∣∣∣

≤
(
∥u2∥

H
1/2
00 (Σ)

+ ∥σ2∇u2 · ν∥H−1/2(∂ Ω)♣Σ

)
·

·
(
∥u1 − v2∥2

H
1/2
00 (Σ)

+ ∥σ1∇u1 · ν − σ2∇v2 · ν∥2
H−1/2(∂ Ω)♣Σ

)1/2

= ∥(u1 − v2, σ1∇u1 · ν − σ2∇v2 · ν)∥H · ∥(u2, σ2∇u2 · ν)∥H.

Hence,

∣∣∣
ˆ

Ω
(σ2 − σ1)∇u1 · ∇u2 +

ˆ

Ω
(q1 − q2) u1 u2

∣∣∣

≤
(
∥u1 − v2∥2

H
1/2
00 (Σ)

+ ∥σ1∇u1 · ν − σ2∇v2 · ν∥2
H−1/2(∂ Ω)♣Σ

)1/2
∥(u2, σ2∇u2 · ν)∥H.

(4.49)

By multiplying and dividing the right-hand side of (4.49) by ∥(u1, σ1∇u1 · ν)∥H and
taking the infimum over the pairs (v2, σ2∇v2 · ν) ∈ C2 and the supremum over the
pairs (u1, σ1∇u1 · ν) ∈ C1\¶(0, 0)♢, we obtain the desired inequality.

We will now introduce the asymptotic estimates for the gradient of the Green
function, denoted as G, which will play a crucial role in proving Theorem 4.0.1. To
begin, we state the following upper bound for the gradient of the Green function.

Proposition 4.3.3. Let Ω and D be a bounded domain and an inclusion, respectively,
satisfying the a priori assumptions. There exists a positive constant C1 that depends only
on the a-priori data such that the gradient of the Green function satisfies the following
inequality:

♣∇xG(x, y)♣ ≤ C1♣x− y♣1−n for every x, y ∈ R
n. (4.50)

Proof of Proposition 4.3.3. For a proof of (4.50), we refer to [21, Proposition 3.4].

Proof of Proposition 4.3.1. The proof of this result is based on the arguments used
in [21, Proposition 3.3] and [11, Theorem 6.4]. To begin, we establish an upper
bound for f in the fictitious domain D0 in terms of the local Cauchy data by means of
(4.45). We then propagate this estimate within the domain G near the point where
the Hausdorff distance is attained. This process is carried out first for the second
argument of f and then for the first argument of f .
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Let ȳ ∈ D0 be such that dist(ȳ, ∂ Ω) ≥ c̃ r0, where 0 < c̃ < 1 is a suitable constant.
It turns out that f(ȳ, ·) is a weak solution of

divw (ab(w̄)A(w̄) ∇wf(ȳ, w̄)) + qb(w̄) f(ȳ, w̄) = 0 for w̄ ∈ R
n \ ΩD (4.51)

Let w̄ ∈ D0 be such that dist(w̄, ∂ Ω) ≥ c̃ r0, for 0 < c̃ < 1. By equation (4.41), we
have that

f(ȳ, w̄) =

ˆ

Ω
(σ1 − σ2)∇G1(·, ȳ) · ∇G2(·, w̄) +

ˆ

Ω
(q2 − q1)G1(·, ȳ)G2(·, w̄).

We can apply (4.45) with u1(x) = G1(x, ȳ) and u2(x) = G2(x, w̄), and we have

♣f(ȳ, w̄)♣ ≤ d(C1, C2) ∥(G1(·, ȳ), σ1∇G1(·, ȳ) · ν)∥H ∥(G2(·, w̄), σ2∇G2(·, w̄) · ν)∥H,

where H is defined in (4.11). By definition of H norm, by the Schwarz inequality,
and by Proposition 4.3.3, it follows that

∥(G1(·, w̄), σ1∇G1(·, w̄) · ν)∥H =
(
∥G1(·, w̄)∥2

H
1/2
00 (Σ)

+ ∥σ1∇G1(·, w̄) · ν)∥2
H−1/2(∂ Ω)♣Σ

)1/2
≤ C,

where C is a positive constant depending on ♣Ω♣, n, γ̄, Ā,M0, and r0. A similar bound
holds for ∥(G2(·, ȳ), σ2∇G2(·, ȳ) · ν)∥H. Hence, we conclude that

♣f(ȳ, w̄)♣ ≤ C ε. (4.52)

Now, let w̄ ∈ [(Ω)r0 ∪ Ω0] \ ΩD, where (Ω)r0 = ¶x ∈ R
n : dist(x,Ω) < r0♢, and let

ȳ ∈ D0 be as above. By Proposition 4.3.3 and since ♣x− ȳ♣ ≥ r0,

♣f(ȳ, w̄)♣ ≤ C
2∑

j=1

ˆ

Dj

♣x− ȳ♣1−n ♣x− w̄♣1−n dx ≤ C
2∑

j=1

ˆ

Dj

♣x− w̄♣1−n dx.

Set R̃ = diam(Ω) + r0 ≤ C r0, where C is a constant depending only on L and N .
Then, Ω ⊂ BR̃(w̄) and for j = 1, 2, there is some positive constant C such that

ˆ

Dj

♣x− w̄♣1−n dx ≤
ˆ

BR̃(w̄)
♣x− w̄♣1−n dx ≤ CR̃.

Hence,
♣f(ȳ, w̄)♣ ≤ C,

where C depends on the a-priori data only.

Now, we consider the case when w ∈ G. For h > 0, define

(G)h =
{
x ∈ R

n \ ΩD : dist(x, ∂ ΩD) ≥ h
}
.

Later, we will specify the value of h. For w ∈ (G)h, by Proposition 4.3.3,

♣S1(ȳ, w)♣ ≤ C

ˆ

D1

♣x− ȳ♣1−n♣x− w♣1−n dx ≤ C h1−n.
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Similarly, ♣S2(ȳ, w)♣ ≤ C h1−n, so that there is a positive constant C depending on
the a-priori data only such that

♣f(ȳ, w)♣ ≤ C h1−n. (4.53)

The next step is to propagate the smallness for the function f within (G)h with
respect to the second variable near the boundary ∂ ΩD. Let P be the point of Lemma
4.1.2 and assume that we are in a coordinate system where P coincides with the
origin O, and set yh = O + h ν(O) and ν(O) = −en. Our goal is to propagate (4.52)
inside G up to yh.

To accomplish this, we consider ȳ and w̄ ∈ D0 such that dist(ȳ, ∂ Ω) ≥ r0

and dist(w̄, ∂ Ω) = 3r0
4 . By Lemma 4.1.2, we know that there exists a curve

γ ⊂ [(Ω)r0 ∪ Ω0] \ ΩD that connects w̄ to the point Q = O + d̄ν(O). Moreover,
we have V (γ) ⊂ R

n \ ΩD with parameters R = d̄√
1+L2

0

and θ0 = arcsin R
d̄

.

Observe that since f(ȳ, ·) is a weak solution of (4.51), we can apply the three
sphere inequality in the ball Br0(w̄), which we can assume, without loss of generality,
contained in D0. Choose r = r0

4 , and by applying Corollary 2.2.10 for radii r, 3r, 4r,
we have the following estimate:

∥f(ȳ, ·)∥L∞(B3r(w̄)) ≤ C ∥f(ȳ, ·)∥τ
L∞(Br(w̄)) ∥f(ȳ, ·)∥1−τ

L∞(B4r(w̄)),

where 0 < τ < 1 and C > 0 depends on λ̄, L, r0. We construct a sequence of points
on γ that will represent the centres of the spheres. First, let ϕ1 = w̄. Then, we iterate
the following steps:

1. If ♣ϕj−1 −Q♣ > r, then set ϕj = γ(tj) where tj = max¶t : ♣γ(t) − ϕj−1♣ = r♢.

2. Otherwise, set s = j, ϕs = Q, and stop the process.

By iterating the three sphere inequality along the chain of balls centred at ϕj for
j = 1, . . . , s, and assuming that s ≤ S where S only depends on n, we derive the
following inequality for every r1 with 0 < r1 < r:

∥f(ȳ, ·)∥L∞(Br1/2(Q)) ≤ C ∥f(ȳ, ·)∥τs

L∞(Br1/2(w̄)) ∥f(ȳ, ·)∥1−τs

L∞(G).

Using this inequality and (4.52) and (4.53), we can conclude that

∥f(ȳ, ·)∥L∞(Br1/2(Q)) ≤ CετS
(h1−n)1−τS

. (4.54)

The goal is to propagate the smallness from Q to yh. We consider a truncated cone
C(O, ν(O), d, θ0), where d = d̄2−R2

d̄
. We define the following parameters:

λ1 = min


d

1 + sin θ0
,

d

3 sin θ0

}
,

θ1 = arcsin

(
sin θ0

4

)
,

w1 = O + λ1ν(O), ρ1 = λ1 sin θ1.
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It follows that Bρ1(w1) ⊂ C(O, ν(O), d, θ1) and B4ρ1(w1) ⊂ C(O, ν(O), d, θ0). Set

a =
1 − sin θ1

1 + sin θ1
, ρk = aρk−1, λk = aλk−1.

Since ρ1 < r0/2, we can apply the inequality (4.54) in the cone C(O, ν(O), d, θ1)

over a chain of balls of shrinking radius centred at points wk = O + λkν(O). Denote
dk := ♣wk −O♣ − ρk. We consider h ≤ d1 and define a natural number kh = min¶k ∈
N : dk ≤ h♢. Hence, we have the following inequalities:

♣ln(h/d1)♣
♣ ln a♣ ≤ kh − 1 ≤ ♣ln(h/d1)♣

♣ ln a♣ + 1.

By iterating the three-sphere inequality over the chain of balls Bρ1(w1), . . . ,

Bρkh
(wkh

), we obtain

∥f(ȳ, ·)∥L∞(Bρkh
(wkh

)) ≤ c(h1−n)A′′
εβ τkh−1

, (4.55)

where β = τS and A′′ = 1 − β.
Let us now proceed to propagate the smallness with respect to the first argument

of f . It turns out that f(·, w) is a weak solution of

divy (ab(y)A(y)∇yf(y, w)) + qb(y) f(y, w) = 0 for y ∈ R
n \ ΩD.

For every y, w ∈ (G)h, by Proposition 4.3.3, we have:

♣S1(y, w)♣ ≤ c

ˆ

D1

♣x− y♣1−n ♣x− z♣1−n dx ≤ c h2(1−n).

Similarly, ♣S2(y, w)♣ ≤ c h2(1−n), so we can conclude that

♣f(y, w)♣ ≤ c h2(1−n) for any y, w ∈ (G)h.

Now, for y ∈ D0 such that dist(y, ∂ Ω) ≥ c̃ r0, for w ∈ (G)h and by (4.55), we have

♣f(y, w)♣ ≤ c(h1−n)A′′
εβ τkh−1

,

where A′′, β are defined as above.
Choosing w ∈ G such that dist(w, ∂ ΩD) = h, and ȳ ∈ D0 such that dist(ȳ, ∂ Ω) ≥

3r0/2, then for r̄ = r0/2, 3r̄, 4r̄ and y1 = w1 as defined earlier, by an iterated
application of the three sphere inequality, we can conclude that

∥f(·, w)∥L∞(Br̄(y1)) ≤ c ∥f(·, w)∥τs

L∞(Br̄(ȳ))∥f(·, w)∥1−τs

L∞(G)

≤ c(h2−2n)A′′
εβ2 τkh−1

,

where A′ = 1 − β +A′′ τS , β = τS .
By applying the three sphere inequality inside the cone of vertex O defined earlier

over a chain of balls with shrinking radii, we obtain the inequality

∥f(·, w)∥L∞(Bρkh
(ykh

)) ≤ c(hA′
)1−τkh−1

(εβ2 τkh−1
)τkh−1

.
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Choosing y = w = yh, we can conclude that

♣f(yh, yh)♣ ≤ ch−A(εβ2 τkh−1
)τkh−1

,

where A = −(2 − 2n)A′ (1 − τkh−1) > 0. Since kh ≤ c♣ ln h♣ = −c ln h, we have

τkh = e−c ln h ln τ = h−c ln τ = hF , where F = c♣ ln h♣.

In conclusion,

♣f(yh, yh)♣ ≤ c1h
−Aεβ2 τ2(kh−1)

= c1h
−Aeβ2τ2(kh−1) ln ε = c1h

−AεB hF
,

where B = β2.

Lower bound

The proof of Theorem 4.0.1 requires finding a lower bound for the integral solution
f in terms of certain geometric quantities. Proposition 4.3.4 provides such a lower
bound under certain assumptions.

Proposition 4.3.4. Under the same assumptions as in Proposition 4.3.1 and Lemma
4.1.2, there exist positive constants c2, c3, h̄ ∈ (0, 1/2) that depend only on the a-priori
data such that

♣f(y, y)♣ ≥ c2 h
2−n − c3(dist(P,D2) − h)2−2n for 0 < h < h̄r̄2, (4.56)

where y = P+hν(P ), where ν(P ) is the outward unit normal of ∂ D1 at P , r̄2 ∈ (0, h2),
and h2 := min

{
C̃r0,dist(P,D2)

}
, for C̃ depending only on L0.

The proof of Proposition 4.3.4 relies on the application of asymptotic estimates for
the Green functions that are solutions of (4.23), in relation to two auxiliary families
of Green functions. These auxiliary families will now be described.

First, we find it convenient to flatten the boundary ∂ ΩD near the point at which
the Hausdorff distance is attained. Let P ∈ ∂ D1 ∩ ∂ ΩD be the point from Lemma
4.1.2. Up to a certain rigid transformation, P can be assumed to coincide with the
origin O and D1 ∩ Qr0 is the set ¶x ∈ Qr0 : xn > φ(x′)♢, where φ ∈ C2(B′

r0
). Let

τ ∈ C∞(R) be a smooth function such that 0 ≤ τ(s) ≤ 1, τ(s) = 1 for s ∈ (−1, 1)

and τ(s) = 0 for s ∈ R \ (−2, 2) and ♣τ ′(s)♣ ≤ 2 for every s ∈ R. Set

r1 =
r0

2
min


(8L)−1,

1

2

}
.

The change of coordinates given by

ξ = ϕ(x) =




ξ′ = x′

ξn = xn − φ(x′)τ
(

♣x′♣
r1

)
τ
(

xn
r1

)

is a C1,1 diffeomorphism of Rn to itself. This change of coordinates allows us to
locally flatten the boundary of the inclusion. Throughout the rest of the discussion,
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we will stick to using the notation with x, as the exponent in the asymptotic estimates
does not depend on the change of coordinates.

For the proof of the asymptotic estimates of the Green function defined in Lemma
4.2.1, we consider a generic inclusion D and coefficients σ and q that satisfy the a
priori assumptions with a jump at ∂ D. For simplicity, we assume that the portion
near point O is flat. We denote a− = ab(0), a+ = aD(0), and A = A(0), and define
σ0(x) and q0(x) as follows:

σ0(x) =
(
a− + (a+ − a−)χ+

)
A,

q0(x) = qb(0) + (qD(0) − qb(0))χ+(x),
(4.57)

where χ+ = χRn
+

is the characteristic function of the upper half space. Let G0(·, y) be
the weak solution of the following boundary value problem for y ∈ Ω0:





div(σ0∇G0(·, y)) + q0 G0(·, y) = −δ(· − y) in Ω0,

G0(·, y) = 0 on ∂ Ω0 \ Σ0,

σ0∇G0(·, y) · ν + i G0(·, y) = 0 on Σ0,

(4.58)

where δ denotes the Dirac delta function.
Let Γ denote the fundamental solution associated with the Laplacian operator

defined on R
n. Similarly, let H be the fundamental solution of div(σ0∇H(·, y)) =

−δ(· − y) in R
n, which has the expression (A.15).

We now introduce the asymptotic estimates for the Green functions G with respect
to H.

Proposition 4.3.5. Under the same assumptions as in Proposition 4.3.3, there exist
positive constants C2, C3, C4, and θ1, θ2 ∈ (0, 1) that depend on the a-priori data such
that for every x ∈ D ∩ Br and y = hν(O), where r and h ∈ (0, c̃r1), the following
inequalities hold:

♣G(x, y) −H(x, y)♣ ≤ C2 ♣x− y♣3−n, (4.59)

♣∇xG(x, y) − ∇xH(x, y)♣ ≤ C3 ♣x− y♣1−n+θ1 , (4.60)

♣∇y∇xG(x, y) − ∇y∇xH(x, y)♣ ≤ C4 ♣x− y♣−n+θ2 , (4.61)

where c̃ ∈ (0, 1/2).

Since for any x and y as in the assumptions, the following estimate holds:

♣G(x, y) −H(x, y)♣ ≤ ♣G(x, y) −G0(x, y)♣ + ♣G0(x, y) −H(x, y)♣.

We find it convenient to split the proof of Proposition 4.3.5 into two claims.

Claim 4.3.6. There exist positive constants C5, C6, and θ1 ∈ (0, 1) that depend on the
a-priori data such that for every x ∈ D ∩ Br and y = h ν(O) where h, r ∈ (0, r1) the
following inequalities hold:

♣G(x, y) −G0(x, y)♣ ≤ C5 ♣x− y♣3−n, (4.62)

♣∇xG(x, y) − ∇xG0(x, y)♣ ≤ C6 ♣x− y♣1−n+θ1 . (4.63)



104 Chapter 4. Stable determination of an inclusion

Proof of Claim 4.3.6. Let G denote the Green function associated with the elliptic
operator div(σ∇·) + q · such that for every y ∈ Ω0, G(·, y) is a distributional solution
of (4.23). For O ∈ ∂ D, let σ0 and q0 be as defined in (4.57). For y ∈ Ω0, let G0(·, y)

be the Green function that is a distributional solution of (4.58). We define

R(x, y) = G(x, y) −G0(x, y).

Subtracting the first equation of (4.58) to (4.23), it follows that R(x, y) is a weak
solution in Ω0 to the equation

div(σ∇R(·, y)) + q R(·, y) = − div((σ − σ0)∇G0(·, y)) − (q − q0)G0(·, y), in Ω0,

with boundary conditions



R(·, y) = 0 in ∂ Ω0 \ Σ0,

σ ∇xR(·, y) · ν + i R(·, y) = (σ0 − σ)∇xG0(·, y) · ν in Σ0.

Then the following representation formula holds

−R(x, y) =

ˆ

Ω0

(
σ(z) − σ0(z)

)∇zG(z, x) · ∇zG0(z, y) dz

+

ˆ

Ω0

(
q0(z) − q(z)

)
G(z, x)G0(z, y) dz

+

ˆ

Σ0

[σ0(z)∇zG0(z, y) · νG(z, x) − σ(z)∇zG(z, x) · νG0(z, y)] dS(y).

(4.64)

The boundary integral on the right-hand side is bounded, for instance, by the Schwarz
inequality and standard trace estimates. The second volume integral in (4.64) is less
singular than the first volume integral, so it is convenient to study the first volume
integral only. Let us split the domain of integration into the union of the subdomains
Ω ∩Qr̄0 and Ω \Qr̄0 for r̄0 = r0

4 min¶(8L)−1, 1♢. For x ∈ Ω ∩Qr̄0 , we have

♣σ(z) − σ0(z)♣ ≤ C♣z♣.

Hence, we can apply the same argument of [51, Proposition 4.1] and conclude that

♣R(x, y)♣ ≤ C5♣x− y♣3−n, (4.65)

where C4 is a positive constant which depends only on the a-priori data.

Regarding the estimate for the gradient of R, recalling that the boundary of D
is of class C2 and hence C1,1, for x ∈ D ∩Br, we consider a cube Q ⊂ B+

r/4 of side

length cr̄0
4 , where c ∈ (0, 1) so that y /∈ Q and x ∈ ∂ Q. By [7, Lemma 3.2], the

following interpolation formula holds

∥∇R(·, y)∥L∞(Q) ≤ C∥R(·, y)∥1/2
L∞(Q)♣∇xR(·, y)♣1/2

1,Q, (4.66)

where C depends only on L. For y = h ν(O), from the piecewise Hölder continuity
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of ∇xG(x, y) and ∇xG0(x, y) (see [85, Theorem 16.2]),we have

♣∇xG(·, y)♣1,Q, ♣∇xG0(·, y)♣1,Q ≤ C h−n.

Therefore,
♣∇xR(·, y)♣1,Q ≤ C h−n, (4.67)

and combining (4.65), (4.66), and (4.67), it follows that

♣∇xR(x, y)♣ ≤ C6♣x− y♣1−n+θ1 , where θ1 =
1

2
.

Claim 4.3.7. There exist positive constants C6, C7 that depend only on the a-priori data
such that for every x ∈ D ∩Br and y = h ν(O) where r ∈ (0, r1) and h ∈ (0, r1/2), the
following inequalities hold:

♣G0(x, y) −H(x, y)♣ ≤ C7♣x− y♣4−n, (4.68)

♣∇xG0(x, y) − ∇xH(x, y)♣ ≤ C8♣x− y♣2−n. (4.69)

Proof of Claim 4.3.7. We will follow the argument presented in [51, Proposition 4.2].
Let y and z be elements of Ω0, and let G0(·, y) be the weak solution of (4.58), and
let H(·, y) be the fundamental solution of the elliptic equation divx(σ0∇xH(·, y)) =

−δ(· − y) in R
n.

We can define the distribution R0(x, y) as follows:

R0(x, y) = G0(x, y) −H(x, y).

It turns out that R0 is a weak solution of the following boundary value problem:




div(σ0∇R0(·, y)) = −q0 G0(·, y) in Ω0,

R0(·, y) = −H(·, y) on ∂ Ω0 \ Σ0,

σ0 ∇R0(·, y) · ν + i R0(·, y) = −σ0 ∇H(·, y) · ν − i H(·, y) on Σ0.

Its representation formula is

−R0(x, y) = −
ˆ

Ω0

q0(z)G0(z, x)H(z, y) dx+

+

ˆ

∂ Ω0

σ0(z) [∇zH(z, y) · νG0(z, x) − ∇zG0(z, x) · νH(z, y)] dS(z).

(4.70)

The surface integral can be easily bounded from above using Schwarz inequality by a
constant that depends on the a-priori data. Regarding the volume integral, by (4.25)
it follows that

∣∣∣
ˆ

Ω0

q0(z)G0(z, x)H(z, y) dx
∣∣∣ ≤ ∥q0∥L∞(Ω0)

ˆ

Ω0

♣G0(z, x)♣ ♣H(z, y)♣ dz

≤ C

ˆ

Ω0

♣z − x♣2−n ♣z − y♣2−n dz.
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Let r̃ = ♣x − y♣, and let N ∈ N be such that Br̃/N (x) ∩ Br̃/N (y) = ∅. Define
O = Ω0 \ (Br̃/N (x) ∪Br̃/N (y)). It turns out that

ˆ

Ω0

♣z − x♣2−n ♣z − y♣2−n dz =

ˆ

Ω0\(Br̃/N (x)∪Br̃/N (y))
♣z − x♣2−n ♣z − y♣2−n dz

+

ˆ

Br̃/N (x)
♣z − x♣2−n ♣z − y♣2−n dz +

ˆ

Br̃/N (y)
♣z − x♣2−n ♣z − y♣2−n dz.

For z ∈ Br̃/N (y), we can use the triangle inequality to obtain

♣x− z♣ ≥ ♣x− y♣ − ♣y − z♣ ≥ ♣x− y♣
c̃

for a suitable constant c̃. Hence,
ˆ

Br̃/N (y)
♣z − x♣2−n♣z − y♣2−n dz ≤ c♣x− y♣2−n

ˆ

Br̃/N (y)
♣z − y♣2−n dz ≤ c ♣x− y♣4−n.

Similarly,
ˆ

Br̃/N (x)
♣z − x♣2−n♣z − y♣2−n dz ≤ c ♣x− y♣4−n.

For z ∈ O, we have ♣x− z♣ ≥ ♣z−y♣
N . Therefore,

ˆ

O
♣z−x♣2−n♣z−y♣2−n dz ≤ c

ˆ

O
♣z−y♣4−2n dz ≤ c

ˆ

Ω\Br̃/N (y)
♣z−y♣4−2n dz ≤ c♣x−y♣4−n.

The constants c appearing in the inequalities depend only on the a-priori data. Thus,
we can conclude that

♣R(x, y)♣ ≤ C7♣x− y♣4−n, (4.71)

where C7 depends only on the a-priori data.

The next quantity that we want to estimate is the gradient of R0. Let y = h ν(O).
By a similar argument as in Claim 4.3.6, for x ∈ D∩Br, we consider a cube Q ⊂ B+

r/4

with side length cr̄0
4 , where c ∈ (0, 1) is such that y /∈ Q and x ∈ ∂ Q. By [7, Lemma

3.2], the following interpolation formula holds

∥∇R0(·, y)∥L∞(Q) ≤ C∥R0(·, y)∥1/2
L∞(Q)♣∇xR0(·, y)♣1/2

1,Q, (4.72)

where C only depends on L. Since G0 and H are Hölder continuous, the following
estimates hold

♣∇xG0(·, y)♣1,Q ≤ c ♣x− y♣−n and ♣∇xH(·, y)♣1,Q ≤ c ♣x− y♣−n,

where c depends on L. By (4.66) and(4.71), we have

∥∇xR0(·, y)∥L∞(Q) ≤ C8 ♣x− y♣2−n,

where C7 depends on the a-priori data. For the proof of (4.61), we can follow the
lines of the proof of Proposition 3.2.2.
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The next step is to prove Proposition 4.3.4, which is based on the argument used
in [5, Proposition 3.5] and [11, Theorem 6.5].

Proof of Proposition 4.3.4. Let P ∈ ∂ D1 be the point from Lemma 4.1.2, and assume
that P ≡ O. Let y = h ν(O), where ν(O) is the exterior unit normal of ∂ D1 at O.
Recall the definition of S1:

S1(y, y) =

ˆ

D1

(aD1(x) − a0(x))A(x)∇xG1(x, y) · ∇xG2(x, y) dx

−
ˆ

D1

(qD1(x) − q0(x))G1(x, y)G2(x, y) dx.

(4.73)

Define r̄2 := min¶dist(O,D2), C̃r0♢, where C̃ depends on L0, and fix r ∈ (0, r̄2).
Since for y = h ν(O), with h ∈ (0, h̄r̄2), where h̄ will be defined later, the first term
on the right-hand side of (4.73) is the dominant term as h → 0+, let us represent the
domain of integration as D1 = (D1 ∩Br) ∪ (D1 \Br).

Then (4.73) can be written as follows:

S1(y, y) = I1 +R1 +R2 +R3 +Q1, (4.74)

where

I1 =

ˆ

D1∩Br(O)

(aD1
(x) − ab(x))A(x)∇xH1(x, y) · ∇xH2(x, y) dx,

R1 =

ˆ

D1∩Br(O)

(aD1
(x) − ab(x))A(x)∇xH1(x, y) · ∇x(G2(x, y) −H2(x, y)) dx+

+

ˆ

D1∩Br(O)

(aD1
(x) − ab(x))A(x)∇x(G1(x, y) −H1(x, y)) · ∇x(G2(x, y) −H2(x, y)) dx,

R2 =

ˆ

D1∩Br(O)

(aD1
(x) − ab(x))A(x)∇x(G1(x, y) −H1(x, y)) · ∇xH2(x, y) dx,

R3 =

ˆ

D1\Br(O)

(aD1
(x) − ab(x))A(x)∇xG1(x, y) · ∇xG2(x, y) dx,

Q1 =

ˆ

D1

(qD1
(x) − qb(x))G1(x, y)G2(x, y) dx.

Hence, applying the triangle inequality to (4.74), we obtain

♣S1(y, y)♣ ≥ ♣I1♣ − ♣R1♣ − ♣R2♣ − ♣R3♣ − ♣Q1♣.

The term Q1 exhibits less singular behaviour as h → 0+ compared to the other terms
on the right-hand side of (4.73). Therefore, our focus is on finding a bound for the
other terms.

For the term I1, we can observe that

H1(x, y) = c̃Γ(Jx, Jy) and H2(x, y) = c̃Γ(Jx, Jy),

where J =
√
A(O)−1 and c̃ is a constant depending only on a+ and a−. Hence, by

the uniform ellipticity condition,

♣I1♣ ≥ c

ˆ

D1∩Br(O)
♣x− y♣2−2n dx ≥ c r2−n ≥ c h2−n.
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Regarding the term R2, Proposition 4.3.5 implies that

♣∇xG1(x, y) − ∇xH1(x, y)♣ ≤ C ♣x− y♣1−n+θ1 .

Thus,

♣R2♣ ≤ c̃

ˆ

D1∩Br(O)
♣x− y♣2−2n+θ2 dx ≤ c h2−n+θ1 .

We can bound the term R3 using a similar argument as we did for I1 and R2.

Next, we estimate the term R1. The problem here is that, due to our choice of the
radius r, we do not have any asymptotic estimate for the term ∇x(G2(x, y)−H2(x, y)).
However, we can solve this problem by using the following trick. Recall Lemma 4.2.1,
which states that G2 has the form

G2(x, y) = G̃2(x, y) +
J+1∑

j=1

Rj(x, y).

Here, G̃2 is a weak solution of the following system




div(σ2∇G̃2(·, y)) = −δ(· − y) in Ω0,

G̃2(·, y) = 0 on ∂ Ω0 \ Σ0,

σ2 ∇G̃2(·, y) · ν + i G̃2(·, y) = 0 on Σ0.

(4.75)

Hence,

♣∇x(G2(x, y) −H2(x, y))♣ ≤ ♣∇x(G̃2(x, y) −H2(x, y))♣ +
J+1∑

j=1

♣∇xRj(x, y)♣.

From the proof of Lemma 4.2.1, we can establish that for every j = 1, . . . , J − 1,

♣∇xRj(x, y)♣ ≤ c♣x− y♣2j+1−n.

Thus, it follows that

J+1∑

j=1

♣∇xRj(x, y)♣ ≤
J+1∑

j=1

(dist(O,D2) − h)2j+1−n ≤ c (dist(O,D2) − h)2−n.

Next, let us consider G̃2,0(·, y) as the Green function that is a weak solution of the
following system





div(σ2,0∇G̃2,0(·, y)) = −δ(· − y) in Ω0,

G̃2,0(·, y) = 0 on ∂ Ω0 \ Σ0,

σ2,0 ∇G̃2,0(·, y) · ν + i G̃2,0(·, y) = 0 on Σ0,

(4.76)

where
σ2,0(x) = (a− + (a+ − a−)χ+(x))A(0).
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Hence, we have

♣∇x(G̃2(x, y) −H2(x, y))♣ ≤ ♣∇x(G̃2(x, y) − G̃2,0(x, y))♣ + ♣∇x(G̃2,0(x, y) −H2(x, y))♣.
(4.77)

For the second term on the right-hand side of (4.77), notice that G̃2,0(·, y) −H2(·, y)

is a weak solution of




div(σ2,0∇(G̃2,0(·, y) −H2(·, y))) = 0 in Br(O),(
G̃2,0(·, y) −H2(·, y)

)
♣∂ Br(O) ≤ c r2−n.

(4.78)

We can apply the Maximum Principle [66, Theorem 8.1] to obtain

♣G̃2,0(x, y) −H2(x, y)♣ ≤ c r2−n.

Using interior gradient estimates, it follows that

♣∇x(G̃2,0(x, y) −H2(x, y))♣ ≤ c r1−n. (4.79)

Now, let us focus on the first term on the right-hand side of (4.77). Define

R̃2(x, y) = G̃2(x, y) − G̃2,0(x, y).

We notice that R̃2(·, y) is a weak solution of





div(σ2∇R̃2(·, y)) = − div
(
(σ2 − σ2,0)∇G̃2,0(·, y)

)
in Ω0,

R̃2(·, y) = 0 on ∂ Ω0 \ Σ0,

σ2∇R̃2(·, y) · ν + iR̃2(·, y) = (σ2,0 − σ2)∇G̃2,0(·, y) · ν on Σ0.

By the representation formula, the remainder has the form

−R̃2(x, y) =

ˆ

Ω0

(σ2(z) − σ2,0(z))∇zG̃2(z, x) · ∇zG̃2,0(z, y) dz

+

ˆ

∂ Ω0

σ2,0(z)∇zG̃2,0(z, y) · ν
[
G̃2(z, x) − G̃2,0(z, x)

]
dS(z)

+

ˆ

∂ Ω0

σ2(z)∇z

[
G̃2(z, x) − G̃2,0(z, x)

]
· ν G̃2,0(z, y) dS(z). (4.80)

The integral over ∂ Ω0 is bounded from above by a positive constant that depends
on the a-priori data only. In order to estimate the volume integral, first notice that
♣σ2(z) − σ2,0(z)♣ ≤ C♣z♣, where C is a positive constant depending only on a-priori
data. Therefore, by Proposition 4.3.3, we have

∣∣∣
ˆ

Ω0

(σ2(z) − σ2,0(z))∇zG̃2(z, x) · ∇zG̃2,0(z, y) dz
∣∣∣

≤ c

ˆ

Ω0

♣z♣ ♣z − x♣1−n ♣z − y♣1−n dz, (4.81)
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where c is a suitable positive constant. We define h̃ = ♣x− y♣ and set

I1 =

ˆ

B4h̃

♣z♣ ♣z − x♣1−n ♣z − y♣1−n dz, (4.82)

I2 =

ˆ

Rn\B4h̃

♣z♣ ♣z − x♣1−n ♣z − y♣1−n dz. (4.83)

We can rewrite the expression for the remainder as

♣R̃2(x, y)♣ ≤ c(I1 + I2). (4.84)

Next, we can estimate I1. Set z = h̃w, t = x
h̃

and s = y

h̃
. Then

I1 =

ˆ

B4

h̃♣w♣ ♣h̃(w − t)♣1−n ♣h̃(w − s)♣1−nh̃ dw

= 4h̃3−n

ˆ

B4

♣w − t♣1−n ♣w − s♣1−n dw

≤ ch̃3−n,

since
´

B4
♣w − t♣1−n ♣w − s♣1−n dw ≤ c (see [99, Chapter 2, section 11]). Hence,

I1 ≤ c(dist(O,D2) − h)3−n. (4.85)

Similarly, for I2, we notice that since y = h ν(O) = −h en in a suitable coordinate
system

♣y♣ = −h ≤ ♣x− y♣ = h̃,

and
♣x♣ ≤ ♣x− y♣ + ♣y♣ ≤ 2h̃.

For any z ∈ R
n \B4h̃, since ♣z♣ > 4h̃, we have

3

4
♣z♣ ≤ ♣z − y♣ and

1

2
♣z♣ ≤ ♣z − x♣.

Therefore, we can estimate I2 as follows:

I2 ≤
(

8

3

)1−n ˆ

Rn\B4h̃

♣z♣3−2n dz ≤ c h̃3−n ≤ c (dist(O,D2) − h)3−n. (4.86)

By using (4.85) and (4.86), we can conclude that

♣R̃2(x, y)♣ ≤ c ♣x− y♣3−n. (4.87)

Now, let us determine an upper bound for ∇xR̃2. Consider a cube Q ⊂ D1 ∩Br(O).
Since G̃2(·, y) and G̃2,0(·, y) are Hölder continuous, it follows that

♣∇R̃2(x, y)♣1,Q ≤ c ♣x− y♣−n.
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By using the following inequality:

∥∇R̃2(·, y)∥L∞(Q) ≤ ∥R̃2(·, y)∥1/2
L∞(Q)♣∇R̃2(·, y)♣1/2

1,Q,

and by (4.87), it follows that

♣∇R̃2(x, y)♣ ≤ c♣x− y♣1−n+θ3 where θ3 =
1

2
. (4.88)

By collecting (4.77), (4.79) and (4.88), we obtain

♣∇x(G̃2(x, y) −H2(x, y))♣ ≤ c h1−n+θ3 . (4.89)

In conclusion, we have that the lower bound of S1 is given by

♣S1(y, y)♣ ≥ ch2−n.

As for the estimate for S2, from Proposition 4.3.3, it follows that

♣S2(y, y)♣ ≤ C

ˆ

D2

♣x− y♣1−n♣x− y♣1−n dx ≤ C(dist(O,D2) − h)2(1−n).

In conclusion, by the triangle inequality, we obtain

♣f(y, y)♣ = ♣S1(y, y) − S2(y, y)♣ ≥ ♣S1(y, y)♣ − ♣S2(y, y)♣
≥ c2 h

2−n − c3 (dist(O,D2) − h)2(1−n),
(4.90)

for suitable c2, c3 > 0 constants depending on the a-priori data.

4.4 The stability estimate

In this Section, we provide the proof of Theorem 4.0.1 by applying the results proved
in Sections 4.1 and 4.3.

Proof of Theorem 4.0.1. Let P ∈ ∂ D1 ∩ ∂ ΩD be the point of Lemma 4.1.2 such that

dH(∂ D1, ∂ D2) ≤ c̃0 dist(P,D2),

where c̃0 is a positive constant depending only on the a-priori data. Assume we are in
a coordinate system in which the point P coincides with the originO and ν(O) = −en,
where en = (0, . . . , 0, 1). Define yh := O + h ν(O) for 0 < h < min¶h1, h2♢, where h1

and h2 are the constants of Proposition 4.3.1 and Proposition 4.3.4. Combining the
upper bound of Proposition 4.3.1 and the lower bound of Proposition 4.3.4 for the
singular solution f evaluated at yh, we obtain

c2 h
2−n − c3 (dist(O,D2) − h)2−2n ≤ c1

εB hF

hA
. (4.91)

Here, c1, c2, c3, A,B, and F are constants that depend on the a-priori data. From
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(4.91), we derive

c4(dist(O,D2) − h)2(1−n) ≥ c5
(
1 − εB hF

hÃ)h2−n, (4.92)

where Ã = n − 2 − A. Now, let h = h(ε) = min¶♣ ln ε♣−1/2F ,dist(O,D2)♢. Let
ε1 ∈ (0, 1) be such that exp(−B♣ ln ε1♣1/2) = 1/2. We can divide the proof into two
cases.

a) Assume that ε ∈ (0, ε1). If dist(O,D2) ≤ ♣ ln ε♣−1/2F then by applying Lemma
4.1.1 and Lemma 4.1.2, the thesis follows straightforwardly. If dist(O,D2) ≥
♣ ln ε♣−1/2F , then h = ♣ ln ε♣−1/2F . Since εB hF

hÃ ≤ exp(−B♣ ln ε♣1/2), by (4.92)
we obtain

(dist(O,D2) − h)2(1−n) ≥ c6h
2−n.

Therefore, we have

dist(O,D2) ≤ c7♣ ln ε♣−η for η =
n− 2

4F (n− 1)
.

b) Assume that ε ∈ [ε1, 1). In this case, since dist(O,D2) ≤ diam(Ω), it follows
that

dist(O,D2) ≤ diam(Ω) · ♣ ln ε♣−1/2F

♣ ln ε1♣−1/2F
≤ C♣ ln ε♣−1/2F .

This completes the proof.

4.5 The misfit functional

We conclude this chapter by establishing a stability result using a novel functional
called misfit functional. In the previous chapter, we have introduced the misfit func-
tional as a tool to measure discrepancies in boundary data for the Calderón problem
(equation (3.15)). Minimising this functional allows for conductivity reconstruction.
In our case, the coefficients σ and q are known, and the unknown quantity is the
shape and location for the inclusion. We provide an optimal stability estimate in
terms of the misfit functional. Before stating this estimate, we make a small variation
in the definition of the coefficients.

Consider two inclusions D1 and D2 contained in Ω. Let σi ∈ L∞(Ω, Symn) for
i = 1, 2 be positive definite matrix functions defined as

σi(x) := (ab(x) + (aD(x) − ab(x))χDi(x))A(x), (4.93)

where ab, aD ∈ C0,1(Ω), and A ∈ C0,1(Ω) are known. Assume that σi satisfies (4.8).
Let qi ∈ L∞(Ω) be defined as

qi(x) := qb(x) + (qD(x) − qb(x))χDi(x), (4.94)

where qb, qD ∈ L∞(Ω) are known. Let Gj be the Green functions associated with the
operator div(σj∇·) + qj · for j = 1, 2, such that Gj(·, y) is a distributional solution of
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the boundary value problem (4.23). Choose suitable Lipschitz domains Dy and Dz

that are compactly contained in D0. For (y, z) ∈ Dy ×Dz, we have

f(y, z) =

ˆ

Σ

[
σ1(x)∇G1(x, y) · ν(x)G2(x, z) − σ2(x)∇G2(x, z) · ν(x)G1(x, y)

]
dS(x).

(4.95)

Here, f plays a role similar to S0 as defined in (3.13). The misfit functional J (D1, D2)

is defined as

J (D1, D2) =

ˆ

Dy×Dz

♣f(y, z)♣2 dy dz. (4.96)

As the misfit functional already introduced in Chapter 3, (4.96) encodes the error
that occurs when the boundary data induced by the inclusion D1 is approximated by
the boundary data induced by the inclusion D2.

Now, we state the main result of this section, Theorem 4.5.1.

Theorem 4.5.1. Let Ω ⊂ R
n, D1, and D2 be a bounded domain and be two inclusions

of class C2 contained in Ω satisfying the a-priori assumptions. Let σ1 and σ2 be the
anisotropic coefficients as defined in (4.93), and let q1 and q2 be the coefficients of the
zero-order term as defined in (4.94). If the misfit functional J (D1, D2) is less than a
given small positive value ε ∈ (0, 1), then the following inequality holds:

dH(∂ D1, ∂ D2) ≤ ω(ε), (4.97)

where C > 0 is a constant that depends only on the a-priori data, and ω satisfies (4.16).

The proof of Theorem 4.5.1 follows the same lines as the proof of Theorem 4.0.1,
but instead of Proposition 4.3.1, a modified version, Proposition 4.5.2, is required.
We note that using the Green’s identity (4.40), for y, z ∈ Ω0 \ Ω, the integral function
f(y, z) can be expressed as

f(y, z) =

ˆ

Ω
(σ1(x) − σ2(x))∇G1(x, y) · ∇G2(x, z)

+

ˆ

Ω
(q2(x) − q1(x))G1(x, y)G2(x, z) dx.

(4.98)

Proposition 4.5.2. Under the same assumptions of Theorem 4.5.1, if the misfit func-
tional J (D1, D2) is smaller than a given constant ε ∈ (0, 1), then for y = P + h ν(P )

there exists a positive constant C that depends on the a-priori data such that

♣f(y, y)♣ ≤ C
εB hF

hA
,

where

0 < h ≤ h1 := d̄

(
1 − sin θ0

4

)
and θ0 = arctan

( 1

L0

)
, (4.99)

P is the point of the Lemma 4.1.2, and ν(P ) is the exterior unit normal of ∂ D1 at P .

Proof of Proposition 4.5.2. Let ȳ ∈ D0 be fixed. Then for every w̄ ∈ R
n \ ΩD, the
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integral function f(ȳ, w̄) is a weak solution of

divw(ab(w̄)A(w̄) ∇wf(ȳ, w̄)) + qb(w̄) f(ȳ, w̄) = 0.

By using the same argument presented as in the derivation of (3.108), it follows that

max
(y,w)∈(D0)r×(D0)r

f(y, w) ≤ c (J (D1, D2))1/2,

where (D0)r = ¶x ∈ D0 : dist(x, ∂ D0) > r♢ for some r > 0, and the constant c
depends on the a-priori data. Then, for any (ȳ, w̄) ∈ Dy ×Dz, we have

f(ȳ, w̄) ≤ c ε.

The remaining part of the proof is simply a straightforward adaptation of Proposition
4.5.2.
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In this chapter, we consider the inverse problem of the simultaneous determi-
nation of the coefficients for the generalised Schrödinger equation on a bounded
domain Ω from the given boundary data. In particular, we focus on the study of
stability and derive a Lipschitz stability estimate. The main result, presented in The-
orem 5.1.2, establishes the Lipschitz dependence of the coefficients σ and q on the
distance between two sets of local Cauchy data. Corollary 5.1.3 provides a boundary
stability result of Hölder type. This result is based on the application of the method
of singular solution, which has proved to be effective since the pioneering work of
Alessandrini and Vessella [21].

To obtain better stability estimates, we introduce additional assumptions. We
assume that Ω can be divided into subdomains with regular boundaries of class C2.
Across these subdomains, the coefficients σ and q vary. Moreover, the coefficient σ
exhibits an anisotropic behaviour, modelled by a C1,1 matrix function A. To account
for the boundary condition, we consider the local Cauchy data, which was defined in
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Chapter 4.

This Chapter is divided into three sections. In Section 5.1, we introduce the a
priori assumptions on the domain and the coefficients. We state the stability estimate,
Theorem 5.1.2, and the boundary estimate, Corollary 5.1.3.

In Section 5.2, we define the Green function and describe its asymptotic behaviour
near the discontinuity interfaces. The Green function is a weak solution of a boundary
value problem defined on an enlarged domain Ω0 with complex Robin boundary
data prescribed on a small portion of ∂ Ω0 that is not contained in ∂ Ω and with
homogeneous Dirichlet condition on the remaining portion. In Section 5.3, we
introduce the singular integrals and the quantitative estimates of propagation of
smallness.

Finally, Section 5.4 is devoted to the proof of Theorem 5.1.2. First, we derive
a Hölder type estimate in the first subdomain labelled D1, the one that shares a
boundary portion with the portion Σ at which the measurements are taken. Then, we
fix a chain of contiguous subdomains of the partition of Ω that joins D1 to the domain
DK where the maximum between the L∞ norm of σ and q is reached. On each
domain Dk in the chain, an iterative procedure is applied to derive first a stability
estimate for the scalar part of the coefficient σ and then an estimate for the coefficient
q.

5.1 Notation and main result

A priori information about the domain

Consider Ω ⊂ R
n a bounded, measurable domain with a C2 boundary ∂ Ω with

positive constants r0 and L. Assume that

♣Ω♣ ≤ Crn
0 , (5.1)

where ♣Ω♣ denotes the Lebesgue measure of Ω and C is a positive constant. Let Σ be
a flat portion of size r0 on the boundary ∂ Ω. We assume that there exists a partition
of bounded domains ¶Dm♢N

m=1, where N is a positive integer greater than 1, such
that the following conditions are satisfied:

a) Each Dm for m = 1, . . . , N is a connected domain with C2 boundary with
constants r0 and L. These domains are pairwise non-overlapping.

b) The closure of Ω is the union of the closures of Dm for m = 1, . . . , N ,

Ω =
N⋃

m=1

Dm.

c) There exists a domain, denoted by D1, such that the intersection ∂D1 ∩ Σ

contains a flat portion Σ1 of size r0/3. For any index m ∈ ¶2, . . . , N♢, the
intersection ∂Dm ∩ ∂Dm+1 contains a flat portion Σm+1 ⊂ Ω of size r0/3.
Furthermore, we assume that there exists a point Pm+1 ∈ Σm+1 and a rigid
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transformation under which Pm+1 coincides with the origin O and

Σm+1 ∩Br0/3 =
{
x ∈ Br0/3 : xn = 0

}
,

Dm ∩Br0/3 =
{
x ∈ Br0/3 : xn < 0

}
,

Dm+1 ∩Br0/3 =
{
x ∈ Br0/3 : xn > 0

}
.

Note that since the boundary is of class C2, for each pair of contiguous subdo-
mains, it is always possible to apply a local diffeomorphism that flattens the
boundary. However, in order to prove the stability estimate, it is convenient to
assume this condition.

A priori information on the coefficients

Consider the elliptic equation

div(σ ∇u) + q u = 0 in Ω. (5.2)

The coefficient σ is a bounded, measurable real n× n matrix function of the form

σ(x) = γ(x)A(x), x ∈ Ω, (5.3)

γ(x) =
N∑

j=1

γj(x) χDj (x), γj(x) = aj + bj · x, x ∈ Ω, (5.4)

for aj ∈ R, bj ∈ R
n, and Dj for j = 1, . . . , N are given subdomains of the given

partition. Moreover, there exists a constant γ̄ > 1 such that for almost every x ∈ Ω,

γ̄−1 ≤ γj(x) ≤ γ̄, for any j = 1, . . . , N. (5.5)

The matrix function A belongs to the space C1,1(Ω, Symn) and there is a constant
Ā > 0 such that

∥aij∥C1,1(Ω) ≤ Ā, for i, j = 1, . . . , n, (5.6)

where

∥aij∥C1,1(Ω) = ∥aij∥C1(Ω) + r0 sup
x,y∈Ω,x ̸=y

♣∇aij(x) − ∇aij(y)♣
♣x− y♣ .

The matrix function σ satisfies the uniform ellipticity condition, namely there exists a
constant λ̄ > 1 such that

λ̄−1♣ξ♣2 ≤ σ(x)ξ · ξ ≤ λ̄♣ξ♣2, for any ξ ∈ R
n, for a.e. x ∈ Ω. (5.7)

The coefficient q ∈ L∞(Ω) is a piecewise affine function of the form

q(x) =
N∑

j=1

qj(x)χDj (x), qj(x) = cj + dj · x, x ∈ Ω,
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for cj ∈ R, dj ∈ R
n, and Dj for j = 1, . . . , N are the given subdomains of the

partition. Moreover, we assume that there are σ̄, q̄ > 0 such that

∥σ∥L∞(Ω) ≤ σ̄, ∥q∥L∞(Ω) ≤ q̄. (5.8)

The collection of constants ¶r0, L,N, λ̄, Ā, γ̄, σ̄, q̄♢ along with the dimension n ≥ 3

are called the a-priori data. We will follow the so-called constant variable convention,
where positive constants that depend only on the a-priori data and may vary from
line to line in the inequalities will be denoted as the letter C.

Remark 5.1.1. The class of functions γ(x) and q(x) form a finite dimensional linear
subspace. The L∞ norms of γ and q can be expressed in terms of the following norms:

♣♣♣γ♣♣♣ = max
j=1,...,N

¶♣aj ♣ + ♣bj ♣♢, ♣♣♣q♣♣♣ = max
j=1,...,N

¶♣cj ♣ + ♣dj ♣♢,

modulo some constants that depend on the a-priori data.

Local Cauchy data set

For f ∈ H
1/2
00 (Σ), consider the boundary value problem





div(σ∇u) + q u = 0 in Ω,

u = f on ∂ Ω.
(5.9)

The boundary value problem (5.9) may not have a unique solution. In this general
framework, the Dirichlet-to-Neumann map may not be defined. To address this issue,
we can introduce a set to model the pairs (u♣∂ Ω, σ ∇u · ν♣∂ Ω), which we call the local
Cauchy data.

Definition 5.1.1. The local Cauchy data (u♣∂ Ω, σ∇u · ν♣∂ Ω) associated to σ, q having
zero first component on ∂ Ω \ Σ is the set

Cσ,q(Σ) =
{

(f, g) ∈ H
1/2
00 (Σ) ×H−1/2(∂ Ω)♣Σ : there exists u ∈ H1(Ω) such that

div(σ∇u) + qu = 0 in Ω,

u♣∂ Ω = f,

⟨σ∇u · ν♣∂ Ω, φ⟩ = ⟨g, φ⟩ for any φ ∈ H
1/2
00 (Σ)

}
.

The local Cauchy data is a subset of the Hilbert space H1/2
00 (Σ) × H−1/2(∂ Ω)♣Σ

with norm as in (4.12).
The distance between two closed subsets F and G of a given Hilbert space is

defined as

d(F ,G) = max

{
sup

h∈G\¶0♢
inf
k∈F

∥h− k∥H
∥h∥H

, sup
k∈F\¶0♢

inf
h∈G

∥h− k∥H
∥k∥H

}
.

Let ¶σk, q
(k)♢k=1,2 be two set of coefficients, we denote by Ck, k = 1, 2, the corre-

sponding local Cauchy data. Since we deal with sets that are quite close to each other,
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we can assume that the distance between two local Cauchy data is simply given by

d(C1, C2) = sup
(f2,g2)∈C2\¶(0,0)♢

inf
(f1,g1)∈C1

∥(f2, g2) − (f1, g1)∥H
∥(f2, g2)∥H

, (5.10)

with H as in (4.11). It is important to notice that the Cauchy data C1, C2 are closed
sets. Furthermore, if the direct problem is well-posed, then the local Cauchy data
represents the graph of the local Dirichlet to Neumann map.

We state the stability estimate that will be proven in Section 5.4.

Theorem 5.1.2. Let Ω ⊂ R
n and Σ ⊂ ∂ Ω be a bounded domain and a non-empty

portion as stated above. Let ¶σk, q
(k)♢ for k = 1, 2 be two sets of parameters that satisfy

the assumptions stated above. Let C1 and C2 be the corresponding local Cauchy data
and assume that d(C1, C2) < 1. Then, there exists a constant C > 0 depending on the
a-priori data only such that

∥σ(1) − σ(2)∥L∞(Ω) + ∥q(1) − q(2)∥L∞(Ω) ≤ C d(C1, C2). (5.11)

The following corollary is a direct consequence of the proof of Theorem 5.1.2,
hence we omit its proof.

Corollary 5.1.3. Under the assumptions of Theorem 5.1.2, there exist constants C > 0,
0 < η < 1 depending on the a-priori data only such that

∥σ(1) − σ(2)∥L∞(Σ) + ∥q(1) − q(2)∥L∞(Σ) ≤ C(d(C1, C2) + E)1−ηd(C1, C2)η, (5.12)

with E = max¶∥σ(1) − σ(2)∥L∞(Σ), ∥q(1) − q(2)∥L∞(Σ)♢.

5.2 Green functions and asymptotic estimates

We recall that by the a priori assumptions on the domain, there exists a point P1 ∈ Σ1

such that, up to a rigid transformation, we have that P1 coincides with the origin.
Without loss of generality, we can assume that Σ = Σ1. We define

D0 =


x ∈ (Rn \ Ω) ∩Br0 : ♣xi♣ <

2

3
r0, for i = 1, . . . , n− 1,

∣∣∣xn − r0

6

∣∣∣ <
5

6
r0

}
.

The enlarged domain is defined as

Ω0 = IntRn(Ω ∪D0).

The set Ω0 is a bounded domain with boundary of Lipschitz class of constants r0/3

and L̃, where L̃ depends on L. Moreover, we introduce the following sets

Σ0 =


x ∈ ∂ Ω0 \ ∂ Ω : ♣xi♣ <

2

3
r0, for i = 1, . . . , n− 1, xn = −2

3
r0

}
,

(Ω0)r = ¶x ∈ Ω0 : dist(x, ∂ Ω0) ≥ r♢ , for some r ∈ (0, r0/6).

Let σ, q be a pair of coefficients of (5.2) as described above. We extend them
on D0 by setting σ♣D0 = Idn, γ♣D0 = 1 and q♣D0 = 1, where Idn denotes the n × n
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identity matrix. With an abuse of notation, we denote with the same letters the two
extended coefficients when we deal with the enlarged domain Ω0.

Let G be the Green function of Lemma 4.2.1 such that, for every y ∈ Ω0, G(·, y)

is the unique distributional solution of the mixed boundary value problem




div(σ∇G(·, y)) + q G(·, y) = −δ(· − y) in Ω0,

G(·, y) = 0 on ∂ Ω0 \ Σ0,

σ∇G(·, y) · ν + i G(·, y) = 0 on Σ0,

(5.13)

where δ(· − y) is a Dirac distribution centred at y. Moreover, there exists a positive
constant C that depends only on λ and n such that

0 < ♣G(x, y)♣ < C ♣x− y♣2−n, for any x, y ∈ Ω0, x ̸= y. (5.14)

Proposition 5.2.1. For all y ∈ Ω0 and every r > 0, the following inequality holds:
ˆ

Ω0\Br(y)
♣∇G(·, y)♣2 ≤ C r2−n, (5.15)

where C is a positive constant depending on the a-priori data.

Proof. The proof can be derived by combining the Caccioppoli inequality with equa-
tion (5.14).

Fix an index m ∈ ¶0, . . . , N − 1♢, let Pm+1 ∈ Σm+1 and assume that, up to a rigid
transformation, Pm+1 coincides with the origin O and Σm+1 is a flat hyperplane of
size r0/3. Define the following quantities: γ+ = γm+1(0), γ− = γm(0), A = A(0),
J =

√
A(0)−1, and ♣J ♣ = detJ . We define

σ0(x) := (γ+χ+(x) + γ−χ−(x))A,

where χ± = χRn
±

.
The fundamental solution H associated to the elliptic operator div(σ0(·))A∇·) in

R
n is given by the formula (A.15).

Proposition 5.2.2. Fix m ∈ ¶0, . . . , N − 1♢. Let Qm+1 ∈ Br0/4(Pm+1) ∩ Σm+1, where
Σm+1 is the flat portion as described in the a priori assumptions. For r ∈ (0, r0/8),
set ym+1 = Qm+1 − rν(Qm+1), where ν(Qm+1) is the outward unit normal of ∂ Dm

at Qm+1 and let x ∈ Br0/4(Qm+1) ∩ Dm+1. Then there exist C1, C2, C3, C4 positive
constants, 0 < θ1, θ2, θ3 < 1 that depend on the a-priori data only such that

♣∇xG(x, ym+1) − ∇xH(x, ym+1)♣ ≤ C1 ♣x− ym+1♣1−n+θ1 , (5.16)

♣∇x∇yG(x, ym+1) − ∇x∇yH(x, ym+1)♣ ≤ C2 ♣x− ym+1♣−n+θ2 , (5.17)

♣∇yG(x, ym+1) − ∇yH(x, ym+1)♣ ≤ C3 ♣x− ym+1♣1−n+θ3 , (5.18)

♣∇2
yG(x, ym+1) − ∇2

yH(x, ym+1)♣ ≤ C4 ♣x− ym+1♣1−n. (5.19)

Proof of Proposition 5.2.2. For a proof of (5.16) and (5.17), see Proposition 4.3.5.
We prove (5.18) and (5.19). Fix m ∈ ¶0, . . . , N − 1♢, and let Qm+1 ∈ Σm+1 ∩

Br0/4(Pm+1). Up to a rigid transformation, we can assume that Qm+1 coincides with
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the origin, so that ym+1 = O − rν(O).
For simplicity, we write y in place of ym+1. We define the residual R(x, y) as

R(x, y) := G(x, y) −H(x, y).

It follows that for y ∈ Ω0, R(·, y) is a weak solution of





div(σ∇R(·, y)) + q R(·, y) = − div((σ − σ0)∇H(·, y)) − q H(·, y) in Ω0,

R(·, y) = −H(·, y) on ∂ Ω0 \ Σ0,

σ∇R(·, y) · ν + i R(·, y) = −σ∇H(·, y) · ν − iH(·, y) on Σ0.

By Green’s identity, one derives

R(x, y) =

ˆ

Ω0

(σ0(z) − σ(z))∇zH(z, y) · ∇zG(z, x) dz +

ˆ

Ω0

q(z)H(z, y)G(z, x) dz

+

ˆ

∂ Ω0

(σ(z) − σ0(z))∇zH(z, y) · ν G(z, x) dS(z).

Let us define B = Br0/4 and introduce the term R̃(x, y) as follows:

R̃(x, y) =

ˆ

B
(σ0(z) − σ(z))∇zH(z, y) · ∇zG(z, x) dz +

ˆ

B
q(z)H(z, y)G(z, x) dz.

We can observe that since ♣∇y(R(x, y) − R̃(x, y))♣ ≤ C and ♣∇2
y(R(x, y) − R̃(x, y))♣ ≤

C, our analysis only needs to focus on the asymptotic behaviour of ∇yR̃(x, y) and
∇2

yR̃(x, y). Let us establish an upper bound for ∇yR̃(x, y).
Define B′ = B′

r0/4, and let us introduce the following quantities:

B+ = ¶x ∈ B : xn > 0♢ B− = ¶x ∈ B : xn < 0♢,
q+ = q♣B+ , q− = q♣B− , [q] = (q+ − q−)♣B′ ,

γ+ = γ♣B+ , γ− = γ♣B− , [σ] = (σ+ − σ−)♣B′ = (γ+ − γ−)♣B′A♣B′ .

For i = 1, . . . , n, we have the expression

∂yiR̃(x, y) = −
ˆ

B
∂yi((σ − σ0)(z)∇zH(z, y)) · ∇zG(z, x) dz +

ˆ

B
∂yi H(z, y)q(z)G(z, x) dz

=

ˆ

B
∂zi

(
(σ(z) − σ0(z))∇zH(z, y)

) · ∇zG(z, x) dz −
ˆ

B
∂zi H(z, y)q(z)G(z, x) dz =

=

ˆ

∂ B
(σ(z) − σ0(z))∇zH(z, y) · ∇zG(z, x)ei · ν dz −

ˆ

∂ B
H(z, y)q(z)G(z, x)ei · ν dz−

−
ˆ

B′
[σ(z′) − σ0(z′)]∇zH(z′, y) · ∇zG(z′, x)ei · en dz′ +

ˆ

B′
H(z′, y)[q(z′)]G(z′, x)ei · en dz′−

−
ˆ

B
(σ(z) − σ0(z))∇zH(z, y) · ∂zi ∇zG(z, x) dz +

ˆ

B
H(z, y) ∂zi(q(z)G(z, x)) dz.

(5.20)

Notice that ∂zi(σ − σ0)(z) and ∂zi q(z) are well-defined on B \ B′. The first and
second integrals on the right-hand side of (5.20) can be easily bounded by a positive
constant that depends only on the a-priori data. The fifth and sixth integrals are
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dominated by
ˆ

B
♣(σ − σ0)(z)♣ ♣∇zH(z, y)♣ ♣ ∂zi ∇zG(z, x)♣ dz

≤ C

ˆ

B
♣z♣♣z − y♣1−n♣z − x♣−n ≤ C♣x− y♣1−n+θ3 ,

with θ3 ∈ (0, 1). We can further simplify this expression by using ♣x − y♣2 = ♣xn +

r♣2 + ♣x′♣2 ≥ r2, which gives us

ˆ

B
♣(σ − σ0)(z)♣ ♣∇zH(z, y)♣ ♣ ∂zi ∇zG(z, x)♣ dz ≤ Cr1−n+θ3 .

When i ̸= n, the third and fourth integrals are equal to zero, hence we have

♣ ∂yi R̃(x, y)♣ ≤ C ♣x− y♣1−n+θ3 .

For the case i = j = n, we have

∣∣∣
ˆ

B′
[(σ − σ0)(z′)]∇zH(z′, y) · ∇zG(z′, x) dz′ +

ˆ

B′
∂yj H(z′, y)[q(z)]G(z′, x) dz′

∣∣∣

≤ C

ˆ

B′
♣z′♣ · ♣z′ − y♣−n · ♣z′ − x♣1−n dz ≤ C♣x− y♣2−n−α,

with 0 < α < 1. Therefore, we conclude that

♣ ∂yn R̃(x, y)♣ ≤ C♣x− y♣1−n+θ3 , with θ3 ∈ (0, 1).

To find the upper bound for ∇2
yR̃(x, y), we perform similar calculations. Further

differentiation gives us

∂yj ∂yi R̃(x, y) =

ˆ

∂ B
((σ − σ0)(z) ∂yj ∇zH(z, y)) · ∇zG(z, x)ei · ν dz

−
ˆ

∂ B
∂yj H(z, y)q(z)G(z, x)ei · ν dz

−
ˆ

B′
[(σ − σ0)(z′)] ∂yj ∇zH(z′, y) · ∇zG(z′, x)ei · en dz′

+

ˆ

B′
∂yj H(z′, y)[q(z′)]G(z′, x)ei · en dz′

−
ˆ

B
∂yj (σ − σ0)(z)∇zH(z, y)) · ∂zi ∇zG(z, x) dz

+

ˆ

B
∂yj H(z, y) ∂zi(q(z)G(z, x)) dz.

(5.21)

The first and second integrals on the right-hand side of (5.21) can be easily bounded.
As for the fifth and sixth integrals, they are dominated by

∣∣∣
ˆ

B
∂yj (σ−σ0)(z) ∇zH(z, y) ∂zi ∇zG(z, x) dz

∣∣∣ ≤ C

ˆ

B
♣z−y♣1−n♣z−x♣−n ≤ C♣x−y♣1−n.
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Since ♣x− y♣2 = ♣xn + r♣2 + ♣x′♣2 ≥ r2, we can derive

∣∣∣
ˆ

B
∂yj (σ − σ0)(z) ∇zH(z, y) ∂zi ∇zG(z, x) dz

∣∣∣ ≤ C r1−n.

Notice that when (i, j) ̸= (n, n), the third and fourth integrals are equal to zero.
Therefore, we have

♣ ∂yj ∂yi R̃(x, y)♣ ≤ C♣x− y♣1−n.

When i = j = n, we have

∣∣∣
ˆ

B′
[(σ − σ0)(z′)] ∂yj ∇zH(z′, y) · ∇zG(z, x)ei · en dz′

+

ˆ

B′
∂yj H(z′, y)[q(z)]G(z′, x)ei · en dz′

∣∣∣

≤ C

ˆ

B′
♣z′♣ · 1

♣z′ − y♣n · 1

♣z′ − x♣n−1
dz ≤ C♣x− y♣2−n.

Thus, we conclude that

♣ ∂2
yn
R̃(x, y)♣ ≤ C♣x− y♣1−n.

5.3 Quantitative estimates of unique continuation

In this subsection, we define the singular solutions, and we establish suitable quanti-
tative estimates of unique continuation. Define the following sets:

Wk =
k⋃

m=0

Dm,

U0 = Ω, Uk = Ω0 \ Wk for k = 1, . . . , N.

For y, z ∈ Wk, define the singular solution

Sk(y, z) =

ˆ

Uk

(σ(1) − σ(2))(x)∇xG1(x, y) · ∇xG2(x, z) dx

+

ˆ

Uk

(q(2) − q(1))(x)G1(x, y)G2(x, z) dx,

(5.22)

whereGj are the weak solutions to (5.13). Moreover, for i, j = 1, . . . , n, the following
partial derivatives are well defined:

∂yi ∂zj Sk(y, z) =

ˆ

Uk

(σ(1) − σ(2))(x) ∂yi ∇xG1(x, y) · ∂zj ∇xG2(x, z) dx

+

ˆ

Uk

(q(2) − q(1))(x) ∂yi G1(x, y) ∂zj G2(x, z) dx, (5.23)
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and

∂2
yiyj

∂2
zizj

Sk(y, z) =

ˆ

Uk

(σ(1) − σ(2))(x) ∂2
yiyj

∇xG1(x, y) · ∂2
zizj

∇xG2(x, z) dx

+

ˆ

Uk

(q(2) − q(1))(x) ∂2
yiyj

G1(x, y) ∂2
zizj

G2(x, z) dx.

(5.24)

For any y, z ∈ Wk, by adapting the argument of Proposition 3.2.4, it can be shown
that Sk(·, z) and Sk(y, ·) belong to H1

loc(Wk) and are weak solutions, respectively, to
the following equations:

divy(σ(1)∇ySk(·, z)) + q(1) Sk(·, z) = 0 in Wk,

divz(σ(2)∇zSk(y, ·)) + q(2) Sk(y, ·) = 0 in Wk.

Recall the definition of E as

E := max¶∥γ(1) − γ(2)∥L∞(Ω), ∥q(1) − q(2)∥L∞(Ω)♢. (5.25)

Notice that by Proposition 5.2.1, for any y, z ∈ Wk, the inequality

♣Sk(y, z)♣ ≤ C E (dist(y,Uk) dist(z,Uk))1−n/2 (5.26)

holds, where C is a positive constant that depends on Ā and the a-priori data.
The following Proposition then introduces the quantitative estimates of unique

continuation for the singular integrals.

Proposition 5.3.1. Suppose that for some positive ε0 we have

♣Sk(y, z)♣ ≤ ε0 for every (y, z) ∈ D0 ×D0. (5.27)

Then there exist constants r̄ > 0 and C > 0 that depend only on the a-priori data such
that the following inequalities hold true for every r ∈ (0, r̄/8):

♣Sk (yk+1, yk+1))♣ ≤ C5r
−2γ̃

(
ε0

ε0 + E

)τ2
r β2N1

(ε0 + E), (5.28)

∣∣∣∂yj∂ziSk (yk+1, yk+1)
∣∣∣ ≤ C6r

−2γ̃−2
(

ε0

ε0 + E

)τ2
r β2N1

(ε0 + E), (5.29)

♣ ∂2
yiyj

∂2
zizj

Sk(yk+1, yk+1)♣ ≤ C7r
−2γ̃−4

(
ε0

ε0 + E

)τ2
r β2N1

(ε0 + E), (5.30)

for any i, j = 1, . . . , n, yk+1 = Pk+1 − rν(Pk+1), where ν(Pk+1) is the exterior unit
normal to ∂Dk at the point Pk+1, γ̃ = n

2 − 1, 0 < β < 1, N1 ∈ N and, for r1 = r̄/8,

τr = ln

(
12r1 − 2r

12r1 − 3r

)
/ ln

(
6r1 − r

2r1

)
. (5.31)

Remark 5.3.2. Notice that since

τr

r
≥ 1

12r1 ln 3
, (5.32)
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we can replace τr with r in Proposition 5.3.1.

To prove Proposition 5.3.1, we apply a result of propagation of smallness for
elliptic PDEs with piecewise Lipschitz coefficients.

First, we recall the three sphere inequality in terms of L∞ norms derived in
Chapter 2.

Lemma 5.3.3. Let u ∈ H1(Br̄) be a weak solution of

div(σ∇u) + q u = 0 in Br̄,

with Br̄ ⊂ (Ω)r0/3, r̄ > 0. We assume that σ, q satisfy the a priori assumptions. Then,
for any 0 < r1 < r2 < r3 ≤ r̄, the following inequality holds:

∥u∥L∞(Br2 ) ≤ C∞∥u∥β
L∞(Br1 )∥u∥1−β

L∞(Br3 ), (5.33)

where β = ln
( 2r3

r2 + r3

)
/ ln

(r3

r1

)
, β ∈ (0, 1) and C∞ > 1 depends on r1, r2, r3, r0, L, λ

and the bounds on σ and q.

In the following Proposition we derive a result of propagation of smallness valid
in our setting (see also [17, Lemma 4.1] and [39, Proposition 3.9]).

Proposition 5.3.4. For k = 0, . . . , N − 1 assume that there is a weak solution v ∈
H1(Wk) to

div(σ∇v) + q v = 0 in Wk. (5.34)

Suppose that for any given positive number E0 and ε0, the function v satisfies

♣v(x)♣ ≤ ε0 for any x ∈ D0, (5.35)

and
♣v(x)♣ ≤ C(E0 + ε0) dist(x)−γ̃ for any x ∈ Wk, (5.36)

with γ̃ = n/2 − 1. Let r̄ be the constant of Lemma 5.3.3. Then, for any r ∈ (0, r̄/4),
there exist constants C > 1 and N1 ∈ N such that

♣v(yk+1)♣ ≤ C(E0 + ε0)
( ε0

ε0 + E0

)τrβN1

r−γ̃ , (5.37)

where C,N1 depend on r0, L, λ, σ̄, q̄ only, yk+1 = Pk+1 − rν(Pk+1) with ν(Pk+1) the
exterior unit normal of ∂ Dk at Pk+1, 0 < β < 1, N1 ∈ N and τr as in (5.31).

Proof of Proposition 5.3.4. We begin the proof by following the lines of [60, Theorem
4.1] and [39, Proposition 3.9]. Let P0 ∈ (D0)r0/3 and let r00 > 0 be such that
Br00(P0) ⊂ (D0)r0/3. By (5.35), we have

♣v(x)♣ ≤ ε0 for any x ∈ Br00(P0).

Next, let Pk+1 ∈ Σk+1, and consider ȳk+1 = Pk+1 − 3 r1 ν(Pk+1), where ν(Pk+1) is
the exterior unit normal of ∂ Dk at Pk+1 and r1 will be chosen later. For any point
y0 ∈ Br00(P0), we can find a Jordan curve contained in Wk that connects y0 to ȳk+1.
Let us call this curve c(t) ∈ C([0, 1],Wk), with c(0) = y0 and c(1) = ȳk+1.
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Next, we define the radii r3 = r̄/2, r2 = 3 r3/4, and r1 = r3/4. This allows us to
have Br1(y0) ⊂ Br3(y0) ⊂ (D0)r0/3. Now, let us consider a partition 0 = t0 < t1 <

· · · < tN̄ = 1 of the interval [0, 1] and let us define a sequence of points c(tk) on the
Jordan curve as follows:

tk+1 = max¶t : ♣c(t) − c(tk)♣ = 2r1♢ as long as ♣ȳk+1 − c(tk)♣ > 2r1,

otherwise N̄ = k + 1, tN̄ = 1.

Notice that Br1(c(tk)) ∩ Br1(c(tk+1)) = ∅ and Br1(c(tk+1)) ⊂ Br2(c(tk)) for k =

1, . . . , N̄ − 1. Using Lemma 5.3.3, we can propagate the estimate ♣v(y0)♣ along the
Jordan curve up to a ball centered at ȳk+1 of radius r1, passing through the flat
interfaces Σm for m ∈ ¶1, . . . , k♢. This propagation leads to the following inequality:

♣v(yk+1)♣ ≤ C εβN1

0 (ε0 + E0)1−βN1
,

where 0 < β < 1, N1 ∈ N, and C > 0 depend only on the a-priori data.

Now, consider r < r1 and let yk+1 = Pk+1 − r ν(Pk+1). We can apply Lemma
5.3.3 to spheres centred at ȳk+1 with radii r1, 3r1 − r, and 3r1 − r/2. This gives us
the inequality

∥v∥L∞(B3r1−r(ȳk+1) ≤ Cr−(1−τr)γ̃
(

ε0

ε0 + E0

)τrβN1

(ε0 + E0),

where
τr = log

(
12r1 − 2r

12r1 − 3r

)
/ log

(
6r1 − r

2r

)
.

Finally, we observe that

C1r
−γ̃ ≤ r−(1−τr)γ̃ . ≤ C2r

−γ̃ .

This completes the proof.

We are ready to prove the quantitative estimates of unique continuation for the
singular solutions.

Proof of Proposition 5.3.1. First, fix z ∈ (D0)r0/3 and define v(y) = Sk(y, z). It can
be observed that v is a weak solution of the equation

div(σ(1)∇v) + q(1) v = 0 in Wk.

Furthermore, for y ∈ Wk, by (5.26) we have the estimate:

♣v(y)♣ ≤ C E [dist(y,Uk)]1−n/2.

By applying Proposition 5.3.4, with r ∈ (0, r̄/4), z ∈ (D0)r0/3, and yk+1 = Pk+1 −
r ν(Pk+1), we obtain

♣Sk(yk+1, z)♣ ≤ C r−γ̃
(

ε0

ε0 + E

)τrβN1

(ε0 + E),
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where γ̃ = n/2 − 1. We define ṽ(z) = Sk(yk+1, z) for z ∈ Wk. Then ṽ is a weak
solution of the equation

div(σ(2)∇ṽ) + q(2) ṽ = 0 in Wk.

Since for any z ∈ Wk we have

♣ṽ(z)♣ ≤ C E (r dist(z,Σk+1))1−n/2,

we obtain the bound

♣Sk(yk+1, yk+1)♣ ≤ C r−2γ̃
(

ε0

ε0 + E

)τ2
r β2N1

(ε0 + E).

Next, we derive the estimates for the partial derivatives of the integral solution. The
function Sk(y1, . . . , yn, z1, . . . , zn) is a weak solution of the equation

divy(σ(1)∇ySk(y, z))+divz(σ(2)∇zSk(y, z))+q(1)Sk(y, z)+q(2)Sk(y, z) = 0 in Dk×Dk.

By applying the Schauder interior estimates (see [2] or [125]), we obtain the
following inequalities at yk+1 = Pk+1 − 2 r ν(Pk+1):

∥ ∂yj ∂zi Sk(y, z)∥L∞(Br/2(yk+1)×Br/2(yk+1)) ≤ C

r2
∥Sk(y, z)∥L∞(Br(yk+1)×Br(yk+1)),

and

∥ ∂2
yj
∂2

zi
Sk(y, z)∥L∞(Br/4(yk+1)×Br/4(yk+1)) ≤ C

r2
∥ ∂yj ∂zi Sk(y, z)∥L∞(Br/2(yk+1)×Br/2(yk+1)).

Hence, the desired estimates for the partial derivatives of the integral solution can be
obtained from the previous steps.

5.4 The Lipschitz stability estimate

In this section we will provide the proof of the Lipschitz stability estimate. Before
proving it, we will first introduce some notation and some additional observations.

Let η > 0. We define a non-decreasing function ωη(t) on the interval (0,+∞) as
follows:

ωη(t) =





2η e−2 ♣ ln t♣−η for t ∈ (0, e−2),

e−2 for t ∈ [e−2,+∞).
(5.38)

We recall that the function tωη

(
1
t

)
is non-decreasing on [0,+∞), and for every

β ∈ (0, 1), we have the following inequalities:

ωη

(
t

β

)
≤ ♣ ln e β−1/2♣η ωη(t) and ωη(tβ) ≤

(
1

β

)η

ωη(t).

We also introduce ω(0)
η = tη for 0 < η < 1, and define the iterated composition of ω

with itself as ω(1)
η = ωη and ω(j)

η = ωη ◦ ω(j−1)
η for j = 2, 3, . . . .
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Let ui ∈ H1(Ω) for i = 1, 2 be two weak solutions to

div(σi∇ui) + qi ui = 0 in Ω,

with ui♣∂ Ω ∈ H
1/2
00 (Σ). By using the weak formulation for i = 1, 2, we obtain the

following equation:
ˆ

Ω
[(σ(1) − σ(2))(x)∇u1 · ∇u2 + (q(2) − q(1))(x)u1(x)u2(x)] dx

= ⟨σ(2)∇ū2 · ν, u1⟩ − ⟨σ(1)∇u1 · ν, u2⟩. (5.39)

By (4.49), we obtain the following inequality:

∣∣∣
ˆ

Ω
[(σ(1) − σ(2))(x)∇u1(x) · ∇u2(x) + (q(2) − q(1))(x)u1(x)u2(x)] dx

∣∣∣

≤ d(C1, C2) ∥(u1, σ
(1)∇u1 · ν)∥H ∥(ū2, σ

(2)∇ū2 · ν)∥H. (5.40)

Set

ε = d(C1, C2),

δk = ∥γ(1) − γ(2)∥L∞(Wk), δ̃k = ∥q(1) − q(2)∥L∞(Wk),

δ∗
k = max¶δk, δ̃k♢ for k = 1, . . . ,max¶K, K̃♢.

Proof of Theorem 5.1.2. Let ¶σi, qi♢ for i = 1, 2 be two sets of coefficients and let
C1, C2 be the corresponding local Cauchy data. By (5.6), the following inequality

∥σ(1) − σ(2)∥L∞(Ω) ≤ Cd(C1, C2)

is equivalent to
∥γ(1) − γ(2)∥L∞(Ω) ≤ Cd(C1, C2),

where C > 1 is a constant that depends on the a-priori data.

For K ∈ ¶1, . . . , N♢, let DK be the subdomain of the known partition of Ω such
that

∥γ(1) − γ(2)∥L∞(Ω) = ∥γ(1)
K − γ

(2)
K ∥L∞(DK).

Similarly, for K̃ ∈ ¶1, . . . , N♢, let DK̃ be such that

∥q(1) − q(2)∥L∞(Ω) = ∥q(1)

K̃
− q

(2)

K̃
∥L∞(DK̃).

Our goal is to prove that

∥q(1)

K̃
− q

(2)

K̃
∥L∞(DK̃) + ∥γ(1)

K − γ
(2)
K ∥L∞(DK) ≤ Cd(C1, C2).

Let Ω0 be the augmented domain and let σi and qi for i = 1, 2 be the extended
coefficient on D0, with σi♣D0 = Idn and qi = 1. Let D0, D1, . . . , DK be the chain of
contiguous domains such that Σm = ∂ Dm ∩ ∂ Dm+1 and Σ1 = ∂ D0 ∩ ∂ D1.

Let ¶x1, . . . , xn♢ be a coordinate system with origin at Pk. Let Σk be the flat



5.4. The Lipschitz stability estimate 129

interface contained in the tangential hyperplane of ∂ D1 ∩Br0/4 at Pk. For any scalar
function f , we denote with DT f(x) the (n− 1) dimensional vector of the tangential
partial derivatives of f at x on Σk, and with ∂ν f(x) the normal partial derivative of
f at x. The function (γ

(1)
k − γ

(2)
k ) can be bounded from above in Dk in terms of the

quantities

∥γ(1)
k − γ

(2)
k ∥L∞(Σk∩Br0/4(Pk)) and ♣∂ν(γ

(1)
k − γ

(2)
k )(Pk)♣. (5.41)

Indeed, set

Ak +Bk · x = (γ
(1)
k − γ

(2)
k )(x) for Ak ∈ R, Bk ∈ R

n, and x ∈ Dk.

Fix an orthonormal basis ¶ej♢n−1
j=1 of Σk and let ν = en be the direction of the normal

of ∂ D1. One can evaluate (γ
(1)
k −γ

(2)
k ) at the points Pk and Pk + r0

6 ej for j = 1, . . . , n

and derive

♣Ak +Bk · Pk♣ +
r0

6

n−1∑

j=1

♣(Bk)j ♣ ≤ C∥γ(1)
k − γ

(2)
k ∥L∞(Σk∩Br0/4(Pk)),

and
♣Bk · en♣ = ♣ ∂ν(γ

(1)
k − γ

(2)
k )(Pk)♣.

Hence, it turns out that

∥γ(1)
k − γ

(2)
k ∥L∞(Dk) ≤ C

(
∥γ(1)

k − γ
(2)
k ∥L∞(Σk∩Br0/4(Pk)) + ♣ ∂ν(γ

(1)
k − γ

(2)
k )(Pk)♣

)
,

for C > 0 constant that depends on the a-priori data. A similar consideration holds
for q(i)

k , i = 1, 2 and k ∈ ¶1, . . . , N♢.
Our goal is to estimate δ∗

k for any k = 1, . . . ,max¶K, K̃♢.
When k = 1, we obtain the following Hölder estimates at the boundary:

δ1 ≤ C(E + ε)
( ε

ε+ E

)η1

, (5.42)

δ̃1 ≤ C(E + ε)
( ε

ε+ E

)η̃1

, (5.43)

with 0 < η1, η̃1 < 1 that depend on θ1, θ2, θ3 and C are positive constants that depend
on the a-priori data only.

Our approach involves estimating the L2 norm of (γ(1) − γ(2)) on Ω, denoted as
δ1, using δ∗

1 . We then proceed to estimate the L2 norm of (q(2) − q(1)) on Ω, denoted
as δ̃1, in terms of δ1.

Stability at the boundary for σ.

Consider the coordinate system with origin at P1 and let ¶x1, . . . , xn♢ be the
coordinates. For any y, z ∈ D0, we have the following identities:
ˆ

Σ
[σ(2)(x)∇xG2(x, z) · ν G1(x, y) − σ(1)(x)∇xG1(x, y) · ν G2(x, z)] dS(x) =

=

ˆ

Ω
[(σ(1) − σ(2))(x)∇xG1(x, y) · ∇xG2(x, z)+

+ (q(2) − q(1))(x)G1(x, y)G2(x, z)] dx,

(5.44)
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and
ˆ

Σ
[σ(2)(x)∇x ∂zn G2(x, z) · ν ∂yn G1(x, y) − σ(1)(x)∇x ∂yn G1(x, y) · ν ∂zn G2(x, z)] dS(x) =

=

ˆ

Ω
[(σ(1) − σ(2))(x)∇x ∂yn G1(x, y) · ∇x ∂zn G2(x, z)+

+ (q(2) − q(1))(x) ∂yn G1(x, y) ∂zn G2(x, z)] dx,

(5.45)

Using (5.40) and (5.44), we can derive the following inequality:

∣∣∣
ˆ

Σ
[σ(2)∇xG2(x, z) · ν G1(x, y) − σ(1)∇xG1(x, y) · ν G2(x, z)] dS(x)

∣∣∣

≤ Cε (dist(y)dist(z))1−n/2,

(5.46)

where dist(y) denotes the distance between y and Ω. We can also express the norm
∥γ(1)

1 − γ
(2)
1 ∥L∞(D1) in terms of the quantities

∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ1∩Br0/4(P1)) and ♣∂ν(γ

(1)
1 − γ

(2)
1 )(P1)♣.

Let ρ = r0/4, and let r ∈ (0, r̄/8). Set w = P1 + r ν(P1), where ν(P1) is the exterior
unit normal of ∂ D1 at P1. Consider

S0(w,w) = I1(w) + I2(w), (5.47)

where

I1(w) =

ˆ

Bρ(P1)∩D1

(γ
(1)
1 − γ

(2)
1 )(x)A(x) ∇xG1(x,w) · ∇xG2(x,w) dx

+

ˆ

Bρ(P1)∩D1

(q
(2)
1 − q

(1)
1 )(x)G1(x,w) ·G2(x,w) dx,

and

I2(w) =

ˆ

Ω\(Bρ(P1)∩D1)
(σ(1) − σ(2))(x) ∇xG1(x,w) · ∇xG2(x,w) dx

+

ˆ

Ω\(Bρ(P1)∩D1)
(q(2) − q(1))(x)G1(x,w) ·G2(x,w) dx.

The volume integrals of I2(w) can be bounded from above via Caccioppoli inequality
A.2.2:

♣I2(w)♣ ≤ CEρ2−n. (5.48)

Regarding I1(w), it is important to note that there exists a point x∗ in the closure
of Σ1 ∩Br0/4(P1) such that

(γ
(1)
1 − γ

(2)
1 )(x∗) = ∥γ(1)

1 − γ
(2)
1 ∥L∞(Σ1∩Br0/4(P1)). (5.49)
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Using (5.49), we have

I1(w) =

ˆ

Bρ(P1)∩D1

(γ
(1)
1 − γ

(2)
1 )(x∗)A(x) ∇xG1(x,w) · ∇xG2(x,w) dx+

+

ˆ

Bρ(P1)∩D1

B1 · (x− x∗)A(x) ∇xG1(x,w) · ∇xG2(x,w) dx+

+

ˆ

Bρ(P1)∩D1

(q
(2)
1 − q

(1)
1 )(x)G1(x,w) ·G2(x,w) dx.

By the asymptotic estimate (5.16), we obtain

I1(w) ≥∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ1∩Br0/4)

{ˆ

Bρ(P1)∩D1

A(x)∇xH1(x,w) · ∇xH2(x,w) dx−

−
ˆ

Bρ(P1)∩D1

♣x− w♣2(1−n)+θ1 dx−
ˆ

Bρ(P1)∩D1

♣x− w♣2(1−n+θ1) dx
}

−

− CE

ˆ

Bρ(P1)∩D1

♣x♣♣x− w♣2(1−n) dx− CE

ˆ

Bρ(P1)∩D1

♣x− w♣2(2−n) dx.

This implies that

♣I1(w)♣ ≥ C∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ1∩B r0

4
(P1))r

2−n − CEr2−n+θ1 − CEr3−n. (5.50)

By rearranging the inequalities (5.50) and (5.48) together with (5.46), we obtain

∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ1∩Br0/4(P1))r

2−n ≤ CEr3−n + CEr2−n+θ1 + Cεr2−n + CEρ2−n.

(5.51)

Multiplying (5.51) by rn−2 and taking the limit as r → 0+, we obtain

∥γ(1)
1 − γ

(2)
1 ∥L∞(Σ1∩Br0/4(P1)) ≤ Cε. (5.52)

Now, we proceed to derive an estimate for the normal partial derivative of γ(1)
1 − γ

(2)
1

at P1. Applying Taylor’s formula in a neighbourhood of the point P1, we derive

(γ
(1)
1 − γ

(2)
1 )(x) = (γ

(1)
1 − γ

(2)
1 )(P1) + (DT (γ

(1)
1 − γ

(2)
1 )(P1)) · (x− P1)′+

+ (∂ν(γ
(1)
1 − γ

(2)
1 )(P1)) · (x− P1)n.

Hence,
♣ ∂yn ∂zn S0(w,w)♣ ≥ I11 − I12 − I13 − I14 − I15 − I16,
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where

I11 =
∣∣∣
ˆ

Bρ(P1)∩D1

∂ν(γ
(1)
1 − γ

(2)
1 )(P1) · (x− P1)nA(x)∇x ∂yn G1(x,w) · ∇x ∂zn G2(x,w) dx

∣∣∣,

I12 =
∣∣∣
ˆ

Bρ(P1)∩D1

DT (γ
(1)
1 − γ

(2)
1 )(P1) · (x− P1)′A(x)∇x ∂yn G1(x,w) · ∇x ∂zn G2(x,w) dx

∣∣∣,

I13 =
∣∣∣
ˆ

Bρ(P1)∩D1

(γ
(1)
1 − γ

(2)
1 )(P1)A(x)∇x ∂yn G1(x,w) · ∇x ∂zn G2(x,w) dx

∣∣∣,

I14 =
∣∣∣
ˆ

Bρ(P1)∩D1

(q
(2)
1 − q

(1)
1 )(x) ∂yn G1(x,w) · ∂zn G2(x,w) dx

∣∣∣,

I15 =
∣∣∣
ˆ

Ω\(Bρ(P1)∩D1)
(σ(1) − σ(2))(x) ∂yn ∇xG1(x,w) · ∂zn ∇xG2(x,w) dx

∣∣∣,

I16 =
∣∣∣
ˆ

Ω\(Bρ(P1)∩D1)
(q(1) − q(2))(x) ∂yn G1(x,w) · ∂zn G2(x,w) dx

∣∣∣.

To estimate I11 from below, we add and subtract the fundamental solution. Using
(5.17), we derive

I11 ≥ C ♣ ∂ν(γ
(1)
1 − γ

(2)
1 )(P1)♣r1−n − C E r1−n+θ2 . (5.53)

To estimate the terms I12 and I13, we notice that

♣(γ(1)
1 − γ

(2)
1 )(P1)♣ + C ♣DT (γ

(1)
1 − γ

(2)
1 )(P1)♣ ≤ C ∥γ(1)

1 − γ
(2)
1 ∥L∞(Σ1∩Br0/4) ≤ C ε.

This implies that
I12, I13 ≤ C ε r.

To estimate the integral I14, we have

I14 ≤ ∥q(2)
1 − q

(1)
1 ∥L∞(D1)

ˆ

D1∩Bρ

♣ ∂yn G1(x,w)♣ ♣ ∂zn G2(x,w)♣ dx

≤ C

ˆ

D1∩Bρ

♣x− w♣2(1−n) ≤ C r2−n.

Using [21, Proposition 3.1], we can bound the integrals I15 and I16 as follows:

I15, I16 ≤ C E ρ−n.

To summarise, we have

♣ ∂ν(γ
(1)
1 − γ

(2)
1 )(P1)♣r1−n ≤ ♣ ∂yn ∂zn S0(w,w)♣ + C¶Er1−n+θ2 + εr−n♢. (5.54)

Since
♣ ∂yn ∂zn S0(w,w)♣ ≤ Cεr−n,

we can derive

♣ ∂ν(γ
(1)
1 − γ

(2)
1 )(P1)♣r1−n ≤ C¶Er1−n+θ2 + εr−n♢. (5.55)
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Multiplying (5.55) by rn−1, we obtain

♣ ∂ν(γ
(1)
1 − γ

(2)
1 )(P1)♣ ≤ C¶Erθ2 + εr−1♢.

By optimising with respect to r, we find that

♣ ∂ν(γ
(1)
1 − γ

(2)
1 )(P1)♣ ≤ C(ε+ E)

(
ε

ε+ E

) θ2
θ2+1

. (5.56)

We can set η1 =
θ2

θ2 + 1
. Hence, we conclude that

∥γ(1)
1 − γ

(2)
1 ∥L∞(D1) ≤ C(ε+ E)

(
ε

ε+ E

)η1

. (5.57)

Stability at the boundary for q

Our goal is to derive a bound for ∥q(1)
1 − q

(2)
1 ∥L∞(D1) in terms of (5.57). A suitable

bound for the norm ∥q(2)
1 − q(1)∥L∞(D1) can be obtained by the following quantities:

∥q(2)
1 − q

(1)
1 ∥L∞(Σ1∩Br0/4(P1)) and ♣ ∂ν(q

(2)
1 − q

(1)
1 )(P1)♣. (5.58)

Let us consider ρ = r0/4 and r ∈ (0, r̄/8), and set w = P1 + r ν(P1). Consider

∂yn ∂zn S0(w,w) = ∂yn ∂zn I1(w) + ∂yn ∂zn I2(w),

with w = P1 + rν(P1), as above. The term ∂yn ∂zn I2(w) can be bounded from above
as

∂yn ∂zn I2(w) ≤ C Eρ−n.

To determine a lower bound for ∂yn ∂zn I1(w), first notice that there exists a point
x̄ ∈ Σ1 ∩Br0/4(P1) such that

(q
(2)
1 − q

(1)
1 )(x̄) = ∥q(2)

1 − q
(1)
1 ∥L∞(Σ1∩Br0/4(P1)).

Using (5.16) and (5.57), it follows that

C∥q(2)
1 − q

(1)
1 ∥L∞(Σ1∩Br0/4(P1))r

2−n ≤ ♣ ∂yn ∂zn I1(w)♣ + CEr2−n+θ1 + C(ε+ E)

(
ε

ε+ E

)η1

r−n.

From (5.45), we have
♣ ∂yn ∂zn S0(w,w)♣ ≤ C ε r−n.

Hence, by combining the upper bound for I2(w) and the lower bound for I1(w), we
obtain

∥q(2)
1 − q

(1)
1 ∥L∞(Σ1∩B r0

4
(P1))r

2−n ≤ C
{
ε r−n + Er2−n+θ1 + (ε+ E)

(
ε

ε+ E

)η1

r−n + E
}
.

Multiplying by rn−2 leads to

∥q(2)
1 − q

(1)
1 ∥L∞(Σ1∩B r0

4
(P1)) ≤ C(ε+ E)

{( ε

ε+ E

)η1

r−2 + Erθ1

}
.
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By optimising with respect to r, we conclude that

∥q(2)
1 − q

(1)
1 ∥L∞(Σ1∩B r0

4
(P1)) ≤ C(E + ε)

(
ε

ε+ E

) η1θ1
θ1+2

. (5.59)

To estimate ♣ ∂ν(q
(2)
1 − q

(1)
1 )(P1)♣, consider the singular solution ∂2

yiyj
∂2

zizj
S0(w,w)

and split it as the sum of the terms

Iij
1 (w) =

ˆ

D1∩Bρ(P1)
(σ

(1)
1 − σ

(2)
1 )(x)∇x ∂

2
yiyj

G1(x,w) · ∂2
zizj

G2(x,w) dx+

+

ˆ

D1∩Bρ(P1)
(q

(2)
1 − q

(1)
1 )(x) ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx,

and

Iij
2 (w) =

ˆ

Ω\(D1∩Bρ(P1))
(σ(1) − σ(2))(x)∇x ∂

2
yiyj

G1(x,w) · ∇x ∂
2
zizj

G2(x,w) dx+

+

ˆ

Ω\(D1∩Bρ(P1))
(q(2) − q(1))(x) ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx.

Set Im(w) = ¶Iij
m(w)♢i,j=1,...,n. Denote by ♣Im(w)♣ the Euclidean norm of the matrix

Im(w). The upper bound for ♣I2(w)♣ is given by

♣I2(w)♣ ≤ CEρ−(n+2),

where C is a positive constant that depends on the a-priori data only. For the lower
bound for I1(w),

♣I1(w)♣ ≥ 1

n

n∑

i,j=1

{∣∣∣
ˆ

D1∩Bρ(P1)
(∂ν(q

(2)
1 − q

(1)
1 )(P1)) · (x− P1)n ∂

2
yiyj

G1(x,w) · ∂2
zizj

G2(x,w) dx
∣∣∣−

−
∣∣∣
ˆ

D1∩Bρ(P1)
(DT (q

(2)
1 − q

(1)
1 )(P1)) · (x− P1)′ ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx

∣∣∣−

−
∣∣∣
ˆ

D1∩Bρ(P1)
(q

(2)
1 − q

(1)
1 )(P1) ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx

∣∣∣
}

−

−
∣∣∣
ˆ

D1∩Bρ(P1)
(σ

(2)
1 − σ

(1)
1 )(x) ∂2

yiyj
∇xG1(x,w) · ∂2

zizj
∇xG2(x,w) dx

∣∣∣.

Since

♣(q(2)
1 − q

(1)
1 )(P1)♣ + C♣(DT (q

(2)
1 − q

(1)
1 )(P1))♣ ≤ C∥q(2)

1 − q
(1)
1 ∥L∞(Σ1∩B r0

4
(P1)),

by (5.59) and (5.19), one derives

♣I1(w)♣ ≥ C♣(∂ν(q
(2)
1 − q

(1)
1 )(P1))♣r1−n − C(E + ε)

(
ε

ε+ E

) η1θ1
θ1+2

r−n−

−CEr1+θ2−n − C(ε+ E)

(
ε

ε+ E

)η1

r−2−n.

(5.60)
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Since for y, z ∈ (D0)r0/3,

ˆ

Σ
[σ(2)(x)∇x ∂

2
zn
G2(x, z) · ν ∂2

yn
G1(x, y) − σ(1)(x)∇x ∂

2
yn
G1(x, y) · ν ∂2

zn
G2(x, z)] dS(x) =

=

ˆ

Ω
[(σ(1) − σ(2))(x)∇x ∂

2
yn
G1(x, y) · ∇x ∂

2
zn
G2(x, z) dx

+

ˆ

Ω
(q(2) − q(1))(x) ∂2

yn
G1(x, y) ∂2

zn
G2(x, z)] dx,

it turns out that
♣ ∂2

yn
∂2

zn
S0(w,w)♣ ≤ C ε r−2−n. (5.61)

By (5.60) and (5.61), one derives

♣(∂ν(q
(2)
1 − q

(1)
1 )(P1))♣r1−n ≤ C(E + ε)

(
ε

ε+ E

) η1θ1
θ1+2

r−n+

+C(ε+ E)

(
ε

ε+ E

)η1

r−2−n + CEr1+θ2−nCεr−1−n.

Multiply by rn−1 the last equation and optimise with respect to r leads to the estimate

♣(∂ν(q
(2)
1 − q

(1)
1 )(P1))♣ ≤ C(E + ε)

(
ε

ε+ E

)η2

,

with η2 ∈ (0, 1).

We proceed by estimating δ∗
2 . Our approach is to proceed similarly as for the first

domain. We summarise the main steps. We claim that the following inequalities hold:

δ2 ≤ C(ε+ E)ω(2)
η2

( ε

ε+ E

)
, (5.62)

δ̃2 ≤ C(ε+ E)ω
(3)
η̃2

( ε

ε+ E

)
, (5.63)

with 0 < η2, η̃2 < 1.

For any y, z ∈ D0, the following identities hold:
ˆ

Σ
[σ(2)(x)∇xG2(x, z) · ν G1(x, y) − σ(1)(x)∇xG1(x, y) · ν G2(x, z)] dS(x) =

= S1(y, z) +

ˆ

W1

[(σ(1) − σ(2))(x)∇xG1(x, y) · ∇xG2(x, z) + (q(2) − q(1))(x)G1(x, y)G2(x, z)] dx,

(5.64)

and
ˆ

Σ
[σ(2)(x)∇x ∂zn G2(x, z) · ν ∂yn G1(x, y) − σ(1)(x)∇x ∂yn G1(x, y) · ν ∂zn G2(x, z)] dS(x) =

= ∂yn ∂zn S1(y, z) +

ˆ

W1

(σ(1) − σ(2))(x)∇x ∂yn G1(x, y) · ∇x ∂zn G2(x, z) dx+

+

ˆ

W1

(q(2) − q(1))(x) ∂yn G1(x, y) ∂zn G2(x, z) dx.

(5.65)
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Let ρ = r0/4 and r ∈ (0, r̄/8), and set w = P2 + rν(P2), where ν(P2) is the exterior
unit normal of ∂ D2 at P2. Consider

S1(w,w) = I1(w) + I2(w), (5.66)

with

I1(w) =

ˆ

Bρ(P2)∩D2

(γ
(1)
2 − γ

(2)
2 )(x)A(x) ∇xG1(x,w) · ∇xG2(x,w) dx+

+

ˆ

Bρ(P2)∩D2

(q
(2)
2 − q

(1)
2 )(x)G1(x,w) ·G2(x,w) dx,

and

I2(w) =

ˆ

U1\(Bρ(P2)∩D2)
(σ(1) − σ(2))(x) ∇xG1(x,w) · ∇xG2(x,w) dx+

+

ˆ

U1\(Bρ(P2)∩D2)
(q(2) − q(1))(x)G1(x,w) ·G2(x,w) dx.

The volume integrals of I2(w) can be bounded from above via Caccioppoli inequality
(see also [21, Proposition 3.1]):

♣I2(w)♣ ≤ CEρ2−n. (5.67)

Regarding I1(w), by proceeding as for the boundary, we derive the following lower
bound:

♣I1(w)♣ ≥ C∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P2))r

2−n − CEr2−n+θ1 − CEr3−n. (5.68)

Since for every y, z ∈ (D0)r0/3,

♣S1(y, z)♣ ≤ Cr2−n
0 (ε+ δ∗

1),

by (5.28), we have

♣S1(y, z)♣ ≤ C(ε+ δ∗
1 + E)

( ε+ δ∗
1

ε+ δ∗
1 + E

)β2N1 τ2
r
r2−n. (5.69)

Rearranging the inequalities (5.68) and (5.67) together with (5.69) and (5.32), we
derive

∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P2))r

2−n ≤ C(ε+ δ∗
1 + E)

{( ε+ δ∗
1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2r2

r2−n + rθ1

}
.

(5.70)

To minimise the right-hand side of (5.70), we follow the lines of the procedure
introduced in [19, Theorem 5.3]. The function that we want to minimise is

f(r) = ζr2
r2−n + rθ1 0 < r ≤ r1,
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where

ζ =
( ε+ δ∗

1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2

.

Set

z = r2, σ =
n− 2

2
, D =

θ1

2
, z0 = r2

1,

and consider the function
ϕ(z) = zD + z−σ ζz.

We want to determine an upper bound to inf0<z≤z0 ϕ(z). We introduce the parameter
l as

z =
( 1

log 1
ζ

)l
.

We assume by now that 0 < l < 1 and by the inequality e−s < 1/s, we derive

ϕ(z) ≤
( 1

log 1
ζ

)l D
+
( 1

log 1
ζ

)1−l(σ+1)
.

Let us choose l such that l D = 1 − l(σ + 1), namely l = 2/(θ1 + n). Set

µ = min¶lD, 1 − l(σ + 1)♢ =
θ1

θ1 + n
,

then

ϕ(z) ≤ 2
( 1

log 1
ζ

)µ
= 2

( 1

log 1
ζ

) θ1
θ1+n

.

Let

r =
∣∣∣ ln

( ε+ δ∗
1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2 ∣∣∣
− 1

n+θ1 ,

then it turns out that

∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P2)) ≤ C(ε+ δ∗

1 + E)
∣∣∣ ln

( ε+ δ∗
1

ε+ δ∗
1 + E

)∣∣∣
− θ1

n+θ1 . (5.71)

By the properties of ωη, one derives

∥γ(1)
2 − γ

(2)
2 ∥L∞(Σ2∩Br0/4(P2)) ≤ C(ε+ E)ωη

( ε

ε+ E

)
, (5.72)

with 0 < η < 1 depending on θ1.

A similar estimate can be derived for ∂ν(γ
(1)
2 − γ

(2)
2 ). From Taylor’s formula, one

derives

(γ
(1)
2 − γ

(2)
2 )(x) = (γ

(1)
2 − γ

(2)
2 )(P2) + (DT (γ

(1)
2 − γ

(2)
2 )(P2)) · (x− P2)′+

+ (∂ν(γ
(1)
2 − γ

(2)
2 )(P2)) · (x− P2)n.

Hence, it follows that

♣ ∂yn ∂zn S1(w,w)♣ ≥ I21 − I22 − I23 − I24 − I25 − I26
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I21 =
∣∣∣
ˆ

Bρ(P2)∩D2

∂ν(γ
(1)
2 − γ

(2)
2 )(P2) · (x− P2)nA(x)∇x ∂yn

G1(x,w) · ∇x ∂zn
G2(x,w) dx

∣∣∣,

I22 =
∣∣∣
ˆ

Bρ(P2)∩D2

DT (γ
(1)
2 − γ

(2)
2 )(P2) · (x− P2)′A(x)∇x ∂yn

G1(x,w) · ∇x ∂zn
G2(x,w) dx

∣∣∣,

I23 =
∣∣∣
ˆ

Bρ(P2)∩D2

(γ
(1)
2 − γ

(2)
2 )(P2)A(x)∇x ∂yn

G1(x,w) · ∇x ∂zn
G2(x,w) dx

∣∣∣,

I24 =
∣∣∣
ˆ

Bρ(P2)∩D2

(q
(2)
2 − q

(1)
2 )(x) ∂yn

G1(x,w) · ∂zn
G2(x,w) dx

∣∣∣,

I25 =
∣∣∣
ˆ

U1\(Bρ(P2)∩D2)

(σ(1) − σ(2))(x) ∂yn ∇xG1(x,w) · ∂zn ∇xG2(x,w) dx
∣∣∣,

I26 =
∣∣∣
ˆ

U1\(Bρ(P2)∩D2)

(q(1) − q(2))(x) ∂yn
G1(x,w) · ∂zn

G2(x,w) dx
∣∣∣.

by (5.17), with minor calculations, we derive

♣ ∂ν(γ
(1)
2 −γ(2)

2 )(P2)♣r1−n ≤ ♣ ∂yn ∂zn S1(w,w)♣+C¶Er1−n+θ2+C(ε+E)ωη

( ε

ε+ E

)
r−n♢.

(5.73)
Since for y, z ∈ (D0)r0/3,

♣ ∂yn ∂zn S1(y, z)♣ ≤ C(ε+ δ∗
1)r−n,

then by (5.29) and (5.32),

∣∣∣∂yj∂ziS1(w,w)
∣∣∣ ≤ C(ε+ δ∗

1 + E)

(
ε+ δ∗

1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2r2

r−n. (5.74)

Hence, one derives

♣ ∂ν(γ
(1)
2 − γ

(2)
2 )(P1)♣r1−n ≤ C

{
Er1−n+θ2+(ε+ δ∗

1 + E)

(
ε+ δ∗

1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2r2

r−n+

+ (ε+ E)ωη

( ε

ε+ E

)
r−n

}
.

(5.75)

Multiplying (5.75) by rn−1 and optimising with respect to r leads to

♣ ∂ν(γ
(1)
1 − γ

(2)
1 )(P1)♣ ≤ C(ε+ E)ω(2)

η2

(
ε

ε+ E

)
, (5.76)

with 0 < η2 < 1. Hence, we conclude that

δ2 ≤ C(ε+ E)ω(2)
η2

(
ε

ε+ E

)
. (5.77)

Now, let us derive a bound for δ∗
2. Notice that the norm ∥q(2)

2 − q
(1)
2 ∥L∞(D2) can be

evaluated in terms of the following quantities:

∥q(2)
2 − q

(1)
2 ∥L∞(Σ2∩Br0/4(P2)) and ♣ ∂ν(q

(2)
2 − q

(1)
2 )(P2)♣. (5.78)
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Let ρ, r, w be as above. Consider

∂yn ∂zn S1(w,w) = ∂yn ∂zn I1(w) + ∂yn ∂zn I2(w).

We determine a lower bound for ∂yn ∂zn I1(w) in terms of ∥q(2)
2 −q(1)

2 ∥L∞(Σ2∩Br0/4(P2)).
By the asymptotic estimate (5.17) and (5.77), one derives

♣ ∂yn
∂zn

I1(w)♣ ≥ ∥q(2)
2 − q

(1)
2 ∥L∞(Σ2∩Br0/4(P2))

{ˆ

Bρ(P2)∩D2

∂yn
H1(x,w) ∂zn

H2(x,w) dx−

−
ˆ

Bρ(P2)∩D2

♣x− w♣2(1−n)+θ3 dx−
ˆ

Bρ(P2)∩D2

♣x− w♣2(1−n+θ3) dx
}

−

− CE

ˆ

Bρ(P2)∩D2

♣x♣♣x− w♣2(1−n) dx− C(ε+ E)ω(2)
( ε

ε+ E

) ˆ

Bρ(P2)∩D2

♣x− w♣−n dx.

It turns out that

C∥q(2)
2 − q

(1)
2 ∥L∞(Σ2∩Br0/4(P2))r

2−n ≤ ♣ ∂yn ∂zn I1(w)♣ + CEr2−n+θ3 + C(ε+ E)ω(2)
η2

(
ε

ε+ E

)
r−n.

By (5.74), due to the fact that

♣ ∂yn ∂zn I1(w)♣ ≤ ♣ ∂yn ∂zn S1(w,w)♣ + ♣ ∂yn ∂zn I2(w)♣,

by the upper bound for I2(w), (5.29) and (5.32) we derive

∥q(2)
2 − q

(1)
2 ∥L∞(Σ2∩Br0/4(P2))r

2−n ≤ C
{

(ε+ δ∗
1 + E)

(
ε+ δ∗

1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2r2

r−n+

+ Er2−n+θ1 + (ε+ E)ω(2)
η2

(
ε

ε+ E

)
r−n

}
.

Multiply by rn−2 to obtain

∥q(2)
2 − q

(1)
2 ∥L∞(Σ2∩B r0

4
(P2)) ≤ C

{
(ε+ δ∗

1 + E)

(
ε+ δ∗

1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2r2

r−2+

+ Erθ1 + (ε+ E)ω(2)
η2

(
ε

ε+ E

)
r−2

}
.

By optimising with respect to r, one concludes that

∥q(2)
2 − q

(1)
2 ∥L∞(Σ2∩B r0

4
(P2)) ≤ C(ε+ E)ω

(3)
η̄2

(
ε

ε+ E

)
, (5.79)

with 0 < η̄2 < 1 that depends on θ1, θ2, θ3.

To estimate ♣ ∂ν(q
(2)
2 −q(1)

2 )(P2)♣, consider the singular solution ∂2
yiyj

∂2
zizj

S1(w,w)

and split it as the sum of the terms

Iij
1 (w) =

ˆ

D2∩Bρ(P2)
(σ

(2)
2 − σ

(1)
2 )(x)∇x ∂

2
yiyj

G1(x,w) · ∇x ∂
2
zizj

G2(x,w) dx+

+

ˆ

D2∩Bρ(P2)
(q

(2)
2 − q

(1)
2 )(x) ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx,
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and

Iij
2 (w) =

ˆ

U1\(D2∩Bρ(P2))
(σ(1) − σ(2))(x)∇x ∂

2
yiyj

G1(x, yr) · ∇x ∂
2
zizj

G2(x, yr) dx+

+

ˆ

U1\(D2∩Bρ(P2))
(q(2) − q(1))(x) ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx.

Set Im(w) = ¶Iij
m(w)♢i,j=1,...,n for m = 1, 2. Denote by ♣Im(w)♣ the Euclidean norm

of the matrix Im(w). The upper bound for ♣I2(w)♣ is given by

♣I2(w)♣ ≤ CEρ−(n+2),

where C is a positive constant that depends on the a-priori data only. For the lower
bound for I1(w),

♣I1(w)♣ ≥ 1

n

n∑

i,j=1

{∣∣∣
ˆ

D2∩Bρ(P2)
(∂ν(q

(2)
2 − q

(1)
2 )(P2)) · (x− P2)n ∂

2
yiyj

G1(x,w) · ∂2
zizj

G2(x,w) dx
∣∣∣−

−
∣∣∣
ˆ

D2∩Bρ(P2)
(DT (q

(2)
2 − q

(1)
2 )(P2)) · (x− P2)′ ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx

∣∣∣−

−
∣∣∣
ˆ

D2∩Bρ(P2)
(q

(2)
2 − q

(1)
2 )(P2) ∂2

yiyj
G1(x,w) · ∂2

zizj
G2(x,w) dx

∣∣∣
}

−

−
∣∣∣
ˆ

D2∩Bρ(P2)
(σ(1) − σ(2))(x) ∂2

yiyj
∇xG1(x,w) · ∂2

zizj
∇xG2(x,w) dx

∣∣∣.

Since

♣(q(2)
2 − q

(1)
2 )(P2)♣ + C♣(DT (q

(2)
2 − q

(1)
2 )(P2))♣ ≤ C∥q(2)

2 − q
(1)
2 ∥L∞(Σ2∩Br0/4(P2)),

by (5.79) and (5.19), one derives

♣I1(w)♣ ≥ C♣(∂ν(q
(2)
2 − q

(1)
2 )(P2))♣r1−n − C(ε+ E)ω

(3)
η̄2

(
ε

ε+ E

)
r−n−

−CEr1+θ2−n − C(E + ε)ω(2)
η2

( ε

ε+ E

)
r−2−n.

(5.80)

Since for y, z ∈ (D0)r0/3,

ˆ

Σ
[σ(2)(x)∇x ∂

2
zn
G2(x, z) · ν ∂2

yn
G1(x, y) − σ(1)(x)∇x ∂

2
yn
G1(x, y) · ν ∂2

zn
G2(x, z)] dS(x) =

= ∂2
yn
∂2

zn
S1(y, z) +

ˆ

W1

(σ(1) − σ(2))(x)∇x ∂
2
yn
G1(x, y) · ∇x ∂

2
zn
G2(x, z) dx+

+

ˆ

W1

(q(2) − q(1))(x) ∂2
yn
G1(x, y) ∂2

zn
G2(x, z) dx,

by (5.30) and (5.32), it turns out that

♣ ∂2
yn
∂2

zn
S1(yr, yr)♣ ≤ C

(
ε+ δ∗

1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2r2

(ε+ δ∗
1 + E)r−2−n. (5.81)
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Collecting together (5.80) and (5.81), one derives

♣(∂ν(q
(2)
1 − q

(1)
1 )(P1))♣r1−n ≤ C(ε+ E)ω(2)

η2

(
ε

ε+ E

)
r−2−n + CEr1+θ2−n+

+ C

(
ε+ δ∗

1

ε+ δ∗
1 + E

)β2N1 (12r1 ln 3)−2r2

(ε+ δ∗
1 + E)r−2−n.

Multiply by rn−1 the last equation and optimise with respect to r leads to the estimate

♣(∂ν(q
(2)
1 − q

(1)
1 )(P1))♣ ≤ C(E + ε)ω

(3)
η̃2

(
ε

ε+ E

)
, (5.82)

with 0 < η̃2 < 1 that depends on θ1, θ2.

For the general case, consider the following identities:
ˆ

Σ
[σ(2)(x)∇xG2(x, z) · ν G1(x, y) − σ(1)(x)∇xG1(x, y) · ν G2(x, z)] dS(x) =

=

ˆ

Wk−1

(σ(1) − σ(2))(x)∇xG1(x, y) · ∇xG2(x, z) dx

+

ˆ

Wk−1

(q(2) − q(1))(x)G1(x, y)G2(x, z) dx+ Sk−1(y, z),

(5.83)

ˆ

Σ
σ(2)(x)∇x ∂zn G2(x, z) · ν ∂yn G1(x, y) − σ(1)(x)∇x ∂yn G1(x, y) · ν ∂zn G2(x, z)] dS(x) =

=

ˆ

Wk−1

[(σ(1) − σ(2))(x)∇x ∂yn G1(x, y) · ∇x ∂zn G2(x, z) dx

+

ˆ

Wk−1

(q(2) − q(1))(x) ∂yn G1(x, y) ∂zn G2(x, z) dx+ ∂yn ∂zn Sk−1(y, z),

(5.84)

and
ˆ

Σ
[σ(2)(x)∇x ∂

2
zn
G2(x, z) · ν ∂2

yn
G1(x, y) − σ(1)(x)∇x ∂

2
yn
G1(x, y) · ν ∂2

zn
G2(x, z)] dS(x) =

=

ˆ

Wk−1

(σ(1) − σ(2))(x)∇x ∂
2
yn
G1(x, y) · ∇x ∂

2
zn
G2(x, z) dx

+

ˆ

Wk−1

(q(2) − q(1))(x) ∂2
yn
G1(x, y) ∂2

zn
G2(x, z) dx+ ∂2

yn
∂2

zn
Sk−1(y, z).

(5.85)

To estimate the norms

∥γ(1) − γ(2)∥L∞(Dk) and ∥q(1) − q(2)∥L∞(Dk)

one can follow the procedure in Step k = 2. Consider ρ = r0/4, r ∈ (0, r̄/8) and set
w = Pk + rν(Pk), then we split the integral solutions Sk−1(w,w), ∂yn ∂zn Sk−1(w,w)

and ∂2
yn
∂2

zn
Sk−1(w,w) into the sum of two integrals over the domains Bρ(Pk) ∩Dk

and Uk−1 \ (Bρ(Pk) ∩Dk). We can determine a lower bound for the integral on the
smallest domain and an upper bound for the integral on the largest domain using
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the estimates of Proposition 5.3.1. This leads to the inequality

∥γ(1) − γ(2)∥L∞(Dk) ≤ C(ε+ E)ω(3k−4)
ηk

( ε

ε+ E

)
, (5.86)

and then, by applying (5.86), we have

∥q(1) − q(2)∥L∞(Dk) ≤ C(ε+ E)ω
(3(k−1))
η̃k

( ε

ε+ E

)
, (5.87)

where 0 < ηk, η̃k < 1 are constants that depend only on the a-priori data.
Let K̄ = max¶K, K̃♢. Since E = δ∗

K̄
, we can derive the inequality

E ≤ C(ε+ E)ω
(3(K̄−1))
η̃K̄

(
ε

ε+ E

)
.

If E ≥ e2ε (otherwise, the statement holds), it follows that

1 ≤ Cω
(3(K̄−1))
η̃K̄

(
ε

E

)
. (5.88)

Taking the inverse of ω(3(K̄−1))
η̃K̄

and applying it to (5.88), we can conclude that

E ≤ C1 ε,

where C1 is a positive constant that depends only on the a-priori data. This completes
the proof of Theorem 5.1.2.
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APPENDIXA

Miscellanea

A.1 Spaces of functions

A.1.1 Hölder spaces

Let Ω ⊂ R
n be a bounded domain. We say that a function u : Ω → R is α-Hölder

continuous with α ∈ (0, 1] on Ω if

♣u♣α,Ω = sup
{ ♣u(x) − u(y)♣

♣x− y♣α : x, y ∈ Ω, x ̸= y
}
< +∞.

We say that u is a Lipschitz continuous function if α = 1. The space of α-Hölder
functions is defined as the set

C0,α(Ω) = ¶u : Ω → R : ♣u♣α,Ω < +∞♢.

The number α is called the Hölder exponent of the space C0,α. Equipped with the
norm

∥u∥α,Ω = ∥u∥L∞(Ω) + ♣u♣α,Ω,

the space C0,α(Ω) is a Banach space. For k ∈ N, α ∈ (0, 1], define the (k, α) Hölder
space as the set

Ck,α(Ω) = ¶u ∈ Ck(Ω) :
∑

♣α♣=k

♣Dγu♣γ,Ω < +∞♢.

145
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It is a Banach space with norm

∥u∥k,α,Ω =
∑

♣γ♣<k

∥Dγu∥L∞(Ω) +
∑

♣γ♣=k

♣Dγu♣α,Ω.

Theorem A.1.1. i) The immersion Ck,γ(Ω) ⊂ Ck(Ω) is continuous and compact
for γ ∈ (0, 1].

ii) The immersion Ck,γ(Ω) ⊂ Ck,β(Ω) is continuous and compact for any 0 < β ≤
γ ≤ 1.

A.1.2 Sobolev spaces

Let Ω ⊂ R
n be a bounded domain.

Definition A.1.1. For 1 ≤ p ≤ ∞, m a positive integer, we define the space Wm,p(Ω)

as follows:

Wm,p(Ω) = ¶u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) for all multi-indices ♣α♣ ≤ m♢.

The space Wm,p(Ω) is equipped with the norm:

∥u∥W m,p(Ω) =
[ ∑

♣α♣≤m

∥Dαu∥p
Lp(Ω)

]1/p
, for 1 ≤ p < ∞,

∥u∥W m,∞(Ω) =
∑

♣α♣≤m

∥Dαu∥L∞(Ω).

The Sobolev space Wm,p(Ω) is a Banach space for all 1 ≤ p ≤ ∞, it is separable
for ≤ p < ∞ and reflexive for 1 < p < ∞. See [1, 42] for other properties.

In the case p = 2, the fractional Sobolev space W s,2(Ω) turns out to be a Hilbert
space and it is denoted by Hs(Ω).

Let Ω ⊂ R
n be a bounded domain. We define

H1(Ω) = ¶u ∈ L2(Ω) : ∇u ∈ L2(Ω)♢.

where ∇u is in the sense of distributions. The Sobolev space H1(Ω) is a Hilbert space
with scalar product

(u, v)H1(Ω) =

ˆ

Ω
u v +

ˆ

Ω
∇u · ∇v,

and with norm

∥u∥H1(Ω) =
√

(u, u)H1(Ω) =

(ˆ

Ω
u2 +

ˆ

Ω
♣∇u♣2

)1/2

.

The Sobolev space H1
0 (Ω) is the closure of C∞

c (Ω) under the H1(Ω) norm.

Theorem A.1.2 (Trace Theorem). Let Ω in R
n be a bounded domain with Lipschitz

boundary with constants r0 and L. Let p ∈ [1,+∞), d0 be the diameter of Ω. Then
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there exists a unique bounded linear operator

T : W 1,p(Ω) → Lp(∂ Ω)

which satisfies the following conditions:

1. T(u) = u♣∂ Ω for every u ∈ C0(Ω̄) ∩W 1,p(Ω).

2. There exists a positive constant C depending only on r0, L, d0 and p such that

∥ T(u)∥Lp(∂ Ω) ≤ C∥u∥W 1,p(Ω), for any u ∈ W 1,p(Ω).

3. For every u ∈ W 1,p(Ω), ϕ ∈ C1(Ω̄,Rn),

ˆ

Ω
u div(ϕ) dx = −

ˆ

Ω
∇u · ϕ dx+

ˆ

∂ Ω
(ϕ · ν) T(u) dS.

The function T(u) is called the trace of u on ∂ Ω.

We give the following characterisation of trace spaces when p = 2.

Theorem A.1.3. Let Ω in R
n be a bounded domain with Lipschitz boundary with

constants r0 and L. Let
T : H1(Ω) → L2(∂ Ω)

be the trace operator defined in Theorem A.1.2. Then

T(H1(Ω)) = H1/2(∂ Ω).

Moreover,

1. There exists a positive constant C which depends only on r0, L and n such that

∥ T(u)∥H1/2(∂ Ω) ≤ C∥u∥H1(Ω), for all u ∈ H1(Ω).

2. There exists a bounded, linear map

R : H1/2(∂ Ω) → H1(Ω)

such that
T(R(h)) = h, for all h ∈ H1/2(∂ Ω).

In particular, by u = R(h), it turns out that

∥u∥H1(Ω) ≤ C∥h∥H1/2(∂ Ω) for all h ∈ H1/2(∂ Ω).

The trace space H1/2(∂ Ω) is the space of traces of H1(Ω) functions on ∂ Ω. It can
be canonically endowed with a scalar product induced by that of H1(Ω). The trace
space H1/2(∂ Ω) can be defined equivalently as the following quotient space

H1/2(∂ Ω) = H1(Ω)/H1
0 (Ω).
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The dual space of H1/2(∂ Ω) is denoted as H−1/2(∂ Ω) and it is the space of trace dis-
tributions acting on H1/2(∂ Ω). The following chain of inclusions holds: H1/2(∂ Ω) ⊂
L2(∂ Ω) ⊂ H−1/2(∂ Ω). For any non-empty portion Σ ⊂ ∂ Ω of ∂ Ω, we define the
trace space H1/2

co (Σ) as the subset of H1/2(∂ Ω) of trace functions whose support is
compactly contained in Σ:

H1/2
co (Σ) = ¶f ∈ H1/2(∂ Ω) : supp(f) ⊂ Σ♢.

Denote with H1/2
00 (Σ) its closure under the norm ∥ · ∥H1/2(∂ Ω). Similarly, let

H1/2
co (∂ Ω \ Σ̄) =

{
f ∈ H1/2(∂ Ω) : supp(f) ⊂ ∂ Ω \ Σ̄

}
,

and denote with H1/2
00 (∂ Ω \ Σ̄) its closure under the norm ∥ · ∥H1/2(∂ Ω).

The trace space of the form H
1/2
00 (Σ) was introduced by Jacques-Louis Lions

and Enrico Magenes. We recall their definition as presented in the Lectures by
Tataru [131]. We start with the definition of the interpolation spaces. Let E0 and
E1 be two normed spaces that are continuously embedded in a topological vector
space E . We assume that E0 + E1 is a normed space equipped with the norm
∥a∥E0+E1 = infa=a0+a1¶∥a0∥0 + ∥a1∥1♢.

For any a ∈ E0 + E1 and t > 0, we define

K(t; a) = inf
a=a0+a1

¶∥a0∥0 + t∥a1∥1♢.

For 0 < θ < 1 and p ∈ [1,+∞], we define the interpolation space

(E0, E1)θ,p =
{
a ∈ E0 + E1 : t−θK(t; a) ∈ Lp

(
R+;

dt

t

)}
, (A.1)

equipped with the norm

∥a∥(E0,E1)θ,p
= ∥t−θK(t; a)∥Lp(0,∞; dt/t).

These spaces satisfy nice embedding properties similar to Hölder spaces and interpo-
lation properties [131, Lemma 22.2, Lemma 22.3].

When E0 = H1
0 (Ω) and E1 = L2(Ω), the interpolation spaces (H1

0 (Ω), L2(Ω))θ,2

for Ω a bounded domain with a Lipschitz boundary, Lions and Magenes discovered
that for θ ̸= 1/2 we get the space H1−θ

0 (Ω), whereas for θ = 1/2 we get a new space,
denoted by H1/2

00 (Ω).

Lemma A.1.4. If u ∈ H
1/2
00 (R+) = (H1

0 (R+), L2(R+))1/2,2, then u√
x

∈ L2(R+).

Thanks to Lemma A.1.4, we can characterise the space H1/2
00 (Ω) as the space of

functions of H1/2(Ω) such that u√
d(x)

∈ L2(Ω), where d(x) = dist(x, ∂ Ω).
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A.2 Linear Elliptic Equations

Let Ω be a bounded domain of R
n with C1 boundary and let ν be the normal

derivative of ∂ Ω. Let F be a C1 vector field on Ω, then the following relation holds:
ˆ

Ω
div(F)dx =

ˆ

∂ Ω
F · νdS, (A.2)

where dS denotes the (n− 1)-dimensional surface element of ∂ Ω. Equation (A.2) is
known as the divergence theorem.

As a consequence of the divergence theorem, we are able to derive important
identities known as Green Identities. Let u, v ∈ C2(Ω̄), set F = v∇u, then we obtain
the first Green identity

ˆ

Ω
v∆u+

ˆ

Ω
∇u · ∇vdx =

ˆ

∂ Ω
v
∂ u

∂ ν
dS. (A.3)

If we interchange the role of v with u in (A.3) and then subtract, we obtain the
second Green identity,

ˆ

Ω
(v∆u− u∆v)dx =

ˆ

∂ Ω

(
v
∂ u

∂ ν
− u

∂ v

∂ ν

)
. (A.4)

Theorem A.2.1 (Poincaré inequality). Let Ω ⊂ R
n be a bounded domain. There exists

a constant C = C(♣Ω♣) > 0 such that for any u ∈ H1
0 (Ω),

∥u∥L2(Ω) ≤ C∥∇u∥L2(Ω).

Theorem A.2.2 (The Caccioppoli inequality). Let Ω be a bounded domain of Rn. Let
A ∈ L∞(Ω, Symn) be a real symmetric n× n matrix function. Suppose that there are
constants λ, λ̃ ∈ R

+ such that

λ♣ξ♣2 ≤ A(x)ξ · ξ ≤ λ̃♣ξ♣2, for a.e. x ∈ Ω, for any ξ ∈ R
n. (A.5)

Let u ∈ H1(Ω) be a weak solution of the elliptic equation

div(A(x)∇u(x)) = 0 for x ∈ Ω.

Let r ∈ (0, R) and x̄ be such that Br(x̄) ⊂⊂ BR(x̄) ⊂⊂ Ω. Then, there exists a positive
constant C = C(λ) such that

ˆ

Br(x̄)
♣∇u♣2 dx ≤ C

(R− r)2

ˆ

BR(x̄)\Br(x̄)
♣u♣2 dx. (A.6)

Proof. Let φ ∈ C1
c (Ω) be a cut-off function such that

φ ≡ 1 in Br(x̄),

0 <φ < 1 in BR(x̄) \Br(x̄),

φ ≡ 0 in Ω \BR(x̄),

♣∇φ♣ ≤ 2

R− r
in BR(x̄) \Br(x̄).

(A.7)
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We choose uφ2 as a test function, then
ˆ

BR(x̄)
A(x)∇u · ∇(uφ2) dx = 0.

By the product rule,
ˆ

BR(x̄)
A(x)∇u(x) · ∇u(x)φ2(x) dx+ 2

ˆ

BR(x̄)
A(x)u(x)∇u(x) · ∇φ(x)φ(x) dx = 0.

(A.8)
Let us estimate the two integrals in (A.8). By (A.5),

ˆ

BR(x̄)
A(x)∇u(x) · ∇u(x)φ2(x) dx ≥ λ

ˆ

BR(x̄)
♣∇u(x)♣2φ2(x) dx.

By Hölder inequality,
ˆ

BR(x̄)
A(x)u(x)∇u(x) · ∇φ(x)φ(x) dx ≤ λ̃

ˆ

BR(x̄)
u(x)∇u(x) · ∇φ(x)φ(x) dx

≤ λ̃
( ˆ

BR(x̄)
♣φ(x)∇u(x)♣2 dx

)1/2( ˆ

BR(x̄)
♣u(x)∇φ(x)♣2 dx

)1/2
.

Hence,

λ

ˆ

BR(x̄)
♣φ(x)∇u(x)♣2 dx ≤ 2λ̃

( ˆ

BR(x̄)
♣φ(x)∇u(x)♣2 dx

)1/2( ˆ

BR(x̄)
♣u(x)∇φ(x)♣2 dx

)1/2
.

(A.9)

Dividing by λ
( ˆ

BR(x̄)
♣φ(x)∇u(x)♣2 dx

)1/2
and then take the square in (A.9):

ˆ

BR(x̄)
♣φ(x)∇u(x)♣2 dx ≤

(2λ̃

λ

)2
ˆ

BR(x̄)
♣u(x)∇φ(x)♣2 dx. (A.10)

From (A.7) and (A.10), it follows that

ˆ

Br(x̄)
♣∇u♣2 dx ≤ 16λ̃2

λ2(R− r)2

ˆ

BR(x̄)\Br(x̄)
♣u♣2 dx.

A.3 Fundamental Solutions

In this section, we will derive explicit formulas for the fundamental solutions of
certain types of elliptic equations.

The fundamental solution for the Laplace operator, denoted as Γ, can be expressed
as follows:

Γ(x, y) =





− 1
2π ln ♣x− y♣ n = 2,

1
(n−2)ωn

♣x− y♣2−n n ≥ 3.

The solution is defined for x ̸= y, where x, y ∈ R
n. The following estimates for Γ can
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be established:

♣∇xΓ(x, y)♣ ≤ C♣x− y♣1−n,

♣∇x∇yΓ(x, y)♣ ≤ C♣x− y♣−n,

♣∇x∇2
yΓ(x, y)♣ ≤ C♣x− y♣−1−n,

where C is a positive constant depending on n (see [56, Section 2.2] or [66, Section
2.4]).

Consider a point x = (x′, xn) ∈ R
n and define the reflected point x∗ = (x′,−xn)

with respect to the hyperplane ¶xn = 0♢. We will now consider the elliptic equation
given by

L(u) := div((γ− + (γ+ − γ−)χ+(x))∇u(x)) = −δ(x− y), (A.11)

where χ+ = χRn
+

is the characteristic function of the upper half plane. The existence
and uniqueness of a solution to (A.11) was proved in [95] under the assumption that
γ+ and γ− are positive numbers in R, and for any ξ ∈ R

n, the following inequalities
hold: for some γ1, γ2 > 0,

γ1♣ξ♣2 ≤ (γ− + (γ+ − γ−)χ+(x))ξ · ξ ≤ γ2♣ξ♣2, for any x, ξ ∈ R
n.

By [108, Theorem 1.1], for y ∈ R
n, the unique solution Γ̃(·, y) of

L(Γ̃(x, y)) = −δ(x− y) in R
n

is:

Γ̃(x, y) =





1
(n−2)ωnγ+

[
1

rn−2 + b
Rn−2

]
yn > 0,

1
(n−2)ωnγ−

[
1

rn−2 − b
Rn−2

]
yn < 0,

(A.12)

for

b =
γ+ − γ−
γ+ + γ−

, r = ♣x− y♣,

R =
√

(x1 − y1)2 + · · · + (xn−1 − yn−1)2 + (♣xn♣ + ♣yn♣)2.

If we distinguish the cases where xn ≷ 0, the expression for Γ̃(x, y) becomes:

Γ̃(x, y) =





1
(n−2)ωnγ+

[
1

♣x−y♣n−2 + γ+−γ−
γ++γ−

1
♣x−y∗♣n−2

]
xn, yn > 0,

2
(n−2)ωn(γ++γ−)

1
♣x−y♣n−2 xn · yn < 0,

1
(n−2)ωnγ−

[
1

♣x−y♣n−2 − γ+−γ−
γ++γ−

1
♣x−y∗♣n−2

]
xn, yn < 0.

(A.13)

Next, we introduce the explicit formulation of the fundamental solution for the case
where the conductivity coefficient is anisotropic. Consider the conductivity given by

σ(x) = (γ− + (γ+ − γ−)χ+(x))A, for x ∈ R
n,

where A ∈ Symn is any real symmetric n× n positive definite matrix. We denote H
as the fundamental solution associated with the elliptic operator div(σ∇·). The weak
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formulation of H is defined as follows:
ˆ

Rn

σ(x)∇xH(x, y) · ∇φ(x) dx = φ(y) for any φ ∈ C1
c (Rn). (A.14)

Let L be a non-singular n× n matrix, and we introduce the change of coordinates

x = ϕ(ξ) = Lξ, y = Lη,
∂ x

∂ ξ
= Dϕ(x) = L.

By changing the variables in (A.14), we derive
ˆ

Rn

L−1σ(Lξ)L−T ♣ detL♣∇ξH(Lξ, Lη) · ∇φ(Lξ) dξ = φ(Lη).

Thus, the linear map ϕ gives γ− + (γ+ − γ−)χ+(ξ) = L−1σ(Lξ)L−T . If we set
ψ(ξ) = φ(Lξ), we further derive

ˆ

Rn

(γ− + (γ+ − γ−)χ+(ξ))♣ detL♣∇H(Lξ, Lη) · ∇ψ(ξ) dξ = ψ(η).

Now, we define γ(xn) as follows:

γ(xn) =




γ+ if xn > 0,

γ− if xn < 0.

To satisfy the given conditions, the linear map ϕ or the corresponding matrix L must
have the following properties:

i) A = L−1 · L−T ,

ii) (Lξ) · en = λξ · en, where λ > 0.

We can select the linear map ϕ as follows:

ϕ :Rn → R
n

ξ 7→ ϕ(ξ) := RJξ.

Here, J =
√
A−1 and R is an orthogonal matrix representing the planar rotation in

R
n, which rotates the unit vector v

∥v∥ , where v =
√
Aen, to the nth standard unit

vector en. Moreover,
R♣(π)⊥ = Id♣(π)⊥ ,

where π is the plane generated by en and v, and (π)⊥ is the orthogonal complement
of π. Moreover, (Lξ) · en = 1

∥v∥ξ · en.
As a result, the explicit form of the fundamental solution for divξ((γ− + (γ+ −

γ−)χ+(ξ))A∇ξ·) is given by:

H(ξ, η) = ♣J ♣





1
γ+ Γ(Lξ, Lη) + γ+−γ−

γ+(γ++γ−)
Γ(Lξ, (Lη)∗) if ξn, ηn > 0,

2
γ++γ− Γ(Lξ, Lη) if ξn · ηn < 0,

1
γ− Γ(Lξ, Lη) + γ−−γ+

γ−(γ++γ−)
Γ(Lξ, (Lη)∗) if ξn, ηn < 0.

(A.15)
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In this thesis, when dealing with the asymptotic estimates, we have considered the
case

H(ξ, η) =
2♣J ♣

γ+ + γ− Γ(Lξ, Lη), for ξn · ηn < 0, ξ, η ∈ R
n.
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