
 

 

 
 

UNIVERSITÀ DEGLI STUDI DI TRIESTE 
 

XXXVI CICLO DEL DOTTORATO DI RICERCA IN 
Scienze della terra, fluidodinamica e matematica. Interazioni 

e metodiche 
 

Borsa MUR/Ateneo 
 

ANALYSIS OF A MORPHODYNAMIC ANOMALY LINKED 
WITH DIVERGENT BEDFORM SYSTEMS: THE MULA DI 

MUGGIA NEARSHORE SAND BANK, NORTHERN 
ADRIATIC SEA, ITALY 

Settore scientifico-disciplinare: GEO/02 

 

DOTTORANDO 

Saverio Fracaros 

COORDINATORE  

PROF. Stefano Maset 

SUPERVISORE DI TESI 
PROF. Giorgio Fontolan 
 

 

ANNO ACCADEMICO 2022/2023 



1 
 

CONTENTS 

Abstract ...................................................................................................................................................................... 3 

1 Preface & objective ............................................................................................................................................ 4 

2 Introduction ....................................................................................................................................................... 5 

2.1 Coastal environment ......................................................................................................................................... 5 

2.2 Relative Sea Level Rise & human impact ........................................................................................................... 5 

2.3 Shoreface and wave processes .......................................................................................................................... 6 

2.4 Sediment transport dynamics............................................................................................................................ 7 

2.5 Morphology ....................................................................................................................................................... 9 

2.6 Analysis & methodologies ............................................................................................................................... 11 
2.6.1 Sedimentological mapping ..................................................................................................................... 12 
2.6.2 Sediment budget and transport computation ........................................................................................ 13 

3 Study area .........................................................................................................................................................16 

3.1 Geographical setting ....................................................................................................................................... 16 

3.2 Wind regime .................................................................................................................................................... 16 

3.3 Wave regime ................................................................................................................................................... 18 

3.4 Sea level rise .................................................................................................................................................... 19 

3.5 Extreme storm events ...................................................................................................................................... 21 

3.6 Precipitations ................................................................................................................................................... 24 

3.7 Morphological set-up ...................................................................................................................................... 24 

3.8 Historical trends .............................................................................................................................................. 26 

3.9 Coastal area management .............................................................................................................................. 28 

4 Materials and methods .....................................................................................................................................29 

4.1 Surveys and data ............................................................................................................................................. 29 
4.1.1 Bathymetric Survey................................................................................................................................. 29 
4.1.2 Aerial photogrammetry with Unmanned Aerial Vehicle ........................................................................ 31 
4.1.3 Sediment samples .................................................................................................................................. 31 

4.2 Data analysis ................................................................................................................................................... 33 
4.2.1 Digital Terrain Model (DTM) & DTM of Differences (DoD) ..................................................................... 33 

4.2.1.1 Sediment budget ................................................................................................................................ 34 
4.2.1.2 Position indexes & Residual method .................................................................................................. 35 
4.2.1.3 Landforms position evolution ............................................................................................................ 36 

4.2.2 Sedimentological maps ........................................................................................................................... 37 
4.2.3 Total mercury distribution and analysis .................................................................................................. 42 
4.2.4 Modelling ................................................................................................................................................ 42 

4.2.4.1 Storm events of 2023 ......................................................................................................................... 48 
4.2.4.2 Not-extreme events ........................................................................................................................... 51 

5 Results ..............................................................................................................................................................53 



2 
 

5.1 Geomorphology & sediment budget ............................................................................................................... 53 
5.1.1 Front of the Mula di Muggia Bank & High Intertidal Bank ..................................................................... 54 

5.1.1.1 Geomorphological set-up ................................................................................................................... 54 
5.1.1.2 Short-term geomorphological changes .............................................................................................. 61 
5.1.1.3 Sediment budget ................................................................................................................................ 70 

5.1.2 Isonzo river delta .................................................................................................................................... 71 
5.1.2.1 Geomorphological set-up ................................................................................................................... 71 
5.1.2.2 Short-term geomorphological changes .............................................................................................. 71 
5.1.2.3 Sediment budget ................................................................................................................................ 75 

5.2 Sedimentology ................................................................................................................................................. 76 
5.2.1 Dataset analysis ...................................................................................................................................... 76 
5.2.2 Distribution maps ................................................................................................................................... 78 

5.2.2.1 Mz distribution: geostatistical vs Semi-Automatic Interpolation Method ......................................... 79 
5.2.2.2 Sorting & normalized sorting ............................................................................................................. 83 
5.2.2.3 Texture................................................................................................................................................ 85 

5.3 Provenience analysis: Hg proxy (Geochemical) ............................................................................................... 86 

5.4 Modelling ........................................................................................................................................................ 90 
5.4.1 Bora multi-event: 25/02 – 03/2023 ........................................................................................................ 90 
5.4.2 Southern wind multi-event: 27/10 – 05/11/2023 .................................................................................. 94 
5.4.3 Models’ summary ................................................................................................................................. 101 

6 Discussion ....................................................................................................................................................... 108 

6.1 Methodological analysis: Geostatistical vs SAIM .......................................................................................... 108 

6.2 Morphodynamic interpretation ..................................................................................................................... 113 
6.2.1 Isonzo River delta ................................................................................................................................. 113 
6.2.2 Longshore transport pathway .............................................................................................................. 116 
6.2.3 The Deep Mula Muggia Bank ............................................................................................................... 119 
6.2.4 Front of Mula Muggia Bank & High Intertidal Bank .............................................................................. 122 

6.3 Natural dynamics vs urban planning: conflicts and perspectives .................................................................. 129 

7 Conclusions ..................................................................................................................................................... 131 

8 Bibliography .................................................................................................................................................... 134 

9 Acknowledgements ......................................................................................................................................... 151 



3 
 

Abstract 
The coastal environment is the most densely populated location on the planet, as well as one of the most 

complex because of the presence of both marine and terrestrial forcings. In particular, the small-scale 

landforms are usually rapidly changing as a result of the modification of the forcings such as waves, tides, the 

sea level rise (SLR), fluvial solid discharge and anthropic activities. An analysis of the geomorphological 

aspects, sediment budgets and characteristics, marine forcings, and their evolution over time is a basic 

requirement for coastal management. In this work, we analysed a nearshore depositional system made up of 

active and relict sand banks characterized by the presence of a fluvial sediment source of sediments 

characterized by mercury contamination, a bimodal wave regime made up of long southern and short north-

eastern waves, and divergent landforms, intrinsically related to the delicate balance of hydrodynamic 

conditions and grain-size characteristics of the sediments. This environment is situated in a coastal area with 

significant human impact, where the hardening of the shoreline has increased its vulnerability and reduced 

its ability to adapt to natural evolutionary processes. To investigate its short-term evolution and place it within 

the context of long-term trends, a multidisciplinary approach was used, incorporating topo-bathymetric, 

sedimentological, and geochemical data, along with hydrodynamic and wave motion modeling. By combining 

all the data together, processed both with standard methodologies and with algorithms developed during the 

PhD, it was possible to derive the complex evolutionary pattern of the area, in which the subcoastal dynamics 

linked to the transport of sediments along the longshore transport pathway in a westward direction combines 

with the deep dynamics linked to the relict sedimentary body, made up of landforms with opposite vergence 

compared to the longshore drift. In this context, the bimodality of wave motion has proven to be the most 

important morphodynamic agent although the presence of the sedimentary source is of fundamental 

importance for the constant recharge of sediments and the evolution of ongoing processes. Finally, using an 

approach that combines morpho-sedimentological and geochemical evidence with the modeling of 

meteorological and marine forces allowed for cross-validation of the results. This provided a robust 

morpho-evolutionary foundation, which is also valuable for managing an area with significant tourist activity. 
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1 Preface & objective 
The study of coastal environments is becoming increasingly relevant especially in the global context of sea 

level rise. Rapid process-driven morphological and sedimentological changes, high anthropic pressure and an 

intricate network of habitats due to the rapid transition between the terrestrial and marine environments are 

concentrated on the narrow coastal zone. The vulnerability of such a delicate environment has recently been 

exacerbated by the threat of human-induced sea level rise, putting both economic and ecological value at 

serious risk. Furthermore, the rigidity established by human infrastructures and the deplection of fluvial solid 

discharge caused by dams and dredging have further reduced its resilience. The study and understanding of 

coastal dynamics are therefore of fundamental importance for predicting future evolution at different time 

scales, providing a knowledge base from which to then develop the most appropriate adaptation strategies. 

In this work the Mula di Muggia sand bank (hereinafter MMB) is studied, a nearshore depositional system 

made up of active and relict sand banks that extends up to 2 km seawards from the touristic beaches of Grado 

(Northern Adriatic Sea, Italy). While erosion and sand loss are always key issues for the tourism business, 

managing rapid morphological changes linked to large quantities of moving sediments is the challenge here. 

The morphodynamic analysis becomes even more important if, within the study area, there are both 

depositional anomalies represented by active sedimentary bodies, such as river deltas, and relict ones 

characterized by patterns of bedforms whose geometry is intrinsically related to the delicate balance of 

hydrodynamic conditions and grain-size characteristics of the sediments. The study of this complex coastal 

system, the secular evolution of depositional bodies, the current dynamics, and the morpho-sedimentary 

responses to ongoing climate change requires a broad and multidisciplinary approach. 

The objective of this PhD project was to clarify the complex morphodynamics of this area combining data of 

different source in order to furnish a basis for future accurate planning and re-evaluation of coastal 

management choices to balance environmental protection and tourist use. 
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2 Introduction 

2.1 Coastal environment 
The coastal environment represents a dynamic interface where terrestrial, marine, and atmospheric systems 

converge, giving rise to complex and diverse ecosystems that are crucial for global biodiversity and human 

well-being. Despite their ecological importance, coastal environments face numerous threats stemming from 

human activities and natural processes. Understanding the complexities of the coastal environment is 

essential for devising effective conservation and management strategies to mitigate these threats and ensure 

the long-term sustainability of coastal ecosystems. Due to its geographical, hydrographic, administrative 

characteristics and the various stakeholders present, the coasts are difficult to manage, and the different 

needs of the interested parties often compete (Longhorn, 2005), creating critical situations. Through 

interdisciplinary research and collaboration, scientists strive to unravel the intricate interactions between 

physical, biological, and socioeconomic factors shaping coastal environments, with the aim of promoting 

resilience and adaptation in the face of environmental change. 

The coast, by its nature, is a geographical area in constant morphological evolution. Among the factors that 

influence the morphological changes of a coastline we can list marine forcings, sediment supply, changes in 

sea level, subsidence, extreme storm events and human activities. Currently, erosion, drowning and increased 

vulnerability involve sedimentary bodies such as beaches, coastal dunes, barrier island systems and deltas 

(Van Rijn, 2011).  

Common anthropogenic effects that influence coastal environments are a reduction in the solid load 

transported by rivers, induced land subsidence (Galloway et al., 2016; Gatto and Carbognin, 1981; Holzer and 

Johnson, 1985; Zanchettin et al., 2021) and sea level rise (Carbognin et al., 2010; Church and White, 2011; 

FitzGerald et al., 2008; Friedrichs et al., 1990; Griggs and Reguero, 2021; Nienhuis and Lorenzo-Trueba, 2019; 

Palmer et al., 2019; Zanchettin et al., 2021).  

 

2.2 Relative Sea Level Rise & human impact 
The increase in mean sea level is among the main factors to take into consideration in the evolutionary context 

of coastal systems and adaptation to global climate change represents a current and future challenge for 

populations and ecosystems directly connected to the coastal environment (Palmer et al., 2019). Relative sea 

level rise refers to the local change of sea level (Gregory et al., 2019) under the effect of global sea level rise 

due to global warming and local effects that could reduce the global signal (e.g. the isostatic rebound) or 

exacerbate it (e.g. land subsidence). Subsidence can be driven by both natural and human processes. The 

main components of natural subsidence are tectonic and sediment compaction while human-induced 

subsidence is related to mining (Bell et al., 2001, 2000; Yavuz, 2004; Zhengfu et al., 2010), urbanization and 

fluid withdrawal (Carbognin et al., 2010; Gatto and Carbognin, 1981; Nicholls, 1995; Shen et al., 2014; 
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Stramondo et al., 2008; Tosi et al., 2010; Zanchettin et al., 2021). Hence, human-induced subsidence can 

amplify the effect of relative sea level rise thus increasing flood risk (Antonioli et al., 2017; Umgiesser et al., 

2021; Zanchettin et al., 2021), as well as the accommodation space, responsible for the submergence and 

drowning potential of littoral systems (De Falco et al., 2015; Sanders and Kumar, 1975). Venice represents one 

of the most famous examples of exacerbation of natural subsidence by groundwater withdrawal which have 

caused a human-induced exacerbation of SLR of about 10 cm compared to other coastal areas in the northern 

Adriatic Sea (Gatto and Carbognin, 1981; Zanchettin et al., 2021).  

The transgressive trend resulted from relative SLR is exacerbated by the simultaneous severe anthropogenic 

influence on sediment supply and longshore transport, as well as on coastal dynamics and subsidence 

(Anthony et al., 2014; Besset et al., 2019; FitzGerald et al., 2008; Maselli and Trincardi, 2013; McManus, 2002; 

Syvitski and Saito, 2007). Further human actions such as the construction of river dams, embankments or the 

dredging of sand and gravel on riverbeds contribute to the modification of sedimentary flows from rivers to 

the sea (Anthony, 2015; Otvos, 2018; Ritchie et al., 2018; Rubin et al., 2015). 

In shallow environments, the dynamics of sea level rise interact with tides, waves and sediment transport, 

making the response of the environment more complex (Friedrichs et al., 1990; Palmer et al., 2019). These 

complex interactions between hydrodynamics, sediment transport and morphological changes over variable 

time scales make it difficult to produce quantitative predictions of future geomorphology with certainty (Coco 

et al., 2013; French et al., 2016; Van Maanen et al., 2016). 

 

2.3 Shoreface and wave processes 
The shoreface is the surface that develops from the low-tide shoreline to the depth where wave action 

interacts with the seabed. The term shoreface, introduced by (Barrell, 1912) with a stratigraphic meaning, 

has successively been updated from a clear hydrodynamic/morphodynamic point of view (Cowell et al., 2003; 

Galloway and Hobday, 2012; Hinton and Nicholls, 2007; Niedoroda et al., 1984; Swift et al., 1985; Wright, 

1995). 

The shoreface can be separated into two zones (Anthony and Aagaard, 2020): the upper shoreface is the most 

morphologically active zone at annual timescale while in the lower shoreface the morphological changes due 

to wave motion are much smaller at annual timescale (Aagaard, 2014). These two zones are separated by the 

inner closure depth defined by (Hallermeier, 1981) with respect to the significant wave height that exceeded 

for 12 hours per year. The seaward boundary of the lower shoreface is usually defined by wave base, i.e. the 

depth where seabed and wave start to reciprocally affect. Hence, within the lower shoreface the 

morphological features are mostly wave-dominated while, beyond, current became dominant (Anthony and 

Aagaard, 2020).  
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The shallow bathymetry in the upper shoreface induce the process of wave breaking that produces important 

morphological changes at annual timescale (Aagaard, 2014; Ruggiero et al., 2016; Ruiz De Alegría-Arzaburu 

et al., 2022). During breaking, part of the energy and momentum of wave motion is converted in a turbulent 

flow, generating nearshore currents, increase in the water level (wave set-up) and sediment resuspension. 

Such energy and momentum transfer from waves to currents and seabed and consequent morphological 

dynamicity perdures throughout the surf zone.  

On the other hand, in the lower shoreface, except during storm wave conditions, the wave shoaling, the 

change in wave shape due to reduction in water depth, is the most active process (Anthony and Aagaard, 

2020). The energy flux is maintained during shoaling, with a consequent increase in energy density due to the 

progressive reduction of wave speed. The consequence of energy flux conservation is the almost 

morphodynamic stability of lower shoreface at annual timescale (Aagaard, 2014; Hallermeier, 1981).  

A consequence of shoaling and wave-speed reduction due to depth is refraction, a process in which the wave 

direction tend to parallelize with the bathymetric contours. Due to refraction, wave fronts tend to converge 

around headlands and to diverge entering bays, with a consequent increase or decrease in wave energy 

respectively. In coastal areas characterized by a complex bathymetry refraction could lead to patterns in wave 

energy that significantly influence coastal dynamics. 

 

2.4 Sediment transport dynamics 
Wave motion, jointly with tides, currents, bathymetry, type and availability of sediments drives sediments 

dynamics such as erosion, transport and deposition, which involve upper and lower shorefaces at a range of 

spatial and temporal scales, from local and event-scale to regional and longer time integrated changes 

(Anthony and Aagaard, 2020).  

In the study and management of sandy and flat coasts, a fundamental factor is the evaluation of sediment 

dynamics and budget, that becomes even more important considering the potential changes in coastal forcing 

due to the anthropogenic factors (Anthony, 2005; Pilkey and Cooper, 2014). Sediment transport is commonly 

divided into components: the alongshore transport is the sediment transport parallel to the shoreline, while 

cross-shore transport is the component normal to the shoreline itself.  

Longshore transport, the sand movement in the nearshore parallel to the shoreline (Seymour, 2005a), is 

among the most important processes in the coastal evolution and largely determines whether a shoreface is 

stable, eroding, or accumulating (Leont’yev, 2014). Occurring mainly within the surf zone, longshore sediment 

transport is a critical process affecting beach morphology and plays a major role in determining whether 

coastlines erode, accrete, or remain unchanged. It is crucial for coastal morphodynamics to incorporate a 

thorough understanding of this process. Net annual transport can range from essentially zero to large 
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quantities, estimated at one million cubic meters of sand per year for some coastal sites (Rosati et al., 2002; 

Seymour, 2005a). It is the result of seabed resuspension by waves and consequent transport by longshore 

currents, usually generated by waves and enhanced or reduced by tidal or wind-driven currents (Seymour, 

2005a). As firstly suggested by (Eaton, 1950) and subsequently explained by (Komar, 1976), the longshore 

transport is driven by waves approaching at the shoreline obliquely and, theoretically, the maximum value is 

associated with an angle of 45°.  

In addition to longshore transport, sediments can also be transported perpendicular to the shoreline, 

producing so-called cross-shore transport. A wave motion perpendicular to the beach has the ability to 

rearrange the sediment perpendicular to the shoreline while the movement of the sediments in a direction 

parallel to the shoreline is minimal. Cross-shore sediment transport can lead to major morphological changes 

even at daily timescale and is particularly associated with beach erosion (Seymour, 2005b). 

The cross-shore transport mechanics are associated with wave asymmetry approaching the beach. As 

hypothesized by (Cornish, 1898) and subsequently verified by (Bagnold, 1940), the orbital motion under 

Stokes-type waves induces a shoreward transport of coarser sediments and a corresponding seaward 

transport of finer particles. In fact, Stoke-type waves are characterized by forward motion of short duration 

but high velocity able to produce a shoreward transport of both coarse and fine sediments, and a backward 

motion slower but longer that is able to carry fine particles only, producing a seaward net transport of the 

latter (Dean, 1973; Rafati et al., 2022).  

Once the net particle transport is null, it reaches an equilibrium among fluid forces, gravity force (related to 

seabed slope) and grain-size characteristics called null-point hypothesis, concept introduced by (Cornaglia, 

1889) and subsequently modelled by (Bailard, 1981; Bowen, 1980) on the basis of (Bagnold, 1966) sediment 

transport model. Under the null-point hypothesis, the shoreward increase in wave energy due to shoaling, 

lead to an onshore coarsening gradient (Ippen and Eagleson, 1955). Moreover, (Dean, 1991) proposed the 

concept of equilibrium profile of the shoreface as a function of the grain-size distribution along the profile 

expressed by the equation: 

ℎ(𝑦) = 𝐴𝑦0.67 

where ℎ(𝑦) is the depth at distance 𝑦 from the shoreline and 𝐴 is a scale factor related to grain-size 

distribution. 

Even though null-point equilibrium and equilibrium profile are useful theoretical models to understand cross-

shore sediment dynamics, the complexity of coastal environments can’t be fully described. The equilibrium 

profile is intrinsically correlated with the temporal and spatial timescale chosen (Osborne and Simpson, 

2005). For example, at seasonal timescale, the difference between winter and summer wave climate can 
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produce significant effects on the cross-shore sediment transport and then a modification of the shoreface 

profile (Seymour, 2005b).  

Moreover, major storm event can have a significant impact on the cross-shore profile and sediment transport 

(Anthony and Aagaard, 2020; Casagrande et al., 2023; Shepard, 1950; Wright et al., 1985), often causing the 

seaward migration of nearshore sandy bars (Ruessink et al., 2003; Ruiz De Alegría-Arzaburu et al., 2022; 

Seymour, 2005b). In fact, the larger and more energetic waves exacerbate sediment transport dynamics: they 

produce stronger longshore currents capable of resuspending coarser sediments at greater depth, speeding 

up the sediment transport, with consequent significant morphological changes at short timescales. 

The erosive trend often recorded in the upper shoreface due to extreme storm events is progressively 

recovered over longer timescale by the sediment supply from the lower to the upper shoreface during not-

extreme conditions (Aagaard, 2014; Aagaard et al., 2004; Anthony and Aagaard, 2020; Guillén et al., 2024; 

Stive and de Vriend, 1995; Thom and Hall, 1991): such mechanism could be significative even in the 

adaptation to RSLR (Guillén et al., 2024).  

Extreme events and RSLR have a significant influence also on the beach, establishing a transgressive regime 

and often producing beach erosion and retreat (Bezzi et al., 2021b; Emery et al., 2019; McBride et al., 1995). 

Low-lying coastal barriers are particularly exposed to such treats (Nienhuis and Lorenzo-Trueba, 2019). In fact, 

during storm events associated with storm surges, the whole barrier can be flooded resulting in overwash, 

the landward movement of sediments due to overtopping (Casagrande et al., 2023; Nienhuis and Lorenzo-

Trueba, 2019; Pouzet and Idier, 2024). If barrier frequently face overwash, rollover process become dominant 

with consequent landward migration of the barrier itself (Davis and Fitzgerald, 2004; Lorenzo-Trueba and 

Ashton, 2014; McBride et al., 1995; Tillmann and Wunderlich, 2013). 

 

2.5 Morphology 
The complex interplay of coastal forcings, driving sediment dynamics, are able to reshape the seabed often 

creating peculiar features such as sand bars, troughs, ripples, megaripples, dunes. Among coastal features, 

the ones that are organized in rhythmic patterns are particularly interesting because of their relationship and 

feedback with specific flow conditions (Coco et al., 2022; Masselink et al., 2014). Spatial scale of coastal 

rhythmic feature ranges from centimetric (e.g. ripples), to decametric (e.g. dunes or megacusps) up to 

kilometric (e.g. rhythmic spits). Most of these bedforms represent the signature of short time scale processes.  

On a longer temporal scale, transverse finger bars are long transverse bars, i.e. sandy bars oriented normally 

or inclined to the shoreline (Shepard, 1952), found in the subtidal areas of certain beaches, developed up to 

the depth of few meters (Niedoroda and Tanner, 1970). These features are particularly stimulating to analyze 
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in the morphodynamic framing of a specific coastal area since they appear to be the signature of longer 

temporal scale processes in a way not yet entirely clear.  

Numerous elongated finger bars can be found on wide, sheltered, microtidal coasts with low to moderate 

energy wave conditions (Bruner and Smosna, 1989; Falqués et al., 2021; Garnier et al., 2012; Gelfenbaum and 

Brooks, 2003, 1997; Niedoroda, 1972; Niedoroda and Tanner, 1970). These beaches are ideal for finger bar 

formation because of their characteristics, such as gently slope, terraces and abundant sediment supply 

(Niedoroda and Tanner, 1970; Ribas and Kroon, 2007). These long-crested finger bars often stretch far beyond 

the surf zone, with their length typically being two to five times greater than their width between waves 

(Ribas and Kroon, 2007). Such bars generally vary in height from 0.2 to 2.1 m (Gelfenbaum and Brooks, 2003) 

and in a wide range of length: from tens of meters (Carter, 1978) to a kilometer (Goud and Aubrey, 1985), but 

can reach a length of 3500 m when filled by important sediment supply (Ribas and Kroon, 2007). The heights 

of the bars are typically lowest at the extremes and greater in the middle section (Gelfenbaum and Brooks, 

2003). They vary in cross-shore length between 10 and 200 m and are spaced from 10 m to 360 m (Konicki 

and Holman, 2000, 1997; Ribas and Kroon, 2007), extending up to relative deep waters (Levoy et al., 2013). 

These structures are oriented either perpendicularly or at an angle to the shoreline direction (Ribas and 

Kroon, 2007) and tend to remain relatively stationary, exhibiting very low rates of movement (Ribas and 

Kroon, 2007).  

In more energetic coasts, transverse finger bars tend to have narrower cross-shore extensions and exhibit 

higher migration rates compared to those found in more protected environments (Konicki and Holman, 2000). 

Here, finger bars may be connected to the low-tide shoreline or may be “offshore bars”, connected to a shore-

parallel inner bar (Gelfenbaum and Brooks, 2003; Konicki and Holman, 2000). Levoy et al. (2013) reported 

one of the few observations of transverse finger bars in higher tidal range environments. 

Finger bars’ orientation may be normal to the shoreline, tilted up-current (i.e. against the alongshore flow) 

or down-current (i.e. in down-flow direction): such orientation depends on the angle of wave incidence and 

the depth-integrated suspended sediment concentration (Ribas and Kroon, 2007). Furthermore, they can 

have opposite directions with respect to the littoral drift (Levoy et al., 2013). 

The rates of migration of such bars range from substantial immobility (Bruner and Smosna, 1989; Niedoroda 

and Tanner, 1970) to tens of meters per year (Gelfenbaum and Brooks, 2003; Goud and Aubrey, 1985; Levoy 

et al., 2013; Pellón et al., 2014) up to meters per day (Garnier et al., 2012; Konicki and Holman, 2000; Ribas 

et al., 2012; Ribas and Kroon, 2007).  

Transverse finger bars may be almost symmetrical or asymmetrical (Levoy et al., 2013). In case of asymmetry, 

the steeper slope is a useful indicator of the direction of bar migration (Gelfenbaum and Brooks, 2003). 
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Although the formation of transverse finger bars seems to be related to multiple factors such as the 

bathymetry, wave climate, currents and high sediment supply (Falqués et al., 2021, 2012; Levoy et al., 2013; 

Ribas et al., 2012; Ribas and Kroon, 2007), there is not a clear relationship between the marine forcings and 

their morphological characteristics (Gelfenbaum and Brooks, 2003; Levoy et al., 2013). Different mechanisms 

of finger bar formation were proposed. (Niedoroda and Tanner, 1970) supposed that wave shoaling induced 

by refraction may cause an along-crest sediment circulation that may generate and maintain transverse bars. 

Other authors suggest the implication of wave-induced longshore currents (Falqués et al., 1996, 1993) and/or 

wind-wave processes (Garnier et al., 2012; Khabidov, 2001; Pellón et al., 2014), modulating the nearshore 

wave energy and influencing the coast stability and management (Levoy et al., 2013). Models based on self-

organization mechanisms in the surf zone(Caballeria et al., 2002; Falqués et al., 2000; Ribas et al., 2003) are 

also proposed, some of these based on the instability analysis (Falqués et al., 2021; Levoy et al., 2013; Ribas 

et al., 2012, 2011) focused on the importance of a sand depocenter in the transverse bar formation. Field 

measurements showed that no single mechanism seems to explain the heterogeneous formation of bars 

observed in nature (Gelfenbaum and Brooks, 2003; Levoy et al., 2013).  

 

2.6 Analysis & methodologies 
There are various investigation methodologies that can be used to study the coastal environment, and which 

are often used together in multidisciplinary approaches in order to exploit the strengths of each, making up 

for the weaknesses that each individual method presents. Topographic and bathymetric surveys using GNSS 

and echo-sounders (Aouiche et al., 2015; Bezzi et al., 2021a; Fontolan et al., 2007; Psuty et al., 2016)(e.g. 

Allen et al., 2012; Benninghoff and Winter, 2019; Mitasova et al., 2019; Silva et al., 2019), aerial 

photogrammetry with Unmanned Aerial Vehicles (UAVs) (Casagrande et al., 2023; Gonçalves and Henriques, 

2015; Kandrot et al., 2022; Klemas, 2015; Laporte-Fauret et al., 2019) and sediment sampling (Baux et al., 

2022, 2019; Diesing et al., 2020, 2014; Khomsin et al., 2021; Lark et al., 2015) are among the mostly used 

survey techniques to study the coastal environment. 

Once collected, these data are processed to obtain multiple outputs: for example, digital elevation models 

(DEMs) are produced from topographic, bathymetric, or aerial photogrammetric data, while sedimentological 

maps are generated from sediment samples. DEMs and sedimentological maps are the basis of further 

elaborations aimed at analyzing coastal dynamics through, for example, the definition of sedimentary 

transport, the sediment budget, morphological analysis and its temporal evolution, hydrodynamic modeling 

etc. etc. 
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2.6.1 Sedimentological mapping 
In coastal environments, in particular, the characteristics and distribution of sediments is one of the most 

important elements for both scientific and applicative purposes. Sedimentological maps furnish a useful 

morphosedimentary frame in specific coastal environments (Bezzi et al., 2021a; Bianco et al., 2020; Conti et 

al., 2012; Jerosch, 2013; Kinsela et al., 2022; Park and Jang, 2014; Watson et al., 2020); it can give the 

possibility to reconstruct sediment-transport pathways (Baux et al., 2022; Conti et al., 2012; McLaren and 

Bowles, 1985; Yamashita et al., 2018) and represent a useful basis for coastal and marine engineering and for 

multidisciplinary and integrated environmental studies (Albertazzi et al., 1987; Longdill et al., 2007; Watson 

et al., 2020). 

Extensive seabed sediment mapping is critical to characterize coastal and marine ecosystems, defining the 

distribution and extent of benthic habitats (Gaida et al., 2019; McBreen et al., 2008; Meilianda et al., 2015; 

Molinaroli et al., 2014; Ware and Downie, 2020). It is also crucial to support marine archaeological discipline 

in creation of predictive maps of archaeological potential and risk (Ward and Larcombe, 2008). 

In recent years, the possibility to use indirect integrated methods by means of acoustic data (back scatter of 

acoustic signal) has offered a great opportunity to map the characteristics of sediment (Diesing et al., 2020; 

Gaida et al., 2019; Innangi et al., 2022; Khomsin et al., 2021; Watson et al., 2020), but remains substantially 

limited to the determination of the texture and not the grain size parameters. 

The sedimentological maps based on physical ground truthing data remain a fundamental issue due to:  

1. The possibility to represent the distribution of grain size parameters (Mean size, sorting, median), 

which  allow to obtain hydrodynamic details about sedimentary processes; to support evaluation of 

coastal vulnerability to erosion (Bianco et al., 2020); for a correct sediment management, involving 

the exploitation of submerged sand deposits as strategic sediment reservoirs for beach nourishment 

(Brambilla et al., 2019; Correggiari et al., 2016; Fontolan et al., 2007); as a basis for numerical 

modelling of sediment transport and morphodynamics in coast and lagoons (Petti et al., 2018; Yaiche 

Temam et al., 2024). 

2. the needs to reconstruct and digitalize maps based on old samples data, useful to compare data 

along time (Bianco et al., 2020; Sarretta et al., 2010) and evaluate environmental variation driven by 

natural or anthropogenic impact. 

Sediment sampling with mechanical methods, e.g. grab samplers, is a quest that demands a high and 

extensive effort (Park and Jang, 2014; Sielski et al., 2017): then, even if geographical information systems 

provide geostatistical algorithms that allow to generate maps rapidly (Lark et al., 2012), the sparsity of data 

obtained through sediment sampling becomes an issue for geostatistical interpolation (Jerosch, 2013). 

Generally, among geostatistical approaches, kriging-based algorithms work well in case of low data density 

(Bockelmann et al., 2017) because of the possibility to use auxiliary data in the interpolation. In fact, when 
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only a few sediment samples are available, using additional, more thoroughly sampled auxiliary data that 

shares characteristics with grain size data can enhance the accuracy of predictions. (Bockelmann et al., 2017; 

Davis, 2002; Goovaerts, 1997; Jerosch, 2013; Lark et al., 2012; Park and Jang, 2014; Zananiri and Vakalas, 

2019).  

The nature of auxiliary data can be various: the most used are acoustic (Diesing et al., 2014; Hasan et al., 

2012; Ierodiaconou et al., 2011; Sielski et al., 2017), bathymetric (Bockelmann et al., 2017; Jerosch, 2013; 

Koop et al., 2021; Lark et al., 2015; Meilianda et al., 2015; Zananiri and Vakalas, 2019) and secondarily 

geochemical (Baux et al., 2022, 2019; Li et al., 2019).  

The general, hypothetically natural, relationship between the surficial sediment distribution and bathymetry 

or morphology (Zananiri and Vakalas, 2019) can offer the possibility to improve the quality of surficial 

sediment mapping (Jerosch, 2013). Using bathymetric data and the consequent morphological evidence in 

the process for the construction of sedimentological maps was the base for the expert-based manual method 

used in the past (Zananiri and Vakalas, 2019), when geologist exercised “expert” judgment by interpreting 

these data in the context of the geological (seabed and sub-seabed) and hydrodynamic environment. This 

judgement also introduces a level of adaptability and enables the interpreter to map areas where ground-

truthing is limited, and to identify questionable, or over-represented sample points (Diesing et al., 2014). 

Even in geostatistical approaches the performance of interpolation relies to a certain degree on expert 

knowledge (Jerosch, 2013). In fact, nowadays, expert judgement is often use in the process of data analysis 

(Neder et al., 2020), parametrization, and quality assessment (Diesing et al., 2014; Lark et al., 2015).  

Moreover, the spatial scale is an important factor to take into account when both small- and large- scale 

landforms are present. To increase the performance of interpolation, a locally adaptive parametrization could 

improve the detail and the confidence of the final output (Bockelmann et al., 2017). 

 

2.6.2 Sediment budget and transport computation 
There are numerous studies that have attempted to quantify sediment transport and obtain information on 

the type of sediments transported based on different approaches, such as data-driven, sediment budget or 

modeling e.g. (Baux et al., 2022, 2019; Bhattacharya et al., 2005; Li et al., 2019; Poizot and Méar, 2010; 

Yamashita et al., 2018). However, the transport mechanism is quite complex and its description, often based 

on simplified assumptions, is often affected by errors (Bhattacharya et al., 2005; Poizot and Méar, 2010).  

Data-driven methods received an important contribution from the work of McLaren (1981) who defined 

Sediment Trend Analysis. In this method, and in the many methods derived (Baux et al., 2022, 2019; Poizot 

and Méar, 2010; Yamashita et al., 2018), the objective is to find the sediment transport vectors starting from 

the grain-size statistical parameters of surficial sediment sampled on the seabed. The spatial variation of 
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statistical parameters, such as mean-size, sorting, skewness, etc., is related to the type and direction of 

sediment transport, related to the meteorological and sediment source forcing present. In such methods, 

auxiliary data analysis such as chemical elements distribution can provide useful information in the 

assessment of sediment transport. Physical processes leading to sediment resuspension and transport also 

affect the heavy metal’s fluxes (Pavoni et al., 2023b). Since that, some studies integrated the sediment 

transport analysis based on the grain-size parameters with the distribution of chemical elements (Baux et al., 

2022, 2019; Duman et al., 2006; Li et al., 2019).  

A widespread method for determining the sedimentary flows and evolutionary trend of a coastal region is 

the sediment budget quantification. Sediment budget not only describes the sediment transport dynamics 

but also can provides information about erosion/accretion at different timescales (from daily to multi-

decadal). Several authors have used this methodology to determine sedimentary budgets (Anfuso et al., 2011; 

Aouiche et al., 2015; Giardino et al., 2018; Messaros et al., 2018; Rosati, 2005; Sabatier et al., 2006; Sarretta 

et al., 2010). A sediment budget quantifies the volumes of sediment entering and leaving the system in a 

certain time interval in a given area (or cell) (Roberts and Brooks, 2018) and the resulting erosion or accretion 

in the coastal area under consideration. This way it is possible to determine whether a system has a net 

increase or deficit of material and therefore whether it is in equilibrium or disequilibrium (Roberts and Brooks, 

2018). Sediment budget can be processed both at a local and regional scale and can be developed for short 

to long-term analyzes (Rosati, 2005). The use of a local scale, compared to the regional scale, simplifies the 

analysis: however, a regional balance is often necessary to fully understand long-term sedimentary dynamics 

(Rosati, 2005). The principle underlying the sedimentary balance is simply a condition of continuity, that is, 

conservation of volume or mass for a defined system (Roberts and Brooks, 2018). In the example of a beach, 

the continuity may be largely one-dimensional along the shore. Conversely, in wider environments, the paths 

to establishing continuity can be very complex and multidirectional. The complexity increases further when 

considering different types of sediments such as mud, sand and gravel which have a different behavior under 

the hydrodynamic conditions. Furthermore, the time horizon over which the system is observed can 

determine whether the beach is eroding, accumulating or in equilibrium (Roberts and Brooks, 2018). 

Generally, the coastal area is divided into cells whose dimensions are chosen following the aim of the study 

and the loss/gains in volume are calculated for each cell (Rosati, 2005). The objective is to evaluate at different 

time- and spatial-scale sediment gain/loss, sediment transport and source-to-sink pathways (Anfuso et al., 

2011; Aouiche et al., 2015; Patsch and Griggs, 2008; Van Rijn, 2011). 

Recently, sediment transport modeling has become quite popular (Aagaard, 2014; Amoudry and Souza, 2011; 

Aouiche et al., 2015; Chen et al., 2024; Ruggiero et al., 2016) thanks to the ever-increasing computational 

power and modeling packages (Anthony and Aagaard, 2020) and the high spatial and temporal density of 

marine and meteorological data (e.g. water level, wave and wind parameters, atmospheric pressure, water 
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and air temperature, salinity, etc. etc.). Sediment transport modeling is mainly based on the effect of waves 

and currents in the resuspension and transport of seabed sediments.  

Physically, to move the sediment deposited on the seabed, the flowing fluid must produce a shear stress on 

the seabed greater than a specific threshold. The critical bed shear stress is a key concept in sediment 

transport and morphodynamics. It refers to the minimum shear stress required to initiate movement and 

subsequent transportation of sediment particles along the bed of a body of water, such as a river, lake, or 

ocean. This threshold varies depending on factors such as grain size, density, cohesiveness, and bed’s 

roughness. Critical shear stress is proportional to grain size and density: the coarser and denser the grain, the 

greater its threshold to start moving. However, cohesiveness plays a fundamental role in sediment motion 

dynamics. In fact, finer sediment such as muds have usually greater cohesiveness, leading to a complex 

behavior under the effect of fluid flow.  

Understanding and calculating this stress is crucial for managing and predicting sediment transport in various 

environmental contexts. In the literature there are several experimental works that have tried to understand 

in detail the behavior of sediments under the effect of a fluid, some of which have focused mainly on not 

cohesive sediments (sand and gravels) e.g. (Egiazaroff, 1965; Govers, 1987; Mantz, 1977; Miller et al., 1977), 

others on mixtures of granular and cohesive sediments, such as sand and mud respectively (Jacobs, 2011; 

Kamphuis and Hall, 1983; Van Rijn, 2020, 1993). 
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3 Study area 

3.1 Geographical setting 
The study area is a coastal area of the northern Adriatic Sea. Entirely included in the municipality of Grado, it 

is boarded by the Isonzo River’s mouth to the east, the Grado Inlet to the west and the Marano and Grado 

Lagoon to the north which is connected to the study area by the Primero Inlet (Figure 1). The Primero inlet 

separates the two most significant sedimentary bodies of the study area, the Isonzo’s Delta to the east and 

the MMB to the west. At depths up to approximately -3 m, a system of longitudinal bars develops westwards 

from the Isonzo’s mouth along the entire study area, constituting the longshore littoral drift pathway, 

punctually interrupted only by the Primero Inlet (Bezzi et al., 2021a). With a drainage basin of 3452 km2, the 

Isonzo River is the main sedimentary source of the study area and at its mouth the average annual flow rate 

is 196.8 m3/s, with a monthly range between 43.1 and 665.9 m3/s (INTERREG II, 2001) and maximum values 

that can exceed 2500 m3/s during floods (RAFVG, 1986). 

 
Figure 1 Overview of the study area (Basemap: Landsat, in false-color, modified from RAFVG, 2019). 

 

3.2 Wind regime 
The predominant winds in terms of frequency in the northern Adriatic Sea are largely from the first quadrant, 

primarily from the ENE direction (Bora) (Bezzi et al., 2018; RAFVG, 2019) as shown by the wind-roses of 

Lignano and Grado (Figure 2) reported by Fontolan et al. (2017). Additionally important are wind from 
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southern sector (Sirocco) which are secondary in term of frequency, while, regarding the intensity, Sirocco is 

comparable with Bora-Levante, and wind regime is substantially bimodal.  

 
Figure 2 Wind roses of Lignano and Grado (from Fontolan et al., 2017): data relate to the anemometric stations of Lignano Darsena 
(managed by OSMER-FVG, hourly data relating to the time interval 2000-2014, coord. 13.15°E, 45.70°N) and Grado Meteo (managed 
by ISPRA, data every thirty minutes of time interval 1998-2014, coord. 13.37°E; 45.68°N). 

The anemometric data recorded in the Gulf of Trieste at the Paloma weather station (Figure 3) over the past 

two years (from July 2022 to June 2024) are consistent with historical data recorded in Grado and show a 

predominance of ENE winds both in terms of frequency and intensity (Figure 4).  

 
Figure 3 Location of the meteorological and marine forcing measurement instruments in the Gulf of Trieste. 
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Secondarily to the northeasterly winds, there are Libeccio (SW), more frequent and intense than Sirocco in 

the center of the Gulf. The maximum values recorded reach 25 m/s in the Bora sector. 

 
Figure 4 Wind rose of Gulf of Trieste: data relate to the anemometric stations of Paloma Station (managed by OSMER-FVG, hourly 
data relating to the time interval 07/2022 - 06/2024, coord. 13.57°E, 45.62°N, 10m height). 

 

3.3 Wave regime 
The Gulf of Trieste is characterized by anti-clockwise semi-diurnal tides with a mean range of 76 cm (Petti et 

al., 2019), a mean spring-tide range of 105 cm, and a mean neap tide of 22 cm (Dorigo L., 1965). Bora and 

Sirocco generate a bimodal wave regime (Figure 5a), with the mean significant wave height (Hs) less than 

0.5 m, according to data collected at the wave buoy DWRG1 (placed at the coordinates 13.24°E, 

45.56°N, -15.2 m depth) managed by the National Institute of Oceanographic and Applied Geophysics (OGS). 

Events with Hs greater than 0.5 m represent the 25.2% of the overall record, with prevailing waves from the 

SSE (10.7%) and ENE (10.5%): even if Sirocco is weaker than Bora, its fetch above 800km, one order of 

magnitude longer than the Bora’s fetch, causes its waves to record the highest Hs values of 4.4 m (RAFVG, 

2019). The OGS wave buoy DWRG3 (placed at the coordinates 13.52°E, 45.69°N, -9.7 m depth), located inside 

of the study area, recorded only 11.5% of events with Hs greater than 0.5 m, also coming from two main 

directions (Figure 5b). However, waves roses of the two buoys indicate that waves recorded at DWRG3 (Figure 

5b) are rotated clockwise with respect to DWRG1 (Figure 5a), coming from E and SSW, and deviate slightly 

from Bora and Sirocco respectively.  
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Figure 5 Wave roses of (a) DWRG1 relating to the time interval 2004-2023, and (b) DWRG3 relating to the time interval 2007-2023. 

 

3.4 Sea level rise 
Similar to most coastlines worldwide, the study area is also experiencing relative sea level rise. The historical 

series of the mean sea level recorded at the tide gauge of Trieste – Molo Sartorio (located at 13.76°E and 

45.65°N) (Figure 6a) shows how the R-SLR is a secular phenomenon with a rate in the order of +1.4 mm/y, 

although there are also annual variations of several centimetres and ten-year oscillations (orange line in the 

graph of Figure 7). In particular, the average levels recorded in 2010 (+10.6 cm) and 2014 (+8.2 cm) are 

significant when compared with the 2020-2022 average (+0.3 cm). The mean sea level refers to the Italian 

IGM42 datum. 

 
Figure 6 Location of the tidal gauges in (a) Trieste - Molo sartorio and (b) Grado. 

a b 

a b 
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Figure 7 Mean annual water level (blue line) registered at Trieste tidal gauge and decadal mean (orange line). 

Since 1991, data from the Grado tide gauge station (located at 13.38°E and 45.68°N), part of the ISPRA Venezia 

monitoring network, has been available (Figure 6b). The 32-year historical series of mean sea level (Figure 8), 

measured with respect to the tide gauge zero of Punta della Salute (ZMPS) in Venice (+23.56 cm above the 

Italian datum IGM42), indicates a progressive increase in mean sea level with a rate of +4.7 mm/y, higher 

than that recorded in Trieste in the same period (+3.1 mm/y). The Grado tide gauge, the closest to the study 

area, is located in a territory geologically similar to the study area, characterized by alluvial substrates 

hundreds of meters thick, more subject to subsidence phenomena than karst-flyschoids substrates of Trieste. 

In fact, as reported by (Areggi et al., 2023), who analyzed the subsidence using satellite differential 

interferometry (InSAR), the substrate characterized by Quaternary deposits with thicknesses of hundreds of 

meters (Tosi et al., 2010) of the Friulian-Venetian plain tends to compact generating subsidence 

around -2 mm/y in the Grado area, while Trieste is essentially stable or slightly rising due to active Dinaric 

tectonics. Values similar in Grado (-2.3 mm/y) are also represented by the InSAR data made available by the 

European Ground Motion Service (EGMS) of the European Environment Agency which used the Copernicus 

satellite data of the Sentinel 1 in the period 2015-2021 (EGMS, 2022), reported in the technical report 

(Fontolan et al., 2023b)(Figure 9). 
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Figure 8 Mean annual water level (blue line) in Grado registered by the ISPRA tidal gauge and linear trend (blue dotted line). 

 
Figure 9 Land subsidence in Grado from EMGS portal (EGMS, 2022). 

 

3.5 Extreme storm events 
The combined effects of spring tides, seiches, winds, and low atmospheric pressure can lead to a significant 

rise in sea level in the northern Adriatic, a phenomenon locally known as “acqua alta”. The parameterization 

of storm surges in the northern Adriatic is quite variable and site-dependent (Perini et al., 2020). Several 

authors have defined the minimum threshold for the significant wave height to classify a storm surge event 

as being between 1.5 m (Armaroli et al. 2007; Boccotti 1997) and 2 m (Bertotti et al., 1996). The storm surges 
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in the northern Adriatic Sea are mainly related to Sirocco and secondly to Bora due to their different fetches 

of 800 km (the whole Adriatic basin) and 20 km respectively (Lionello et al., 2012). Numerous scientific studies 

have focused on extreme storm events in the northern Adriatic due to the presence of the city of Venice and 

its significant artistic and cultural heritage (Carbognin et al., 2010; Ferrarin et al., 2022, 2021; Fontolan et al., 

2023a; Mel et al., 2023; Umgiesser et al., 2021). Fontolan et al. (2023a) created a database of the storm 

events that had an impact on the coasts of Veneto (the Italian region west of Friuli Venezia Giulia) and found 

that a total of 79 storm events between 1980 and 2022 (Figure 10), with a significant increasing trend since 

2000s, partially due to the greater amount of data available online. The majority of the events occurred in 

autumn months while only few events occurred in summer (Figure 11). 

 
Figure 10 Event per year between the 1980 and 2022 (from Fontolan et al., 2023a). 

 
Figure 11 Event per months between the 1980 and 2022 (from Fontolan et al., 2023a). 

Most of the events were caused by Sirocco and secondly by Bora (Figure 12a and b): however, since the 

greater fetch of Bora in Veneto compared to the study area, it can be assumed that Sirocco storm events are 

even more predominant. 
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Figure 12 a) Number of events and b) average wave/wind direction frequency for the 79 events identified between 1980 and 2022 
(from Fontolan et al., 2023a). 

The distribution of maximum Hs (data provided by Pomaro et al. (2017, 2018) recorded at the CNR-ISMAR 

Acqua Alta oceanographic tower, (coord. 12.508°E, 45.314°N, -16 m depth) and water level (referred to ZMPS) 

values associated to the 79 events is shown in Figure 13. 

 
Figure 13 Frequency of the (a) maximum Hs and (b) water level referred to ZMPS for the 79 events selected between 1980 and 2022 
(from Fontolan et al., 2023a). 

The major storm surges occurred in Venice in last years had distinct characteristics. Two end-members in term 

of characteristics are represented by the extreme event of 29th October 2018 called “Vaia” and the one of 

November 2019 which were particularly different: the first was characterized by an extreme storm surge 

above +150 cm limited by the out-of-phase astronomical tide (Cavaleri et al., 2019) while the second showed 

how the in-phase concomitance of even non-extreme factors can lead to an exceptional rise in sea level of 

+182°cm referred to ZMPS (Ferrarin et al., 2021). Finally, during storm events, the barrier islands of the 

Marano and Grado lagoon, few kilometers west of the study area, are frequently overwashed and breached, 

evidencing the morphological signature of such extreme events (Casagrande et al., 2023). 

 

a b 
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3.6 Precipitations 
Precipitation does not show a significant change in the last 30 years. In fact, considering the pluviometric 

stations made available by OSMER-FVG relating to the Isonzo river drainage basin, the average linear variation 

in precipitation from 1991 to 2023 is +4.1 mm/y which represents an increase of +0.02% (Table 1). 

Nonetheless, the standard deviation of annual precipitation is significant, in the order of ±20%, and annual 

precipitation can also deviate significantly from the thirty-year average: for example, in 2014, precipitation 

was +51% higher than the 1991-2023 average values (Figure 14). 

Station annual mean [mm] Linear annual rate [mm/y] Linear annual rate (percentage) 

Fossalon 1093 +7.2 +0.66% 

Faedis 1666 +0.0 +0.00% 

Gradisca 1345 -2.6 -0.20% 

Cividale 1592 +6.3 0.40% 

Capriva 1439 -7.4 -0.51% 

Musi 3422 +21.3 +0.62% 

Mean 1775 +4.1 +0.02% 

Table 1 Annual rainfall statistics recorded by the OSMER-FVG pluviometric stations relating to the Isonzo River catchment area. 

 
Figure 14 Mean normalized precipitations in the stations referred to the Isonzo River catchment: for each station, the annual 
precipitation was normalized with respect to the annual mean value. 

 

3.7 Morphological set-up 
The digital terrain model (DTM) of the study area (Figure 15) was produced for the Interreg Italy-Croatia 

ChangeWeCare (CWC) project starting from single beam echo sounder (SBES) bathymetric surveys and GNSS 

topographic ones acquired in 2019-2020. The characteristics of the surveys are available on the website of 

the project (Interreg Italy-Croatia CWC, 2021). The bathymetry of the study area (Figure 15) is characterized 

by the morphological elements of the Isonzo River delta, the Mula di Muggia Bank (MMB) and the deep part 

of MMB (D-MMB), evidenced in Figure 16. The Isonzo’s delta is much more regular and has an almost 

symmetric prodeltaic lobe, which extends from -4 m isobath, with a marked extroversion of the isobaths, 

mainly near to the mouth (B-B1 in Figure 16). The delta type is river-dominated according to the classification 
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of (Galloway 1975) due to the high sedimentary input of the river coupled with a low wave energy at the 

mouth confirmed by data from the DWRG3 buoy with respect to the DWRG1, located further west (Figure 5). 

 
Figure 15 DTM of the study area. 

The MMB, on the other hand, is more morphologically complex. In the most superficial part, within -4 m, the 

sedimentary body has a triangular shape with the base constituted by the shoreline and the greater 

outpouring coinciding with the southern vertex. According with Bezzi et al. (2021a), the MMB consists of a 

large flat low-energy backbarrier area, colonized by seagrass meadows, at the border of which extends the 

longshore littoral drift pathway consisting of a series of bars parallel to the bank boundary. The longshore 

pathway, as identified by Bezzi et al. (2021a), consists in a long and thin trail characterised by a set of sand 

bars drifting westwards from the Isonzo river’s mouth. It extends to about -4 m. In the area of the southern 

vertex there is an almost completely crescent-shaped emerged sand bank (High Intertidal Bank, hereinafter 

HIB). Beyond -4 m, the deep part of the MMB (D-MMB) forms a bathymetric anomaly together with the MMB 

(A-A1 in Figure 16). Here, three main structures can be identified: (i) a large morphological terrace consisting 

of a series of finger bars whose direction tends to rotate counterclockwise from west to east and is inclined 

about 60° to 90° with respect to the edge of the MMB; (ii) two deep bars extending towards north-east, an 

inner deep bar shoreward and a larger outer deep bar seaward beyond which the D-MMB connects with the 

Gulf of Trieste; (iii) a deep trough between the two deep bars which extends from about half the length of 

the bars towards north-east and connects with the area of the Gulf of Trieste in front of the prodelta of the 
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Isonzo. The whole sedimentary body, made up of MMB and D-MMB, is an anomaly in the regular bathymetric 

trend of the northern Adriatic Sea and the Gulf of Trieste (Gordini, Caressa, and Marocco 2003) and its marked 

extroversion of nearshore contour lines corresponds to high sediment thicknesses (up to 8 m) of likely deltaic 

origin (Brambati, 1985; Marocco, 1989) deposited during the Holocene, following the Last Glacial Maximum 

(Trobec et al., 2018). 

 
Figure 16 Geomorphological map of the coastal area (from Bezzi et al., 2021a). 

 

3.8 Historical trends 
The historical evolution of the study area is described by Bezzi et al. (2021a) and Fontolan et al. (2018). Using 

historical cartography, aerial photos and topo-bathymetric surveys, they identified two main evolutionary 

processes. First, the westward migration of the front of MMB (F-MMB) was almost steady throughout the 

time interval, with a significant rate of about 12.6 m/y (Figure 17). Moreover, from 2007, an aggradation 

process that leads to an elevation near the emersion at the top of the bank has started. 
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Figure 17 Detail of the bank migration analysed on the western F-MMB (from Bezzi et al., 2021a). 

Secondly, the Isonzo river showed to play a primary role as a sedimentary depocenter in the constructive 

processes of the study area. This letter was particularly clear when, from 1896 to 1937, a new main mouth 

branch (called Quarantia mouth) opened to the north following a flood breach (De Grassi and De Grassi, 1957) 

and became more and more important (Desio, 1922) until it was artificially closed (De Grassi and De Grassi, 

1957). This period coincided with an erosive phase of the barrier island that had lasted until the mouth was 

brought back to Sdobba, with a consequent reduction of the erosive effects on the coast. The sediment 

budget of both the Isonzo’s delta and the F-MMB showed to be positive by approximately 50-60 thousand 

cubic meters per year while the rest of the study area remained volumetrically stable or eroding, evidencing 
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a possible cannibalization especially on the edge of the MMB from -3 m depth. Finally, the sediments 

transported by the Isonzo are characterized by a high mercury content due to mining activity in the Idrija 

district, which is part of the Isonzo drainage basin (Covelli et al. 1999; Gosar, Pirc, and Bidovec 1997). The 

extraction of cinnabar (HgS) at the Idrija mine lasted for about 500 years (Covelli et al. 2006; Floreani et al. 

2023), until 1996 (Pavoni et al., 2023a). Despite the closure of mining activity, recent studies demonstrate the 

active role of Isonzo in conveying Hg into the Gulf of Trieste and that mercury flows are mainly associated 

with river floods and the resuspension of sediments by wave motion (Covelli et al., 2007; Pavoni et al., 2023b, 

2021). 

 

3.9 Coastal area management 
The vast majority of the study area is subject to high anthropogenic pressure (Bezzi et al., 2021a). The area, 

from Isonzo to Primero, has been largely utilized for agricultural purposes, while most of the coastal territory 

between Primero and Grado had been rapidly urbanized between the end of the 19th and the 20th century to 

promote the growth of tourism: new beaches were artificially created using replenishment sands sourced 

from the nearby seabed (De Grassi and De Grassi, 1957). Such a rapid coastal development led to the creation 

of a rigid system with no degrees of freedom in terms of possible beach migration to the hinterland. Despite 

the touristic development, a significant portion of the MMB, along with the mouth of the Isonzo River, has 

been preserved through the inclusion in the Natura 2000 network (Special Areas of Conservation and Special 

Protection Area IT 3330006 and IT 3330005). Additionally, the Autonomous Region of Friuli Venezia Giulia has 

designated both locations as regional geosites. 
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4 Materials and methods 
This chapter is mainly divided into two subchapters. The first concerns the characteristics of the surveys and 

the first processing of the datasets to obtain the basic products, i.e. DTMs and orthophotos, while the 

subsequent processing and analyzes are described in the second subchapter. 

 

4.1 Surveys and data 
In order to formulate hypotheses capable of explaining the complex dynamics that occur in coastal 

environments, and in particular to give an explanation to the anomalies present in the study area, it was 

necessary to set up a multidisciplinary approach consisting of multiple campaigns of topographical, 

bathymetric, aerial photogrammetric, and sedimentological surveys. These surveys allowed us to (i) obtain 

information on the morphologies present, (ii) calculate short-term sedimentary budgets in the critical areas, 

(iii) evaluate the distribution of the sediment characteristics both from the textural point of view and with 

regard to the grain size, and (iv) determine the amount of mercury in the seabed, the latter thanks to the 

collaboration with Prof. Covelli, Ph.D. Pavoni, Dr. Petranich and Dr. Makdoud of the MercuryLab (MiGE). 

Further information regarding meteomarine forcings and physical sea characteristics was obtained from 

monitoring systems such as wave buoys, tide gauges and satellite data. The whole dataset is summarized in 

Table 2. 

Survey Year Type of data Reference Area 

2011 Bathymetric survey 
with Multi Beam Echo 
Sounder (MBES) 

Gordini et al. (2013) F-MMB  

2019 Bathymetric survey 
with Single Beam Echo 
Sounder (SBES) 

Coastal Group, Interreg Italy-
Croatia Change We Care (2021) 

Entire study area 

2019 Digital orthophotos 
(UAV survey) 

Coastal Group, Interreg Italy-
Croatia Change We Care (2021) 

HIB  

2020-2021 Sedimentological 
survey 

Coastal Group, Interreg Italy-
Croatia Change We Care (2021) 

Entire study area 

2022 SBES bathymetric 
survey 

University of Trieste – Coastal 
Group this thesis 

Isonzo River delta 

2023 SBES bathymetric 
survey 

University of Trieste – Coastal 
Group this thesis 

F-MMB 

2023 Digital orthophotos & 
DEM (UAV survey) 

University of Trieste – Coastal 
Group this thesis 

HIB  

Table 2 Summary of the entire dataset used for elaboration. 

 

4.1.1 Bathymetric Survey 
The bathymetric acquisition campaign was set up with the aim of obtaining information on the short-term 

evolution of the most dynamic areas. For the CWC project, the evolution of the same study area was analyzed 



30 
 

considering three previous surveys, dated 1968, 1985 and 2007 to which a new bathymetric campaign was 

added in 2019. In the project, the areas that demonstrated greater dynamism were the F-MMB and the Isonzo 

River delta. Considering these trends, for this work it was decided to monitor the two most dynamic areas 

with SBES bathymetric surveys of the F-MMB and the Isonzo’s delta. The survey campaign of the delta was 

carried out in July 2022 (Figure 18a) while that of the F-MMB in May 2023 (Figure 18b). The acquisition system 

was as follows: Ohmex Sonarmite 3.0 digital depth sounder with a Stonex S9III GNSS in N-RTK mode and 

CommTec Navigator Professional 6.42 acquisition software. The software saves the data collected by the GNSS 

and the transducer with the frequency of 1Hz. The digital fish finder operates at a frequency of 235 KHz, with 

a 10° cone and an accuracy of ±0.025 m RMS. The speed of sound was set to 1500 m/s.  

As regards the pre-processing of the data, these were initially corrected with respect to the speed of sound. 

To estimate the correct speed of sound in the water column, the average sea surface temperature obtained 

from Copernicus data was considered using the formula proposed by (Coppens, 1981): 

𝑉(𝑇, 𝑆, 𝑍) = 1449.05 + 𝑇(4.57 − 𝑇(0.521 − 0.00023𝑇)) + (1.333 − 𝑇(0.0126 − 0.00009𝑇))(𝑆 − 35) + 𝑑𝑍 

 

where 𝑉 = 𝑠𝑜𝑢𝑛𝑑 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑖𝑛 𝑚 𝑠⁄ , 𝑇 = 𝑚𝑒𝑎𝑛 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑖𝑛 °𝐶, 𝑆 = 𝑠𝑎𝑙𝑖𝑛𝑖𝑡𝑦 𝑖𝑛 𝑝𝑠𝑢 (𝑃𝑟𝑎𝑐𝑡𝑖𝑐𝑎𝑙  

𝑆𝑎𝑙𝑖𝑛𝑖𝑡𝑦 𝑈𝑛𝑖𝑡𝑠)  and 𝑍 = 𝑑𝑒𝑝𝑡ℎ 𝑖𝑛 𝑚. Salinity and depth were considered constant with values of 35 psu 

and 0 m respectively: this approximation is still considered acceptable since the maximum error that can be 

generated is less than ±0.3%, generating a maximum error relating to the depth of around -10 m in the order 

of ±0.015 m, lower than the accuracy of the echo sounder. The previous surveys conducted in 2019 were also 

corrected due to the absence of a sound-speed adjustment at that time. Even if 1500 m/s could be a good 

approximation for temperatures around 13°C (early spring / late autumn), in winter (T<10°C) and especially 

in summer (T>20°C) it could be an over or underestimation respectively, leading to a significative loss of 

accuracy. In this way it was possible to obtain more reliable data, especially with regards to the comparison 

between measurements carried out in different seasons. Subsequently, spikes and other errors in SBES data 

were removed, and then the entire dataset was projected from ellipsoidal coordinates (Ellipsoid GRS 1980) 

to the geodetic coordinate reference system RDN2008 / UTM zone 33N (N-E) (EPSG:6708) using the IGM 

(Italian Military Geographical Institute) ConveRgo software. Finally, in presence of oscillation in SBES data due 

to wave during the survey, a moving average of order 5 was applied.  

A MBES survey carried out by the OGS and commissioned by the municipality of Grado was also used in the 

analyzes (Gordini et al., 2013). This survey, carried out in autumn 2011 (7 September - 3 October), includes 

the seabed of the F-MMB.  
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Figure 18 SBES surveys of (a) Isonzo River delta in July 2022 and (b) front of Mula di Muggia Bank in May 2023. 

 

4.1.2 Aerial photogrammetry with Unmanned Aerial Vehicle 
The aerial photogrammetric surveys were carried out with the aim of monitoring the emerged and intertidal 

areas to evaluate the topographic evolution of particularly dynamic areas. During the period 2019-2021, three 

aerial photogrammetric surveys were carried out with UAV in the area in front of the Grado municipality for 

the CWC project. In 2019, two surveys were carried out, one on the beach called “al Bosco” and one on the 

HIB; while in 2021 only the “al Bosco” beach was resampled, leaving out the HIB (Figure 18). Due to accuracy 

problems, since the ground control points (GCPs) were not materialized, only two orthophotos were obtained 

from the 2019 surveys while in 2021 the DSM was also obtained. In spring 2023, surveys of both areas were 

carried out with a DJI Phantom RTK UAV connected to SmartNet's N RTK HxGN correction network. The frames 

were processed with SfM (Structure from motion) algorithms using the Agisoft Metashape software to obtain 

georeferenced orthophotos and DSMs. The orthophoto with GSD (Ground Sampling Distance) of 

approximately 5 cm/px and the DSM were generated from the photogrammetric model. To obtain high 

precision and accuracy of the georeferenced data, 81 control points were materialized on the ground 

(detected with the Stonex S9III GNSS system operating in N-RTK mode and connected to the SmartNet HxGN 

correction network), 34 on the beach “al Bosco” and 47 on the HIB, and used for the georeferencing of the 

photogrammetric model which allowed obtaining a positional error (RMSE) on the control points of 

approximately 6 cm. 

 

4.1.3 Sediment samples 
During the CWC project, some seabed sediment samplings were performed in 2020 and 2021 along some 

topo-bathymetric profiles every meter within a depth from -6 m to -10 m depending on the profile (Figure 

19). A total of 138 samples were collected: the samples of the seabed were carried out using a 10 litre Van 

Veen grab sampler while the samples on the emerged areas were collected with a bailer.  

a b 
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Figure 19 Sedimentological samples distribution. 

The entire sample dataset was analysed using Malvern 3000 laser diffraction particle size analyser. The output 

data consisted in the class distribution with a step of 0.5 φ from -1.0 φ to >11.0 φ and some statistical 

parameters (mean size Mz, sorting Sr, median Md, etc etc). A short description of every sample was also 

provided. Thanks to the collaboration with MercuryLab, the concentration of mercury (Hg) present in the 

samples was analyzed via atomic absorption spectroscopy (AAS). We should remember that the phi scale, 

first proposed by (Krumbein 1934), is calculated as the: 

𝐷𝜑 = − log2 𝐷𝑚𝑚 

where 𝐷𝜑 = 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑖𝑛 𝜑 𝑢𝑛𝑖𝑡𝑠 and 𝐷𝑚𝑚 = 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑖𝑛 𝑚𝑖𝑙𝑙𝑖𝑚𝑒𝑡𝑒𝑟𝑠. On this scale, 

smaller values represent coarser sediments while greater values correspond to smaller diameters. According 

to the various classifications, the fields of existence of the different grain sizes may vary slightly. For example, 

(Wentworth, 1922) modified the (Udden, 1914) classification to produce a commonly used classification 

called the Udden-Wentworth scale where φ values of -1, 4 and 8 (2 mm, 62.5 µm and 4 µm respectively) 

separate gravel from sand, sand from silt and silt from clay respectively. Another widely used classification is 

that of Kruit-Nota, proposed by (Kruit, 1954) and modified and published by (Nota, 1958) in which the 

separation between sand and silt is set at 50 µm and between silt and clay at 2 µm. In this thesis we decided 

to use the (Friedman and Sanders, 1978) classification (Figure 20), similar to the Udden-Wentworth but with 

clays ranged from 9 φ (2 µm).  
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Figure 20 Grain size classification following Friedman and Sanders (1978) 

 

4.2 Data analysis 
Both bathymetric, aerial photogrammetric and sedimentological data were put in a Esri ArcGIS projects in 

order to be elaborated and analysed.  

 

4.2.1 Digital Terrain Model (DTM) & DTM of Differences (DoD) 
All topo-bathymetric data were further filtered in a GIS environment to eliminate residual spikes, points with 

erroneous heights owing to seagrass meadows, and echo-sounder receipt of multiple waves. When filtering 

in GIS became too time-expensive and complicated, the software BeamworX 2021.1 Autoclean was used. 

Subsequently, to integrate the bathymetric data, two types of lines were drawn to further constrain the model 

and improve its quality and fidelity. Initially, the isobaths were drawn with a step of 0.5 m and, subsequently, 

3D polylines representing the axes of bars and troughs and other support lines were created in case of evident 

interpolation errors (Figure 21). These lines were traced following both quantitative and qualitative criteria 
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derived from expert knowledge of the study area assisted by orthophotos or satellite images regarding the 

emerged areas and shallow waters. 

 
Figure 21 Example of integration of topo-bathymetric data through the tracing of isobaths, and axes of bars and troughs. 

The DTMs were obtained by converting the altimetric models generated using the Triangulated Irregular 

Network (TIN) interpolation technique into raster. The TIN was chosen because it does not modify the depth 

of the input data, making the DTM faithful to the acquired data points. The obtained DTMs were returned 

with a resolution of 2×2 m. To calculate the volumetric variations in a given time interval, the DTM of the 

differences (DoD) were calculated, i.e. the difference between a DTM and a previous one. In this way, each 

cell represents accumulation or erosion, with positive or negative values, respectively. 

 

4.2.1.1 Sediment budget 

The sediment budgets and the comparison of bathymetric sections were used in the CWC project for 

determining any accumulation/erosion gradients. These methodologies have been taken up in this thesis to 

evaluate the short-term geomorphological variations undergone by the F-MMB and the Isonzo River delta. In 

the area of the Isonzo delta, the last two SBES surveys were compared: the one conducted for the CWC project 

(2020) and the most recent one performed for this thesis (2023). On the F-MMB, in addition to the CWC 

survey (2019) and the most recent one (2023), a third MBES survey (2011) was also used. The volumetric 
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budgets were performed by considering the survey transects and extracting these ones from both DTM and 

DoD. Extracting profiles from the rasters has the advantage to obtained bathymetric profiles composed by 

equally spaced points (the cell dimension of DTM or DoD), making subsequent data processing easier, 

maintaining a high degree of reliability since, in TIN algorithm, where profile is close to the surveys, DTM’s 

elevation is close to the surveyed depth. Comparisons on the bathymetric sections were performed taking 

into consideration the bathymetric profiles both in their entirety and in some localized bathymetric range 

(e.g. in the Isonzo’s delta there will be a focus of the shallow waters within -4 m only).  

The profiles extracted from DoDs would be used to compute: 

• Linear budget, i.e. the integral of the DoD profile expressed in m3/m. 

• Accretion/erosion, i.e. the mean thickness of sediment accumulated (positive values) or eroded 

(negative) expressed in mm and computed dividing the linear budget for the profile length. 

• Sedimentation rate, expressed in mm/y, calculated dividing by the time elapsed between the two 

surveys considered. 

The limit of this methodology lies in the fact that spatial data is not obtained, but linear data only: therefore, 

the eroded/accreted volumes would be obtained by multiplying the mean sedimentation rate of the transects 

and analyzed area. Volumetric rates per year are calculated dividing the total volume accreted/eroded for the 

time period between surveys. 

 

4.2.1.2 Position indexes & Residual method 

The bathymetric and topographic Position Indexes (PIs) are parameters often used for morphological analysis 

(Koop et al. 2021). They measure the depth relative to the surrounding landscape and is defined as 

𝑃𝐼𝑟 = 𝑧 − 𝑧�̅� 

where 𝑧 = the point height and 𝑧�̅� = the mean height within a certain radius 𝑟. Positive values indicate 

topographic highs, such as bars, while negative values indicate depressions (e.g., troughs, holes, etc). Using a 

larger or smaller radius it is possible to identify topo-bathymetric anomalies at different scales: from small to 

large radii, morphologies from ripples to mega ripples, to bars, to sedimentary bodies can be identified (Figure 

22). Furthermore, this parameter is able to highlight the anomaly only, making morphological analysis easier 

because the local slope is filtered out. There are several authors who have used this parameter for various 

scientific purposes (Agus et al., 2021; Aiello and Sacchi, 2022; Arosio et al., 2023; Janušaitė et al., 2023; Koop 

et al., 2021; Lundblad et al., 2006; Walbridge et al., 2018; Weiss, 2001). Depending on the starting product 

and the size of anomalies to be identified, different radii were used, from 1 m up to 200 m. To obtain the 

maps of the topographic and bathymetric anomalies, i.e. the spatial distribution of the PI, the difference was 
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calculated between a DEM (Digital Elevation Model, be it DTM or DSM) and a raster in which each pixel was 

associated with the average height within a circular buffer of a chosen radius (r).  

 
Figure 22 Representation of positioning index at different scales (from Jenness, 2006). 

A second method used to obtain depositional anomalies is the Residual Method proposed by Fontolan et al. 

(2007). This method, developed to calculate the volume of sediments stored at ebb-tidal deltas, consists in 

subtracting from the DTM of an area the idealized bathymetry without the sedimentological anomalies. The 

idealized bathymetry is approximated by a polynomial (usually first or second order) of part the seabed with 

a regular bathymetric profile. The idealized contour lines were manually drawn following both the shoreline 

and the DTM. The Residual Method, differently from the PI, is more reliable to represent macro-scale 

anomalies while is not able to represent small-scale one. 

 

4.2.1.3 Landforms position evolution  

A further element in support of the morphodynamic analysis is the quantification of the topographic 

variations of the emerged and semi-emerged areas of the HIB, the area that in the past has proven to be the 

most dynamic (Bezzi et al., 2021a; Fontolan et al., 2018; Interreg Italy-Croatia CWC, 2021). To obtain this data 

it was chosen to use the extension for ESRI ArcGIS 10.8 produced by the United States Geological Survey 

(USGS) called DSAS (Digital Shoreline Analysis System) release v5.1 (Himmelstoss et al., 2021). This extension, 

designed to evaluate the variation of the shoreline over time, can be applied to any morphological line that 

has a temporal evolution. In this study, the variation of the landward edge of the HIB will be analyzed (Figure 

23) to evaluate its short-term evolution and analyze it in the long-term evolutionary context produced by 

(Fontolan et al. 2018) and successively by the Coastal Group of the University of Trieste for the project 

(Interreg Italy-Croatia CWC, 2021). The landward boundary lines of the HIB were manually digitized starting 

from the orthophotos obtained from the 2019 and 2023 UAV surveys (Figure 23). The DSAS algorithm involves 
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tracing a baseline that indicates the basic development of the coastline: in this case it has been digitized 

following the shape of the HIB and positioned towards the land (Figure 23). The DSAS automatically draws 

transects perpendicular to the baseline with the desired spacing (10 m in this study), with respect to which it 

is able to obtain various parameters from the intersections with the evolutionary lines. In this thesis, for each 

transect, the Net Shoreline Movement (NSM), i.e. the total movement perpendicular to the baseline between 

the two evolutionary lines, and the End Point Rate (EPR), i.e. the ratio between NSM and the interval elapsed 

between the two lines. 

 
Figure 23 Example of application of DSAS extension. From shore to sea there are a baseline (white), the 2023 (yellow) and 2019 (red) 
edges of the HIB. Normal to the shoreline, many transect (grey) spaced by 10 m are produced by the algorithm to evaluate the lines’ 
displacement. 

 

4.2.2 Sedimentological maps 
The creation of sedimentological maps presents many critical issues: if, on the one hand, the most recent 

acquisition techniques, such as MBES backscatter, give the possibility of having a very dense distribution of 

data, on the other hand they are rather expensive both economically and temporally, and not appliable on 

grain-size parameter distribution. The collection of samples, the most common technique used for many 

decades, presents some other difficulties. As happens in our study area, it’s hard to have a high and regular 

density of samples because their collection is expensive in time and money. These criticalities may lead, in 

areas with peculiar landforms like the study area, to problems in interpolation which cannot be solved by only 
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choosing the best geostatistical algorithm and parameterising it. Hence, the idea of following a Semi-

Automatic Interpolation Method (SAIM) based on the expert use of bathymetric information, much easier 

and faster to acquire and process, and the knowledge of sedimentary morphodynamics to help the automatic 

algorithms in the interpolation, generating more reliable sedimentological maps. In order to estimate the 

improvements obtainable by applying the SAIM, it was decided to compare the sedimentological maps 

obtained through this method with those produced using both the most commonly used automatic 

geostatistical algorithms (e.g., Simple Kriging, Ordinary Kriging or Empirical Bayesian Kriging) and the more 

refined ones (e.g., CoKriging, Empirical Bayesian Kriging Regression Prediction), i.e. those which involve the 

use of secondary variables to be coupled with sediment samples to obtain more reliable maps. The zeroth 

step was to prepare the datasets to be interpolated, loading both topo-bathymetric and sediment data into 

an Esri ArcGIS project: a shapefile of points was created with the position of the 138 collected samples and 

the related grain-size parameters (e.g., mean size, median, sorting, etc.), expressed both in phi units and in 

µm. Then, we applied the following standard geostatistical approaches to model the sediments’ mean size 

(MZ) distribution on the study area. Firstly, we used geostatistical methods that do not use explanatory 

variables: these approaches use only one type of data in the interpolation and the model obtained is referred 

to the spatial distribution of the data used. 

 Kriging 

Kriging is a geostatistical procedure that generates an estimated model from a scattered set of point of any 

type of data. Kriging, as other geostatistical approaches, is based on statistical models that include 

autocorrelation, that is the statistical relationships among the measured points. It weights the surrounding 

measured values to derive a prediction for an unmeasured location not only on the distance between the 

measured points and the prediction location (as in Inverse Distance Weighting), but also include the degree 

of spatial autocorrelation and the directional dependency (anisotropy) when predicting measurements. The 

degree of spatial autocorrelation can be assessed by applying variogram analysis, where semi-variances are 

calculated for defined distance classes and plotted against the separation distance (Jerosch, 2013). Applying 

cross-validation, each measurement value is extracted from the dataset and estimated by kriging based on 

the selected variogram model (Jerosch, 2013). The general formula for both interpolators is formed as a 

weighted sum of the data: 

�̂�(𝑠0) = ∑ 𝜆𝑖𝑍(𝑠𝑖)𝑁
𝑖=1   

Where 𝑍(𝑠𝑖) = the measured value at the ith location, 𝜆𝑖 = an unknown weight for the measured value at the 

ith location, 𝑠0 = the prediction location, 𝑁 = the number of measured values. 

 Empirical Bayesian Kriging (EBK) 
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In the EBK, the parameters that are manually adjusted in the standard kriging are calculated automatically 

through a process of sub-setting and simulations, reducing by far the time spent in the parametrization. 

Differently from the kriging method, the EBK also accounts for the error introduced by estimating the 

underlying semi-variogram: in this way the standard error of prediction is less underestimated. The kriging 

model in EBK doesn’t follows an overall mean as kriging does: compared to kriging models, EBK ones are less 

smoothed but more sensitive to the outlier which may be affected by errors. The main advantages of the EBK 

are that it requires minimal user interactive modelling, the more accurate standard error of prediction, and it 

is particularly accurate for small datasets as ours. The main drawbacks are that the processing time increases 

quicky, the lack of cokriging or anisotropic corrections, and the sensibility to outliers. 

Secondly, we tested the methods with explanatory variables. These approaches use secondary variables to 

be cross-correlated with the main variable. Secondary variables, in particular if denser than main one, may 

improve the model obtained, filling the information gaps with correlated data.  

 CoKriging with depth 

The kriging method can be used considering information of several variables. In addition to the kriging 

method, the main variable is cross-correlated with the secondary ones: this process may help to make better 

predictions at the cost of extra computational effort (ArcGIS manual). We decided to use depth as a secondary 

variable. The use of a secondary variable (depth) denser than the primary one (mean size) may provide better 

estimations for the mean size distribution (Davis 2002; Goovaerts 1997). 

 Empirical Bayesian Kriging Regression Prediction (EBKRP) 

EBK Regression Prediction is a geostatistical interpolation method that uses Empirical Bayesian Kriging (EBK) 

with explanatory variable rasters (in our case, the DTM) that are known to affect the value of the data you 

are interpolating. This approach combines kriging with regression analysis to make predictions that are more 

accurate than either regression or kriging can achieve on their own. The overall effect is similar to the 

CoKriging but with EBK as interpolation method. 

Finally, we followed the semi-automatic interpolation method developed during the PhD to produce the 

grain-size distribution in the study area. The method requires an expert judgement to force the automatic 

interpolation in order to obtain more reliable and detailed outputs. For the representation of the MZ 

distribution model of the study area (but also of other parameters, both granulometric and otherwise), both 

granulometric and topo-bathymetric data are used, as well as the knowledge of the meteomarine 

characteristics of the study area, in particular way the littoral drift. Figure 24a shows the representative 

algorithm of the method. The data needed to apply the method are: 

• Distribution of samples on the study area 
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• DTM of the area 

• Knowledge of morphodynamics and marine forcings 

 

 
Figure 24 (a) Representative algorithm of the Semi-Automatic Interpolation Method with detail on its steps: (b) creation of polylines; 
(c) simulated samples generated over the polylines and (d) merge of simulated and collected samples and interpolation with 
geostatistical algorithm. 

The first step (Figure 24a) of the method involves the creation of 3D polylines to join sedimentologically 

correlated samples: this is the most delicate and important step since it requires expertise and knowledge of 

the bathymetry of the seabed and the derived morphodynamic interpretation. Each polyline is created by 

joining samples that are consistent with each other (for example samples belonging to the same sandy bar): 

in this way, at each intermediate point of each segment of the polyline is given a value of the mean size (or 

any other characteristic desired) intermediate between the 2 extremes (Inverse Distance Weighting or 

manually assigned value). Through this operation we may simulate the preferential direction of distribution 

of sediments using morphodynamic interpretation. The second step (Figure 24b) is to split the polylines into 

simulated samples with a certain spacing, which can be wide or narrow: more spaced points will constrain 

the subsequent interpolation less while denser points on the polylines will give more a preferential direction 

of interpolation. In this way we generate simulated points that fill the lack of sedimentological data, creating 

denser and more regular mesh with the aim of increasing the reliability of the final model. The third step 

(Figure 24c) is the interpolation of all samples, both collected and simulated, using standard geostatistical 

algorithms. The suitable number of samples depends on the characteristics of the study area and the 

d c 

a 

b 
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distribution of the samples and will have to be researched until desired output is obtained. The steps will be 

tuned together to be able to achieve the maximum degree of reliability of the model. 

In order to be able to estimate the error of the Mz prediction, a subset of 10-15% of the whole dataset was 

extracted as control samples (CS), reducing the data available for the interpolation: such a procedure to the 

assess the model’s accuracy was followed by many authors (e.g., Diesing et al., 2014; Hasan et al., 2012; 

Ierodiaconou et al., 2011). The reduced dataset may lead to a decrease of the quality of final outputs but is 

necessary to reliably estimate the criticalities of the different methods and to compare the outputs 

themselves. Once produced, the outputs were firstly qualitatively analysed and then, at the control samples’ 

location, the MZ values of all models were extracted, and the error was calculated as: 

𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 = |𝑀𝑧𝑚𝑜𝑑𝑒𝑙 − 𝑀𝑧𝑠𝑎𝑚𝑝𝑙𝑒| 

where 𝑀𝑧𝑚𝑜𝑑𝑒𝑙 is the mean size predicted and 𝑀𝑧𝑠𝑎𝑚𝑝𝑙𝑒 is the mean size of the sample. Mean and maximum 

absolute errors, 16th and 84th percentiles, and standard deviation were calculated for the CSs’ dataset and 

used to compare the interpolation methods.  

In addition to the methodological analysis of the SAIM developed starting from the distribution of the Mz, 

three further sedimentological maps were produced representing the sorting (Sr), the normalized sorting 

(NSr), i.e. the ratio between Sr and Mz, and the textural distribution according to the (Flemming, 2000) 

classification (Figure 25). The maps of Sr and NSr were obtained applying the SAIM, i.e. following the steps 

described in Figure 24, while the textural one was manually drown following the sedimentological dataset. 

 
Figure 25 Textural classification diagram proposed by Flemming (2000). 
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4.2.3 Total mercury distribution and analysis 
Due to its historical presence in the study area, mercury represents an excellent tracer both in terms of 

sediment transport and dating. Mercury may be use as a tracer to assess the age of the sediments, transport’s 

vectors, and the hydrodynamic conditions of the area. The 138 sediment samples underwent an Atomic 

Absorption Spectrophotometer analysis to calculate their concentration in total Hg (THg). Samples were 

previously frozen and therefore required a freeze-drying procedure and subsequently drying at room 

temperature with filter paper after cleaning the salt formed on the walls of the bailers containing the 

sediment. Successively, they were sieved with a 0.85 mm mesh sieve to remove shell fragments and algal 

filaments and, finally, they were homogenized with an agate mortar. To measure the mercury concentration, 

a portion of sediment was taken from each sample and subjected to double manual grinding. The 

concentration of total Hg was measured using a direct mercury analyser (DMA-80, Milestone, Sorisole, Italy) 

according to the EPA Method 7473 (EPA, 2007). Before each measurement session, to check quality of the 

analysis, two measurement of the National Research Council Canada certified marine sediment reference 

material for total and extractable metal content (PACS-3) were performed. Two or more aliquots were 

weighed from it to conduct at least two analysis replicates to achieve a relative standard deviation lesser than 

10%. In order to obtain as much information as possible from total mercury concentration in the samples, 

these were processed in various ways. First of all, a distribution map of the THg in the sediments was 

produced in parallel with the sedimentological maps. Subsequently, the THg was correlated with the different 

particle size classes in order to identify a correlation between hydrodynamic conditions and tracer transport. 

All the analyzes and processing of the data relating to mercury were obtained from the collaboration with 

MercuryLab and were the subject of Makdoud's master's thesis. 

 

4.2.4 Modelling 
Modelling is a widely used tool to study coastal dynamics (Amoudry and Souza, 2011; Baldoni et al., 2024; 

Chaumillon et al., 2017; Chen et al., 2024; Yaiche Temam et al., 2024), acting as a knowledge base both for 

morphodynamic interpretations and for engineering purposes of designing works on the coast. Furthermore, 

it is particularly suitable for predicting short-, medium-, and long-term evolutionary scenarios. In this thesis, 

a spectral and a hydrodynamic wave model were used in conjunction to understand where the wave energy 

is mostly concentrated, and which currents are generated by the interaction of meteorological forcing during 

the most important storm events. For this purpose, considering the bimodality of the wave motion, two multi-

events were chosen, one generated by the winds of the north-eastern sectors (from 25/02 to 02/03/2023), 

and one coming from the southern sectors (from 27/10 to 05/11/2023). 

The model used is the MIKE21 by ©DHI in the Spectral Wave (SW) and Hydrodynamic (HD) modules. The 

following description of the model is reported in the MIKE21 software documentation 
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(https://manuals.mikepoweredbydhi.help/latest/Coast_and_Sea/MIKE_21_Flow_FM_Scientific_Doc.pdf & 

https://manuals.mikepoweredbydhi.help/latest/Coast_and_Sea/M21SW_Scientific_Doc.pdf). In both 

modules, spatial discretization is carried out using the finite volume approach applied to unstructured 

meshes. MIKE21-SW computational code simulates the growth, transformation and dissipation of wind and 

swell waves in coastal and offshore areas. The module allowed us to simulate the main processes such as 

refraction, diffraction, shoaling, background friction, breaking and simple reflection. MIKE21-SW includes two 

different formulations: directional decoupled parametric formulation and fully spectral formulation. The first 

is based on a parameterization of the wave action conservation equation. The parameterization is made in 

the frequency domain by introducing the zeroth and first moment of the wave action spectrum as dependent 

variables following (Holthuijsen et al., 1989). The second is based on the wave action conservation equation, 

as described in e.g. (Komen et al., 1994) and (Young, 1999), where the directional-frequency wave action 

spectrum is the dependent variable. The basic conservation equations are formulated in either Cartesian 

coordinate for small-scale applications or polar spherical coordinates for large-scale applications. The wave 

action balance equation developed in Cartesian coordinates is: 

𝜕𝑁

𝜕𝑡
+ ∇ (�̅�𝑁) =

𝑆

𝜎
 

where: 𝑁 (�̅�, 𝜎, 𝜃, 𝑡) is the density action; t is the time; �̅�= (𝑐𝑥 , 𝑐𝑦, 𝑐𝜎 , 𝑐𝜃) is the group propagation velocity of 

the waves in the four dimensions phase space. S is the source term for energy balance equation: 

𝑆 = 𝑆𝑖𝑛 + 𝑆𝑛𝑙 + 𝑆𝑑𝑠 + 𝑆𝑏𝑜𝑡 + 𝑆𝑠𝑢𝑟𝑓 

where 𝑆𝑖𝑛 represents the momentum transfer of wind energy to wave generation; 𝑆𝑛𝑙 is the energy transfer 

due to non-linear wave-wave interaction; 𝑆𝑑𝑠, 𝑆𝑏𝑜𝑡 and 𝑆𝑠𝑢𝑟𝑓 are the dissipation of wave energy due to 

white-capping (deep water wave breaking), bottom friction, and depth-induced breaking respectively. The 

characteristic propagation speeds are given by the linear kinematic relationship: 

(𝑐𝑥 , 𝑐𝑦) =
𝑑�̅�

𝑑𝑡
= 𝑐�̅� + �̅� =

1

2
(1 +

2𝑘𝑑

sinh(2𝑘𝑑)
)

𝜎

𝑘
+ �̅� 

𝑐𝜎 =
𝑑𝜎

𝑑𝑡
=

𝜕𝜎

𝜕𝑑
[
𝜕𝑑

𝜕𝑡
+ �̅� ∙ ∇�̅�𝑑] − 𝑐𝑔�̅� ∙

𝜕�̅�

𝜕𝑠
 

𝑐𝜃 =
𝑑𝜃

𝑑𝑡
= −

1

𝑘
[
𝜕𝜎

𝜕𝑑

𝜕𝑑

𝜕𝑚
+ �̅� ∙

𝜕�̅�

𝜕𝑚
] 

where s is the space coordinate in wave direction θ and m is a coordinate perpendicular to s. The wind input 

is based on (Janssen 1989, 1991) quasi-linear theory of wind-wave generation, where the momentum transfer 

from the wind to the sea not only depends on the wind stress, but also the sea state itself. The non-linear 

energy transfer (through the resonant four-wave interaction) is approximated by the DIA approach 

https://manuals.mikepoweredbydhi.help/latest/Coast_and_Sea/MIKE_21_Flow_FM_Scientific_Doc.pdf
https://manuals.mikepoweredbydhi.help/latest/Coast_and_Sea/M21SW_Scientific_Doc.pdf
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(Hasselmann et al. 1985). The source function describing the dissipation due to white-capping is based on the 

theory of (Hasselmann 1974) and (Janssen 1989). The bottom friction dissipation is modelled using the 

approach by (Johnson and Kofoed-Hansen, 2000), which depends on the wave and sediment properties. The 

source function describing the bottom-induced wave breaking is based on the well-proven approach (Battjes 

and Janssen, 1978; Eldeberky and Battjes, 1996). The directionally decupled parametric formulation is based 

on the parameterization of the wave action balance equation (Holthuijsen et al. 1989) in the frequency 

domain, introducing the zeroth and first moment of wave action spectrum as dependent variables. The 

equations are: 

𝜕(𝑚0)

𝜕𝑡
+

𝜕(𝑐𝑥𝑚0)

𝜕𝑥
+

𝜕(𝑐𝑦𝑚0)

𝜕𝑦
+

𝜕(𝑐𝜃𝑚0)

𝜕𝜃
= 𝑇0 

𝜕(𝑚1)

𝜕𝑡
+

𝜕(𝑐𝑥𝑚1)

𝜕𝑥
+

𝜕(𝑐𝑦𝑚1)

𝜕𝑦
+

𝜕(𝑐𝜃𝑚1)

𝜕𝜃
= 𝑇1 

Where 𝑚0(𝑥, 𝑦, 𝜃) and 𝑚1(𝑥, 𝑦, 𝜃) are the zeroth and first order of the action spectrum 𝑁(𝑥, 𝑦, 𝜎, 𝜃) 

respectively. 𝑇0(𝑥, 𝑦, 𝜃) e 𝑇1(𝑥, 𝑦, 𝜃) are source functions based on the action spectrum. The moments 

𝑚𝑛(𝑥, 𝑦, 𝜃) are defined as: 

𝑚0(𝑥, 𝑦, 𝜃) = ∫ 𝜔𝑛𝑁(𝑥, 𝑦, 𝜔, 𝜃)
∞

0

𝑑𝜔 

The source functions T0 and T1 consider the effect of the energy dissipation due to the friction with the bottom 

and wave breaking, and the wave-currents interaction. Spatial and spectral discretization is performed using 

a finite volume method with values centered on the single element. The frequency domain can be discretized 

both linearly and logarithmically. The discretization in the time domain is done through time-steps and the 

propagation of the “wave action” is done through an explicit multi-frequency method. 

MIKE21-HD module simulates water level and current variations in response to the different types of forcings 

considered. MIKE21-HD allows the simulation of a wide range of hydraulic phenomena that can be used for 

the representation of any non-stratified free surface current. In particular, the module allows to take into 

consideration the following aspects: flooding and drying, density gradients, bottom friction; Coriolis force, 

wind effect, pressure gradients, ice covers, tides, precipitation/evaporation, wave motion (through radiation 

stress), and punctual sources. The modeling system is based on the numerical solution of the averaged Navier-

Stokes equations (Reynolds Averaged Navier-Stokes Equations) under the hypothesis of Boussinesq and under 

hydrostatic pressure conditions. The model solves the equations of continuity, momentum, temperature, 

salinity, and density. It uses the finite volume method for the discretization of the flow and transport 

equations with values centered on the single element. The spatial domain is discretized through the 

subdivision of the continuum into non-overlapping elements. In Cartesian coordinates, the equations used 

by the model are: 
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The local continuity equation: 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
+

𝜕𝑤

𝜕𝑧
= 𝑆 

 

Horizontal momentum equations for x- and y-component: 

𝜕𝑢

𝜕𝑡
+

𝜕𝑢2

𝜕𝑥
+

𝜕𝑣𝑢

𝜕𝑦
+

𝜕𝑤𝑢

𝜕𝑧
= 𝑓𝑣 − 𝑔 

𝜕

𝜕𝑥
−

1

𝜌0

𝜕𝑝𝑎

𝜕𝑥
−

𝑔

𝜌0
∫

𝜕𝜌

𝜕𝑥
𝑑𝑧



𝑧

+ 𝐹𝑢 +
𝜕

𝜕𝑧
(𝑉𝑡

𝜕𝑢

𝜕𝑧
) + 𝑢𝑠𝑆 

𝜕𝑣

𝜕𝑡
+

𝜕𝑣2

𝜕𝑥
+

𝜕𝑢𝑣

𝜕𝑦
+

𝜕𝑤𝑣

𝜕𝑧
= 𝑓𝑢 − 𝑔 

𝜕

𝜕𝑥
−

1

𝜌0

𝜕𝑝𝑎

𝜕𝑦
−

𝑔

𝜌0
∫

𝜕𝜌

𝜕𝑦
𝑑𝑧



𝑧

+ 𝐹𝑣 +
𝜕

𝜕𝑧
(𝑉𝑡

𝜕𝑣

𝜕𝑧
) + 𝑣𝑠𝑆 

 

The calculation of the temperature (T) and salinity (s) exchanges are modeled according to the general 

transport equations: 

𝜕𝑇

𝜕𝑡
+

𝜕𝑢𝑇

𝜕𝑥
+

𝜕𝑣𝑇

𝜕𝑦
+

𝜕𝑤𝑇

𝜕𝑧
= 𝐹𝑇 +  

𝜕

𝜕𝑧
(𝐷𝑣

𝜕𝑇

𝜕𝑧
) + 𝐻 + 𝑇𝑠𝑆 

𝜕𝑠

𝜕𝑡
+

𝜕𝑢𝑠

𝜕𝑥
+

𝜕𝑣𝑆

𝜕𝑦
+

𝜕𝑤𝑠

𝜕𝑧
= 𝐹𝑆 +  

𝜕

𝜕𝑧
(𝐷𝑣

𝜕𝑠

𝜕𝑧
) + 𝐻 + 𝑠𝑠𝑆 

 

The terms of horizontal diffusivity are defined by: 

(𝐹𝑇 , 𝐹𝑠) = [
𝜕

𝜕𝑥
(𝐷ℎ

𝜕

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝐷ℎ

𝜕

𝜕𝑦
)] (𝑇, 𝑠) 

 

where t is time; x, y, and z are the cartesian coordinates; u, v, and w are the flow velocity components; T is 

temperature; s is salinity; Dv is vertical turbulent (eddy) diffusion coefficient ; Dh is the horizontal diffusion 

coefficient ; h is depth ; Ft, Fs, and Fc are the horizontal diffusion conditions; S the magnitude of discharge for 

point sources; H the thermal source that causes an exchange of heat with the atmosphere. The model 

produces many outputs such as: 

• Spectral wave: Significant wave height (Hs) and its components (u and v), mean wave direction, peak 

wave period (Tp), zero-crossing wave period (T02), radiation stresses (Sxx, Syy, Sxy), wave power (P) 

and its components (Px, Py), etc etc. 

• Hydrodynamic: surface elevation, still and total water depth, current speed and its components (U 

and V), current direction, etc etc. 
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For our purposes, Hs, bed shear stresses, current speed and direction are the most important data because 

they can be related to sediment transport and morphodynamics. In order to properly simulate littoral currents 

in the HD module, the radiation stresses from the SW module are necessary. Radiation stresses are defined 

by Katopodes (2019) as “the excess flux of momentum due to the presence of the waves, and the term stress 

is used to emphasize that the force is not isotropically distributed”. Water level set-up and alongshore currents 

are two important phenomena occurring in the shallow waters that are related to gradients in cross-shore 

and alongshore radiation stresses respectively (Ribas and Kroon, 2007).  

The boundaries of the calculation mesh were drawn following the following criteria. The northern border was 

drawn following the shoreline, giving it directional continuity in the presence of lagoon mouths and river 

mouths, up to the border with the Gulf of Panzano. The eastern and south-eastern border, from Panzano to 

Punta Salvore, was drawn parallel to the coastline, however simplifying its course. The border towards the 

Adriatic was drawn by connecting Punta Salvore to the DWRG1 buoy and going further, in the same direction, 

for about 3km. Finally, it was closed perpendicularly to the shoreline. For our triangular mesh creation, we 

set the smallest allowable angle of 28°. The mesh for the SW module was divided into 3 zones with different 

resolution: offshore it was generated starting from a vertex spacing of 675 m on the edge, in the center from 

a spacing of 225 m while below the coast the spacing between the vertices was 75m (Figure 26a). In the three 

zones, the maximum area for the mesh elements was set equal to 
1.25∙(𝑠𝑝𝑎𝑐𝑖𝑛𝑔)2

2
. The obtained mesh has a 

total of 34˙585 nodes and 68˙426 elements.  

 
Figure 26 Mesh used for (a) MIKE21-SW module and (b) MIKE21-HD module. 

For the hydrodynamic module, an additional area with higher resolution (25 m spacing) was used to discretize 

the more dynamic areas in greater detail (Figure 26b), obtaining a mesh of 111˙843 nodes and 222˙487 

elements. The mesh was subsequently interpolated starting from a set of bathymetric data: for the subcoastal 

area the 2019 DTM was used (cellsize 2×2 m) while the offshore bathymetry was obtained from the 

bathymetric model of the European Marine Observation and Data Network (EMODnet) of 2022 

(http://www.emodnet-bathymetry.eu) on a grid of 1/16 × 1/16 arc minute of longitude and latitude (ca 115 

× 115 m). After having reprojected the EMODnet raster into the RDN2008-TM33 reference system, the buffer 

a b 

http://www.emodnet-bathymetry.eu/
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area between the two rasters was analyzed to identify and remove any bathymetric inconsistencies due to 

the different resolution and source of the rasters themselves. In this area, the EMODnet bathymetry was 

manually modified to make it congruent with the 2019 subcoastal DTM. Finally, the EMODnet bathymetry 

was cropped externally compared to the 2019 DTM, and the mesh was interpolated on the basis of the two 

rasters (Figure 27).  

 
Figure 27 Bathymetry of the mesh used in MIKE21 modules. 

To obtain the boundary conditions of the two modules the following data were used: 

• Recordings of wave data from the DWRG1 wave buoy: significant wave height (Hs), mean wave 

direction, peak period, wave spreading. 

• Weather data from the Paloma station: wind speed and direction, temperature, precipitation. 

• Level data obtained from the Trieste tide gauge (Molo Sartorio). 

In both modules, 7 boundaries were defined: land boundary, Grado Inlet, Primero Inlet, Isonzo river, 

Monfalcone - Punta Salvore, sea boundary, western lateral boundary. The final arrangement of the mesh and 

the boundary conditions was the result of repeated calibration and analysis of the outputs produced by the 

model in order to make it as close as possible to the data recorded by the DWRG3 wave buoy, located within 

the maximum area interest, and the evidence obtained from bathymetric and sedimentological data. For this 

reason, the first 1.5 km of the sea boundary from Punta Salvatore have been defined as lateral boundary. 

Once the distribution of bed shear stress is obtained from model simulations, the excess over the critical bed 

shear stress required for resuspension of seabed sediment will be calculated. The critical bed shear stress for 
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suspension describes the minimum shear stress level required to not only mobilize sediment particles from 

the bed of a water body, such as a river or sea, but also to maintain these particles in suspension within the 

fluid flow. In marine environment, it depends on the characteristics of the sediment (such as grain size and 

density) and the fluid dynamics of the sea. Once the critical bed shear stress for suspension is reached, 

sediment particles are lifted into the water column and transported alongshore by the flow. Understanding 

the critical bed shear stress for suspension is crucial for predicting sediment transport in coastal systems, 

designing sediment management strategies, and modeling erosion and deposition processes under various 

sea conditions. To calculate the excess over the critical bed shear stress, a map of the critical bed shear stress 

for suspension will first be produced following the theory of (Van Rijn, 2020). First, we calculated the 

dimensionless grain size 𝐷 ∗ as: 

𝐷 ∗= 𝑑50 √(
𝜌𝑠

𝜌𝑤
− 1)𝑔/𝜈2

3

 

where 𝑑50 is the median grain size (in m), 𝜌𝑠 is the density of the sediment particle (assumed 2.65 g/cm3), 

𝜌𝑤 is the sea water density (assumed 1.025 g/cm3), 𝑔 is the acceleration of gravity (9.8066 m/s2) and 𝜈 is the 

kinematic viscosity coefficient (1×10-6 m2/s). Secondly, the shields parameter 𝜃𝑐𝑟,𝑠 was calculated as: 

𝜃𝑐𝑟,𝑠 =
0.3

1 + 𝐷 ∗
+ 0.1(1 − 𝑒−0.05𝐷∗) 

Finally, the critical bed shear stress for suspension 𝜏𝑐𝑟,𝑠 was calculated as: 

𝜏𝑐𝑟,𝑠 = 𝜃𝑐𝑟,𝑠((𝜌𝑠 − 𝜌𝑤)𝑔𝑑50 

Once obtained the map of the critical bed shear stress for suspension, we derived some products. First, we 

produce, for every timestep of any event simulated event, the map of excess of BSS, i.e. the difference 

between calculated BSS and critical BSS for suspension, taking care to eliminate negative values. 

Subsequently, for any event simulated, we calculated the mean excess of BSS, the time of exceedance of 

critical BSS and the total the excess of BSS, summing the excess of BSS of every timestep of any event 

simulated event. The latter, although physically it represents the product of stress and time, can be assumed 

to be proportional to the solid transport that occurs when the BSS exceeds the critical value. 

 

4.2.4.1 Storm events of 2023 

Considering bimodality of the wave climate showed by the wave roses of both DWRG1 and DWRG3 buoys 

(Figure 5), it was chosen to simulate the most significant storm events of 2023 of ENE and southern waves 

occurred from 25th February to 2nd March and from 27th October to 5th November respectively, whose 

characteristics are summarized in Table 3. 
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Event February – March 2023 (Bora) October – November 2023 (Sirocco) 

Max Significant wave height DWRG1: 2.31 m DWRG1: 3.77 m 

Mean wave direction DWRG1: 77.3°N DWRG1: 182.6°N 

Max wind speed (1h data) Paloma: 82km/h Paloma: 66 km/h 

Max water level Trieste Molo Sartorio: 0.37 m Trieste Molo Sartorio: 1.36 m 

Duration: 101h 105h 
Table 3 Meteomarine characteristics of the two major storm events simulated. 

Extreme events from Bora and Sirocco are particularly different: Bora, even if it’s stronger than Sirocco, is not 

able to produce particularly high waves due to the short fetch and its storm surges are negative in the Gulf of 

Trieste, leading to a progressive increase in the storm surge towards south-east. On the other hand, due to 

the geographical characteristics of the Adriatic Sea, Sirocco extreme events are often related to high values 

of both storm surges and Hs. 

The winter bora event was characterized by several days of intense winds from ENE. Bora winds flowing on 

the Gulf of Trieste produce a negative surge as highlighted by the comparison between predicted and 

registered water level in Trieste (Figure 28). 

 
Figure 28 Water level (blue) and predicted astronomical tide (orange) in Trieste during the Bora storm event in winter 2023. 

The stability of wind conditions led to the generation of waves with Hs greater than 1 m for four consecutive 

days, with two main peaks, one just after the start of the event (26/02 at 1:30) and one the last day (01/03 at 

10:00) (Figure 29). 
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Figure 29 Significant wave height (blue) and mean wave direction (orange) of the winter storm event of 25/02 - 02/03/2023 registered 
at DWRG1 buoy. 

The autumn 2023 multi-event was quite intense and the impact it had on the coastal realities of the northern 

Adriatic was significant. Both flooding phenomena and damage to coastal structures due to wave motion 

were recorded in various coastal locations. During these events the hydrometric level reached +1.36 m in 

Trieste (Figure 30).  

 
Figure 30 Water level (blue) and predicted astronomical tide (orange) in Trieste during the storm multi-event in autumn 2023. 

Waves were quite high during the multi-event, reaching up to 3.77 m of Hs (Figure 31). The six events 

recorded between 27 October and 5 November by the DWRG1 wave buoy have the following characteristics. 

Event peak (date and hour) Max significant wave height [m] Mean direction [degree] 

27/10/2023 06:00 2.26 170°N (Sirocco) 

30/10/2023 20:30 2.28 166°N (Sirocco) 
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31/10/2023 13:00 2.07 205°N (Libeccio) 

02/11/2023 17:30 3.24 175°N (Sirocco) 

03/11/2023 14:00 2.72 197°N (Libeccio) 

05/11/2023 03:00 3.77 172°N (Sirocco) 
Table 4 Wave characteristics of the six peaks of the multi-event of 27/10 – 05/11/2023. Data registered at DWRG1 wave buoy. 

 
Figure 31 Significant wave height (blue) and mean wave direction (orange) of the multi-event of 27/10 - 05/11/2023 registered at 
DWRG1 buoy. 

 

4.2.4.2 Not-extreme events 

In addition to the two most severe events of 2023, three other events were simulated: the first (from 25/01 

to 30/01) characterized by moderate ENE winds and waves, the second (24/03 to 29/03) of moderate 

southern waves and the third (18/04 to 22/04) of low waves from both south and ENE (Figure 32).  

Event  Max significant wave height [m] Mean direction [degree] 

25/01 to 30/01/2023 1.46 83°N (Bora) 

24/03 to 29/03/2023 1.10 176°N (Sirocco) 

18/04 to 22/04/2023 0.43 Both Bora and Sirocco 
Table 5 Wave characteristics of the three not-extreme wave conditions of winter-spring 2023 recorded at DWRG1 buoy. 
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Figure 32 Hs (blue) and mean wave direction (orange) of not-extreme wave conditions of (a) Bora, (b) Sirocco and (c) mixed waves.  
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5 Results 
In the sixth chapter, the results are presented by type, first discussing geomorphological set-up and sediment 

budgets, followed by the sedimentological and geochemical aspects, and finally the hydrodynamic and 

spectral wave models. Part of them have already been published by Bezzi et al. (2021a), presented at national 

(Sponza et al., 2023) and international conferences (Fracaros et al., 2021; Pavoni et al., 2023a), and in 

technical reports for the regional administration. 

 

5.1 Geomorphology & sediment budget 
The residual map in Figure 33 provides an initial tool for identifying the largest depositional anomalies at the 

spatial scale of the entire study area. It was obtained by applying the method proposed by Fontolan et al. 

(2007), which involves subtracting the second-order polynomial trend of the DTM of the study area (2019) 

from the DTM itself. The map highlights the presence of the two sinks of the MMB and the Isonzo River delta. 

In particular, the most positive anomalies are in the HIB and in the south-central part of the delta. 

 
Figure 33 Residual map of second order polynomial. The map emphasizes positive (red) or negative (blue) depositional anomalies. 
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5.1.1 Front of the Mula di Muggia Bank & High Intertidal Bank 
F-MMB and HIB are essentially two parts of the same area, with the former comprising the seabed below the 

mean sea level and the latter the intertidal zone. The results of the analyses for these two zones are presented 

separately for convenience, as they were surveyed using different methodologies due to physiographic 

reasons. 

 

5.1.1.1 Geomorphological set-up 

The survey of the HIB was carried out in spring 2023 via UAV to evaluate the evolution in the last four years 

through comparison with a survey dated spring 2019. It is important to point out that only the orthophoto 

and not the DTM was obtained from the 2019 UAV survey due to the impossibility of using GCPs for height 

correction, compromising the accuracy in height (error >70 cm).  

In 2023 (Figure 34a), considering the HIB in its entirety, the shape of the HIB remained essentially the same 

as in 2019 (Figure 34b). The extension of the bank continues to follow the SE-NW direction of the F-MMB. 

Furthermore, the bank can be divided into two areas, the southernmost vertex of the MMB and the F-MMB. 

In the southernmost vertex of MMB the bank is spatially very extended, around 450 m wide. Here, the bank 

is made up of a set of crossed bars, part parallel to the side of the MMB (NE-SW), part parallel to the F-MMB 

(SE-NW). Towards the north-west the HIB gradually becomes narrower and more elongated: here its structure 

is characterized by a set of four bars parallel to the F-MMB. These bars are not equally long: from sea to shore, 

the firsts two start from the southern vertex and extend up to the half of the total length of the HIB while the 

two onshore are essentially a unique bar up to the half of the HIB where the third bar splits from the fourth. 

The fourth and most onshore bar in wider compared to the other three, with a width is around 80-130 m.  
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Figure 34 Orthophoto of the High Intertidal Bank obtained from UAV survey in (a) 2023 and (b) 2019. The HIB is made up of the 
southernmost vertex (yellow circle) and the F-MMB (red rectangle) in 2023 orthophoto (a). In 2019 orthophoto (b) the red line 
represents the border of the HIB in 2023. 
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Positioning Index maps are useful tools for identifying geomorphological elements and quantifying their 

dimensions at different spatial scales. To analyse the UAV survey of the HIB (2023), we tested the PI with 

multiple radii, from 1 m to 20 m. The map obtained with a radius of 10 m proved to be a good compromise 

for identifying the structures present (Figure 35). The landward edge of the HIB has a line shape broken into 

two branches, the first, further west, approximately 1150 m long with a direction of 135°N beyond which the 

second begins with a direction of 100°N. Starting from the edge of the HIB, a set of finger bars extends, similar 

to the finger bars present on the D-MMB, with directions that form angles of 30°-50° anticlockwise with the 

structure of the HIB and which tends to rotate clockwise going from south-east to north-west following the 

trend of the edge of the HIB. From two of these bars extends one of the 5 parallel branches that form the tip 

of the bench itself. Finally, in the area of the tip of the HIB, structures parallel to the edge of the bench at 

angles of 120°-130° in an anti-clockwise direction are visible, albeit less clearly.  

 
Figure 35 Positioning Index with a 10 m radius of 2023 DTM of HIB. 

On the F-MMB, starting from the 2023 SBES surveys, a DTM was produced to be compared with the 2011 and 

2019 DTMs with the aim to identify evolutionary trends (Figure 36). The production of the DTM of the area 

was rather difficult due to the high presence of seagrass meadows which, in the SBES surveys, are particularly 

difficult to filter if they are very widespread: these plants may reflect the acoustic wave emitted by the 

echo-sounder before it reaches the seabed, resulting in a lesser depth and, if not filtered out, they may alter 

sediment budget significantly. From a total of 6129 points sampled, 1003 were removed, partly due to the 
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presence of spikes or reception of multiples, but mostly due to the presence of seagrasses, managing to use 

5126 points for the creation of the DTM, with a loss of data by 16.3%. Moreover, the presence of seagrasses 

and the consequent loss of data, is not equally distributed: it was highlighted starting from transect 4F, but 

the greatest filtering was carried out between transects 9F and 13F. Finally, given that the objective of the 

2023 SBES survey is to make a comparison on transects, it was decided not to intervene further on the data, 

using, for example, polylines or axes, since the reliability of the model is sufficiently high in the neighborhood 

of the transects.  

 
Figure 36 DTM of the F-MMB in 2023.  

For the geomorphological analysis of the DTM we therefore chose to analyze the MBES survey dated 2011 

(Gordini et al. 2013) which, although older, is much more detailed and more extended than the SBES surveys. 

Furthermore, the architecture of the method is much less affected by the presence of seagrasses since the 

disturbance caused by them can be filtered and removed without a loss of data.  

The DTM of 2011 (Figure 37a) shows in detail the extroflection of the isobath of the F-MMB, the presence of 

the western part of the outer deep bar, the western sector of the deep terrace characterized by the presence 

of the finger bars and a depressed area in between the latter. A further description of these features was 

produced by Bezzi et al. (2021a), Fontolan et al. (2018) and Interreg Italy-Croatia CWC (2021). 
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Figure 37 (a) 2011 DTM of the F-MMB from a MBES survey, (b) transect normal to the finger bars on the deep terrace and (c) 
transect normal to the finger bars on the F-MMB. 
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Positioning Index was also used on the MBES surveys of the F-MMB carried out by the OGS in 2011 (Gordini 

et al. 2013), with greater radii (from 10 m to 200 m) compared to those used on the UAV surveys due to the 

different resolution of the survey and the greater size of submerged structures. Using a radius of 200 m 

(Figure 38) it was possible to identify the larger structures: you can clearly see, in red, the areas that are 

higher than the surrounding area, such as the longitudinal sand bars of the littoral drift pathway, the part 

western part of the outer deep bar, the edge of the F-MMB and the westernmost finger bars can be found. 

Compared to the DTM of the same area (Figure 37), the Positioning Index manages to highlight the 

bathymetric anomalies, improving the identification of the structures.  

 
Figure 38 Positioning Index with a 200 m radius of MBES 2011 – F-MMB. 

By reducing the radius to 50 m (Figure 39), some smaller scale structures become more visible such as, for 

example, the finger bars: these bars have a direction rotated with respect to the longitudinal bars (and in 

general to the trend of the isobaths) by an angle ranging from 50° to 70° clockwise. 
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Figure 39 Positioning Index with a 50 m radius of MBES 2011 – F-MMB. 

Finally, by further reducing the radius to 20 m, the small-scale structures are more highlighted (Figure 40): it 

can be seen how there are undulations in the bottom in a direction approximately E-W on the outer deep bar 

and on the deep terrace on which the finger bars are located, while other N-S directed undulations are located 

on the F-MMB. Finally, some areas such as the depressed area between the outer deep bar and the finger 

bars, and the area beyond the outer deep bar present an irregular pattern, characterized by greater noise in 

the relief. 
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Figure 40 Positioning Index with a 20 m radius of MBES 2011 – F-MMB. 

In the areas of the deep terrace and the F-MMB, bathymetric profiles were extracted to obtain information 

on the characteristics of the finger bars that were identified (Figure 37a). The finger bars of the deep terrace 

are slightly asymmetric, with the western flank being slightly steeper, spaced about 100-150 m apart, and 

have a height of about 20-25 cm (Figure 37b). The finger bars of the F-MMB have a more complex symmetry, 

partly influenced by the fact that they develop along a steeper ramp, which extends from a depth of -3.4 m 

in the north to -5.6 m in the south over approximately 870 m of the profile's length (Figure 37c). 

 

5.1.1.2 Short-term geomorphological changes  

The HIB, even if it has maintained its whole shape, has undergone a clear evolution in the last 4 years (Figure 

41). Three significant trends can be highlighted:  

1) The north-west tip of the emerged bank continues to migrate towards the north-west, bringing 

gradually due to the blockage of a small channel that connects the backbarrier area with the sea, 

following the natural littoral drift pathway that from the edge of the MMB tends towards the beaches 

of Grado. 

2) The HIB as a whole has undergone a rollover phenomenon towards the north-east for the last four 

years: in this rollover process, the tendency towards the emergence of this HIB continues the recent 
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evidence of the period 2007-2019. The analysis through DSAS (Figure 42) quantifies the rollover and 

highlights its spatial variability. Considering the Net Shoreline Movement of the whole 129 transects 

spaced by 10 m, each one retreated and the average movement is about -43 m. The central part of 

the HIB underwent the maximum retreat, with values from -43 m to -72 m, mainly focalized not in 

the center but at 1/3 and 2/3 of the total length of the HIB (Figure 42). On the other hand, at the 

extremes of the HIB the net retreat gradually reduces up to -11 m at the southern tip and -18 m at 

the northern one. Given the 4-year time interval between the two UAV surveys, the annual rate of 

retreat (EPR) varies from -2.8 m/y up to -17.9 m/y, with an average of -10.8 m/y. 

3) Last, a further bar has been formed on the external margin of the bank, which also led to the increase 

in its extension seawards. 

Overall, in last 4 years, the HIB has become longer and wider both on and offshore. 

 
Figure 41 Evolution of the High Intertidal Bank between 2019 and 2023. The tip of the sand bank progressively lengthens 
north-westwards and the whole bank tends to migrate landwards.  
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Figure 42 Net Shoreline Movement of the onshore border of the HIB from 2019 to 2023 calculated with DSAS algorithm. 

A total of thirteen profiles have been extracted from the DTM of 2011, 2019 and 2023 of the F-MMB (Figure 

36). The profiles extracted from transect 1F (Figure 43) show continuous growth over the years, although with 

some differences. In the period 2011-2019 the deposition is rather constant along the entire profile while in 

the period 2019-2023 it is concentrated more in the shallower part, within -3.5 m. Furthermore, 

sedimentation rates show a reduction of about half, going from +88 mm/y in 2011-2019 to +45 mm/y in 

2019-2023. 

 

Figure 43 Profile extracted from transect 1F. 
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Transect 2F (Figure 44) is rather similar to 1F, both from a quantitative and qualitative point of view, although 

in the period 2019-2023 the growth goes up to approximately -4 m. In 2023 a new submerged bar formed at 

52 m. 

 

Figure 44 Profile extracted from transect 2F. 

Transect 3F (Figure 45) is rather similar to 2F and the main changes from 2019 to 2023 are concentrated in 

the first 40 m of the profile, where a new bar has formed. 

 

Figure 45 Profile extracted from transect 3F. 
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The profiles of transect 4F (Figure 46), from 2011 to 2019, show a widespread and rather constant filling up 

to -4.5 m depth, with the only trend anomaly at the beginning of the profile (at 46 m), while in 2011 the 

profile begins with what was the HIB still submerged in the emerging phase.  

 

Figure 46 Profile extracted from transect 4F. 

In the period 2019-2023 there was a widespread filling from the progressive 130 m but reduced compared to 

the previous interval, while the shallower part is characterized by a clear retreat of the bar of approximately 

-50 m which, topographically expresses itself as a migration towards north-east. On traces 5F, 6F and 7F 

(Figure 47,Figure 48 and Figure 49) the trend is similar to that of trace 4F. 

 

Figure 47 Profile extracted from transect 5F. 
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Figure 48 Profile extracted from transect 6F. 

 

Figure 49 Profile extracted from transect 7F. 

On transect 8F (Figure 50) the 2011-2019 interval is characterized by stability up to -2.5 m, beyond which a 

rather marked growth is highlighted until the end of the profile. From 2019 to 2023 the greatest evidence is 

the retreat of the bar present in 2019 at the beginning of the profile and of which in 2023 only the seaward 

side is visible while the remaining profile remains stable. 
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Figure 50 Profile extracted from transect 8F. 

On transect 9F (Figure 51) the trend is similar to that of 8F with the only substantial difference between 2019 

and 2023 in which, above -2.5 m there seems to be a slight erosion of the profile. 

 

Figure 51 Profile extracted from transect 9F. 

On transect 10F (Figure 52) the trend is similar to that of the two previous ones although with some 

differences. In the period 2011 2019, although the greatest growth was concentrated above -2.5 m, there 

was sediment deposition even at lower depths. From 2019 to 2023, the retreat of the shallow structures 

along the transect is evident, within the progressive distance of 200 m. 
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Figure 52 Profile extracted from transect 10F. 

Compared to transect 10F, the 11F and 12F (Figure 53 and Figure 54) show the same trend within -3 m while 

there is a progressive reduction in sedimentation rates in the deepest part of the profile, where, in the 12F, 

an erosive trend is identifiable in the two periods 2011-2019-2023. 

 

Figure 53 Profile extracted from transect 11F. 
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Figure 54 Profile extracted from transect 12F. 

The profiles on transect 13F (Figure 55) are quite stable. Between 2011 and 2019 there was evidence of 

sedimentary accumulation within -3.5 m of depth and a seaward advancement of the edge of the MMB. In 

the period 2019-2023, however, within -3.5 m the two profiles are substantially stable while there appears to 

have been erosion beyond this depth up to -5 m. However, the 2023 profile is very similar to that of 2023 

above -3.5 m and therefore it cannot be excluded that the accumulation identified in 2019 is the effect of the 

presence of seagrasses. 

 

Figure 55 Profile extracted from transect 13F. 
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5.1.1.3 Sediment budget 

As regards of the evolutionary analysis of the F-MMB, 13 transects relating to 2011 (extracted from an MBES 

survey), 2019 and 2023 were detected (Figure 56, Figure 43-Figure 55). Budgets, accreted/eroded 

thicknesses, and sedimentation rates were calculated on the parts of the profiles in common, although the 

profiles of some years may be longer (Table 6). 

Transect 
Linear Budget 

[m3/m] 2011-2019  
Linear Budget [m3/m] 

2019-2023 
Sedimentation rate 
[mm/y] 2011-2019 

Sedimentation rate 
[mm/y] 2019-2023 

1F +326 +83 +88 +45 

2F +394 +64 +93 +30 

3F +308 +85 +75 +42 

4F +317 +68 +74 +32 

5F +300 -3 +79 -1 

6F +230 +4 +65 +2 

7F +244 -66 +79 -30 

8F +180 -37 +56 -17 

9F +165 -152 +47 -65 

10F +218 -76 +50 -30 

11F +181 -84 +38 -31 

12F -29 -68 -7 -29 

13F +184 -39 +36 -15 

Mean +232 -17 +60 -5 
Table 6 Budgets and sedimentation rates of the F-MMB 

 

Figure 56 Sedimentation rate in the transects of the F-MMB. The blue dots represent the rate between 2011 and 2019 while the 
orange the one between 2019 and 2023. 
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2011-2019 and -7 mm/y in 2019-2023. Furthermore, sedimentation rates decreased consistently for all 

transects investigated in the period 2019-2023 (mean of -5 mm/y) compared to 2011-2019 (mean of 

+60 mm/y), with an average reduction of approximately -65 mm/y. In particular, in the period 2019-2023 the 

F-MMB showed globally a slightly negative budget, with a volumetric accretion localized on the first four 

transects and an erosive trend in the transects 7-12, while the 2011-2019 a positive sediment budget was 

recorded and almost every single transect but 12F (-7 mm/y) has accreted. 

 

5.1.2 Isonzo river delta 

5.1.2.1 Geomorphological set-up 

A DTM of the Isonzo River delta was produced from the 2022 SBES dataset (Figure 57) in order to evaluate 

the evolution of the area between 2019 and 2022 both from sediment budget and geomorphological point 

of view. 

 
Figure 57 DTM of the Isonzo’s delta in 2022 and extracted from profiles 1ID, 2ID, 3ID and 4ID. 

 

5.1.2.2 Short-term geomorphological changes 

Four bathymetric profiles (Figure 58-Figure 61) were extracted from the 2019 and 2022 DTMs along the 

survey transects (Figure 57). In the prodeltaic area no substantial morphological differences can be seen 



72 
 

between 2019 and 2022, while some variations occurred in the shallower part (within -4 m). The profiles will 

be analyzed from the mouth towards the sea starting from the south-west profile (1ID). 

The profiles on transect 1ID (Figure 58), in addition to highlighting some variations in the morphologies due 

to the dynamism of the deltaic environment, presents the greatest variations in the retreat of three bars 

during the three years (Figure 58b). The first bar (from the land), located in 2019 at 340 m from the beginning 

of the profile, in 2022 underwent a retreat of -36 m and an increase in altitude of +25 cm. The second, less 

prominent and flatter, has moved back by -36 m and the third, just before the break in the slope of the delta 

structure, retreated by -10 m: these two bars maintained their depth almost unchanged. 

 

 

Figure 58 Profiles extracted from (a) the complete transect 1ID and (b) focus on the shallower part within -4 m. 
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In transect 2ID (Figure 59b) there are mainly two changes in the shallower part of the profiles. The first 150 m 

of the profiles show a loss of sub-surface landforms in 2019-2022. From 150 m to 400 m in both 2019 and 

2022 there is an alternation of five bars and troughs before the slope break. Although these bars were less 

prominent in 2022, the morphology remains substantially stable but with an average retreat of -25 m. 

 

 

Figure 59 Profiles extracted from (a) the complete transect 2ID and (b) focus on the shallower part within -4 m. 

Transect 3ID (Figure 60), unlike the previous ones, does not show retreat of the landforms. There are two 
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Figure 60 Profiles extracted from (a) the complete transect 3ID and (b) focus on the shallower part within -4 m. 

Finally, transect 4ID highlights minor changes over the three-year period. The shape of the profiles is rather 

regular and there are no obvious structures apart from the change in concavity at the depth of -1.2 m, more 

marked in 2022, as a result of a slight accumulation between -0.6 m and -1.2 m depth and a more marked 

erosion between -1.2 m and -2.5 m depth. The rest of the profiles remain rather stable down to -10 m. 
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Figure 61 Profiles extracted from (a) the complete transect 4ID and (b) focus on the shallower part within -4 m. 

 

5.1.2.3 Sediment budget 

The profiles extracted by four transects in the Isonzo Delta are overall slightly positive from the point of view 

of the sediment budgets between 2019 and 2022 (Table 7) with an average accretion of +7 mm, even if most 

of the differences falls within the order of magnitude of the instrumental error of the acquisition. 

Furthermore, sedimentation rates of +11 mm/y for the external profiles (1ID and 4ID) and -6/-7 mm/y for the 

internal ones (2ID and 3ID) indicate the lack of a spatial gradient. Considering the area of 8.32×106 m2 

between the four transect, the total accretion of the Isonzo River delta in three years can be quantified in 

around +55˙800 m3 and the budget per year in +18˙600 m3/y, approximately a third of the value registered 
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between 2007 and 2019. Taking into account depths greater than -4 m, i.e. the prodeltaic area, the sediment 

budget is quite different (Table 8). Here, each transect shows positive budget, even if the external ones (1ID 

and 4ID) are more accreting. Considering the prodeltaic area of 5.75×106 square meters, the total accretion 

can be quantified in around +12˙700 m3 and the volume per year in +42˙400 m3/y, value almost comparable 

with the accretion registered from 2007 to 2019. 

Profile Linear budget [m3/m] Accretion/erosion [mm] Sedimentation rate [mm/y] 

1ID +85 +32 +11 

2ID -41 -21 -7 

3ID -42 -17 -6 

4ID +59 +33 +11 

Mean +15 +7 +2 

Total Area [m2] Volume [m3] Volume per year [m3/y] 

Value 8.32×106 +55800 +18600 
Table 7 Budgets and sedimentation rates of the Isonzo delta. 

Profile Linear budget [m3/m] Accretion/erosion [mm] Sedimentation rate [mm/y] 

1ID +85 +45 +15 

2ID +8 +6 +2 

3ID +3 +2 +1 

4ID +53 +36 +12 

Mean +37 +22 +7 

Total Area [m2] Volume [m3] Volume per year [m3/y] 

Value 5.75×106 +127000 +42400 
Table 8 Budgets and sedimentation rates of the Isonzo prodelta from -4 m depth. 

 

5.2 Sedimentology 

5.2.1 Dataset analysis 
The dataset, as often happens for the sampling campaigns, results irregular and sparse. The criterion followed 

in the survey to locate samples along pre-existing profiles at defined depth generated two irregularities: on 

the one hand, the mesh is denser in the direction normal to the beach than longitudinally while, on the other 

hand, along a single profile the samples are closer where the profile is steeper. The result is a greater sampling 

density on the western side of the study area than in the eastern one, which may lead to interpolation 

criticalities. 

The mean size of the 138 samples analyzed ranges from 1.52 φ to 7.37 φ. From the distribution of Mz with 

respect to depth results that it doesn’t seems to follow a normal gradient of seaward-fining or, at least, some 

other non-standard trends are present (Figure 62a). 
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Figure 62 (a) Diagram of mean size versus depth for the dataset and distribution the two sample anomalous groups: (b) coarse samples 
at various depth and (c) shallow samples with different MZ values. 

By analyzing the samples as a whole, it is possible to identify at least three main groups of samples: (1) 

samples following the seaward-fining gradient, (2) coarse samples at various depths and (3) shallow samples 

with different values of Mz. Groups (2) and (3) represent sedimentological anomalies with respect to the 

seaward-fining trend. The group (2) mainly includes samples from the D-MMB, representing an anomaly from 

both geomorphological and sedimentological point of view. This group can be further separated into two 

subgroups. The first is made up of the coarsest samples with Mz values between 1.54 φ and 1.81 φ (samples 

G32, G36, G41, G46, G51, G82 and G87): these samples are all present on the outer deep bar. The second 

subgroup is instead formed by the samples present on the deep terrace of the D-MMB where slightly finer 

samples are also present, with Mz around 2 φ. The group (3) consists in the samples at the boarder of the 

MMB, where both fine sediments from the backbarrier and coarse sediments from the littoral drift pathway 
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are present. Focusing attention on the group of samples located in front of the beach “al Bosco”, these 

represent a widespread anomaly. In this area, in fact, there are both decidedly coarser samples (samples 

G113 and G118) and much finer samples (e.g., samples G114, G124 and G129) apparently arranged in a sparse 

manner. This can be explained by analyzing the sampling methods used in that area: here, in fact, during the 

survey campaign, both clearly sandy samples were deliberately collected, mainly located on the higher areas, 

and finer samples found in the areas depressed. The choice to carry out this type of sampling was derived 

from the desire to represent the evident granulometric alternation in a border area between the large rear 

barrier area and the western limit of the MMB. By deeply analysing some samples/groups it is possible to 

identify further peculiar characteristics. If we consider the two series of samples from G131 to G142 

(excluding G137 and G139) and from G143 to G151 we can notice a very similar trend. These samples are 

located on the HIB, and, for both series, a double gradient is visible: a westward coarsening gradient is present 

up to the central area of the HIB, where this curves sharply; subsequently, towards the north-west an opposite 

gradient, with the samples gradually becoming finer. In both series, the external elements have Mz values 

around 1.8 φ – 2 φ. If instead we consider the sorting, in both series the samples gradually become more 

classified towards the west, following the direction of the littoral drift. Considering the MMB and the D-MMB 

we can see how the finest samples are located in two specific areas: a first group, made up of the samples 

G137 and G139, is located on the border with the back barrier area; a second group, however, is also located 

in a border area but in this case it is located on the area of the D-MMB terrace at the edge of the MMB, an 

area in which the slope of the seabed drastically decreases. On the D-MMB terrace, as you move offshore the 

samples become increasingly coarser. The Isonzo Delta area is characterized by a seaward fining gradient, 

with sandy samples located within -4 m. This gradient is disrupted in the presence of structures such as deep 

bars. In particular, samples G79 to G82, located on the same relief profile, are alternatively finer and coarser: 

samples G80 and G82 belong to the two deep bars while samples G79 and G81 are located on depressed 

areas. Furthermore, sample G81 is rather unique because it’s bimodal: and the MZ (4.04 φ) differs particularly 

from the two main modes and the median (2.71 φ). 

 

5.2.2 Distribution maps 
The sedimentological maps were produced with two main objectives. A first aim, in which we focused on the 

production of mean size maps, was to find a method that could produce reliable maps both in conditions of 

standard sediment distribution (seaward fining gradient), and in the presence of anomalies or of irregular and 

sparse sampling distribution. Secondly, maps of other grain size parameters, such as sorting and normalized 

sorting, and a textural map with the (Flemming, 2000) classification were developed. 
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5.2.2.1 Mz distribution: geostatistical vs Semi-Automatic Interpolation Method 

A set of sedimentological map have been created through the use of four automatic geostatistical algorithms 

(Figure 63): in these maps, in addition to the distribution of the grain size parameter, in this case the Mz, the 

control samples and the difference between the value estimated by the model and the measured one are 

identified. 

 
Figure 63 Mean size distribution model created using (a) ordinary kriging, (b) empirical bayesian kriging, (c) cokriging and (d) EBK 
regression prediction. Control samples and the error between model and sample’s MZ are represented. 

The first two maps are produced through geostatistical algorithms, ordinary kriging (a) and empirical bayesian 

kriging (b), that don't take into account explanatory variable. The use of sedimentary data only reduces by far 

the dataset dimension, leading to a low density of points to interpolate. The maps produced through OK and 

EBK are very similar: they are characterized by a smooth variation of the Mz, a more or less regular area with 

coarser sediments in the centre and two areas with finer sediments at the edges, to the south-west and north-

east. The longshore transport pathway is not particularly evident, and the two CS located on its present 

discrepancies between 0.5 φ (sample G65) and 1.16 φ (sample G68), showing that the model tends to 

overestimate the Mz value. The Mz distribution doesn’t follow the elongated structures such as the deep bars 

and the trough, and the fine sedimentation area of the prodelta seems to be too coarse: in fact, in the end of 

the outer deep bar and in the prodelta the greatest errors are present, with Mz discrepancies in phi of 1.39 

(EBK) and 1.21 (OK) on the bar (sample G82) and up to -1.68 (EBK) and -1.95 (OK) on the prodelta (samples 

G94 and G102). The absolute errors of both maps in the western zone are lower than 0.5 φ with rare 

exceptions. Overall, the western part of the map seems to fit better with the CS and the expected model. 

In the geostatistical algorithms with explanatory variable, CoKriging and EBK Regression Prediction (Figure 63 

c and d respectively), bathymetry was used as an explanatory variable to enhance the interpolation and its 

signature on the Mz distribution is rather evident. The longitudinal structures, such as the deep bars, the 

littoral drift pathway, and the deep trough between the bars, are evident from the Mz distribution. The outer 

a b 

c d 
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deep bar is characterised by Mz values between 1.0 - 2.5 φ, from SW to NE, while the deep trough is different 

in the two maps: EBKRP predicts a longer structure towards south-west while CK predicts coarser sediments. 

On the other hand, the inner deep bar isn’t completely represented in its full length by the EBKRP while is 

more evident in the CK model. In the prodelta EBKRP model is way finer than CK and it’s confirmed by the 

error that are decidedly lower for EBKRP, with values of -0.65 φ and -0.79 φ, compared to -1.91 φ and -1.72 φ 

for CK. 

The application of the developed semi-automatic interpolation method made it possible to produce three 

maps of the MZ that differ in the type of geostatistical algorithm used in the third step of the SAIM (Figure 

64). The statistical algorithms used are OK (a), EBK (b) and EBKRP (c). The maps are very similar to each other 

both from mean-size distribution and error values. 
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Figure 64 Mean size distribution model created through Semi-Automatic Interpolation Method using (a) OK, (b) EBK and (c) EBKRP 
as geostatistical interpolation algorithm. Control samples and the error between model and sample’s MZ are represented. 

The maps are compared with the geomorphological set-up of the study area. With respect to the Mz 

distribution, the study area can be split into three parts. The western and eastern margins are characterized 

by a standard seaward-fining gradient, greater in the eastern half of the area and lesser in front of the Grado 
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beaches. In the central part of the maps, the sedimentary body of the MMB is characterized by the presence 

of low Mz values corresponding to coarser sediments, almost only sands. However, the Mz distribution does 

not follow a constant gradient but represents the signature of geomorphological context: each model shows 

the sedimentological evidence of the two deep bars, the littoral drift pathway from the Isonzo river mouth 

across the entire study area, the finer sediments in the deep trough and the presence of fine sediment in the 

prodelta. On the morphological highlands there are mainly coarser sediments with low MZ values. The outer 

deep bar is characterized by a rounded tail towards north-east and presents MZ values between about 1.5 

and 2.0 φ. The border area between the inner deep bar and the westernmost branch of the prodelta is 

characterized by a high MZ gradient: in about 200m the Mz increases by about 3.5 φ, going from sandy to 

muddy sediments. On the contrary, in the deep trough, where sample G81 is located, the transition from the 

fine sediments’ characteristic of the prodelta to the coarse sediments of the D-MMB is decidedly more 

progressive, as also happens for the bathymetry. In the D-MMB, a corridor of finer sediments (Mz between 

2.5 - 3 φ) is evident in the area of the deep terrace at the border with the littoral drift pathway. In the HIB the 

coarser sediments, with phi values around 1.5 - 1.6, are concentrated at the point of maximum extroversion 

of the bank, where the curvature of the isobaths is evident. Finally, the F-MMB, in its deep part just west of 

the HIB, shows an extrusion of the coarser grain sizes while the grain size of the area in front of the Grado 

beaches shows a standard seaward fining gradient. Analysing the discrepancies between measured and 

predicted Mz values they are overall, for all three models, are lower than 1.0 φ but only one point in EBKRP. 

On the other hand, EBKRP model (Figure 64c) predicts a more regular Mz distribution of fine sediment of 

prodelta. 

Through the use of CSs, the absolute interpolation errors and their statistical distribution were extracted. 

From the graph of Figure 65 it can be seen that the geostatistical methods, both with and without explanatory 

variables, have a quite regular average mean absolute error between 0.51 φ (EBKRP) and 0.65 φ (OK and CK), 

an average maximum absolute error between 1.13 φ (EBKRP) and 1.95 φ (OK) and the range from the 16th 

and 84th between 0.77 φ (CK) and 1.03 φ (EBK). Overall, the EBKRP error statistics are often the lowest for 

geostatistical approaches. Again, from the graph of Figure 65, now considering SAIMs models, all the error 

parameters are decidedly lower. The mean absolute error is in the range 0.29-0.36 φ while the maximum 

error is around 0.78-1.07 φ, with the greatest values regarding to EBKRP model. The range of plus-minus a 

standard deviation is around 0.4 φ except for EBKRP where it is 0.64 φ. 
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Figure 65 Control samples error statistics. 

 

5.2.2.2 Sorting & normalized sorting 

The sorting and normalized sorting maps (Figure 66) provide slightly different information: if on the one hand 

the Sr is mostly used as a parameter, on the other it has the limit of being correlated with the Mz, therefore 

producing the NSr map can also cover the information hiatus by increasing the reliability of sedimentological 

interpretations, especially in environments where there is great variability of the Mz. Both maps were 

produced with the SAIM method. In general, sorting is a parameter that represents the stability of the 

sediment selection and deposition agent and therefore can provide complementary information compared 

to that of the Mz which is more an expression of the energy of the morphogenetic agent. It is important to 

remember that high Sr values represent poorly sorted sediments and vice versa. 

The sorting map (Figure 66a), as expected, reflects the evidence of the Mz distribution very well, with some 

differences localized in specific areas. In the longshore transport corridor, a gradient of Sr reduction (and 

therefore better sorting) from east to west is visible and continues up to the tip of the HIB. In the D-MMB the 

area of the deep terrace of the D-MMB is less sorted while the area of the two deep bars has lower Sr in the 

center which gradually becomes higher both towards the south-west and towards the north-east. The area 

with the highest Sr is located in the deep trough while all the areas of fine deposition, e.g., the prodelta of 

the Isonzo river, are characterized by high Sr values. 
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Figure 66 (a) sorting and (b) normalized sorting maps. 

The NSr map (Figure 66b), however, manages to further exacerbate the sorting variations even for the 

coarsest grain sizes, resulting in some cases different compared to pure sorting. The map further highlights 

the sorting that occurs along the littoral drift pathway, and the only interruption in the continuity of this trend 

is localized located downdrift of the Primero Inlet, where worse sorted sediments are found. Along the 

pathway, the extroflection of the NSr present on the F-MMB is evident. Furthermore, the D-MMB is less 

sorted than the longshore transport pathway, again showing a reduction in sorting (therefore an increase in 

NSr) from the center both towards the north-east and towards the south-west. In this map, the worst 

classified areas are those relating to the deep trough and the border between the inner deep bar and the 

Isonzo prodelta. 
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5.2.2.3 Texture 

Finally, the last sedimentological map produced is a textural map with Flemming's classification. This map, 

unlike those concerning the grain-size parameters, is able to provide complementary information which, in 

part, is identifiable from the interpretation of the Mz and Sr (or NSr) maps but which are highlighted in these 

maps. In particular, they are able to immediately provide information on the number of sedimentary sources 

or transport vectors. Furthermore, the contemporary interpretation of this product with the granulometric 

parameters is able to further increase the knowledge of the sedimentological dynamics, completing the 

cognitive framework of this aspect. The textural map can be divided into three blocks (Figure 67). The western 

margin, i.e. the coastal area in front of the beaches of Grado, is characterized by sands in the shallower part 

which gradually become muddier with increasing depth until they become slightly sandy muds beyond -5 m 

depth. The central area, composed of the MMB and the D-MMB, is characterized by sands: the only slightly 

muddy sands are localized in the north-eastern part of the deep bars, where these deepen and border the 

third zone, i.e. that of the prodelta of the Isonzo. In the third zone, the sediment limit with more than 75% 

sand varies from -3.5 m near the river mouth to -6 m in front of the Primero Inlet. Furthermore, in front of 

the river’s mouth from a depth of -5 m the muds extend (sand <5%): this boundary is progressively deeper 

up to halfway between the mouth and the Primero inlet, i.e. up to where the extroflection of the isobaths 

due to the deltaic structure. From this point towards the south-west there is an increase in the percentage of 

sand, more gradual towards the deep trough, while the sandy muds go much further west in the area between 

the Primero ebb-delta and the inner deep bar. 

 
Figure 67 Textural map with Flemming classification.  
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5.3 Provenience analysis: Hg proxy (Geochemical) 
The 138 sediment samples were analysed through an Atomic Absorption Spectrophotometer. The 

concentration of total Hg in the sediments varies widely, ranging overall from 0.16 to 59.1 µg/g. Even though 

Mz has not an evident signature on the THg, the graph in Figure 68a shows that THg in the coarsest sands 

(1-2 φ) is low, although in 8 on 33 samples THg is greater than 2 µg/g. Moreover, sediments with Mz between 

2 φ and 4 φ (mainly composed by fine and very fine sands) are the greatest in THg, showing a positive gradient 

of THg from medium to very fine Figure 68b. Finally, within the finest sediments (Mz > 4 φ), there seems to 

be a slightly inverse proportionality of THg with respect to Mz. 

 
Figure 68 Mean size vs Total Hg concentration using (a) linear and (b) logarithmic scale. 
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Interpolating the THg concentration of the samples (Figure 69a) through the application of the empirical 

bayesian kriging algorithm we obtained the map of THg distribution (Figure 69b). Relatively to the range of 

Hg concentration in the study area, low values are present on the two areas, the HIB and the deep bars, 

medium ones are located on the deep terrace and the Isonzo River delta, while sediments high to extremely 

high in Hg are present in the seabed facing the municipality of Grado and in a small area between the Primero 

Inlet and the Isonzo delta. 

 
Figure 69 (a) Distribution of THg concentration in the sediment samples and (b) map of the THg concentration. 

The sediment samples on HIB are mostly very poor in Hg as shown in Figure 70: everyone but sample G132 

(≈5 µg/g) are lesser than 1 µg/g. Samples G137 and G139, located just inside the backbarrier, have values of 

6.84 and 5.09 µg/g, greater than closer ones on the HIB. Considering samples G140 - G146, just upstream of 

HIB on the littoral drift, they are slightly richer in Hg (1.40 to 4.27 µg/g) than HIB, indicating a negative gradient 

on this sector of the littoral drift pathway.  
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Samples on outer deep bar (G32, G36, G41, G46, G51, G82 and G87) are some of the lowest in Hg 

concentration, ranging from 0.16 to 0.24 µg/g, while the ones on inner deep bar are slightly richer (0.46 and 

0.92 µg/g for samples G56 and G80 respectively) (Figure 71). The deep terrace is characterized by sediments 

with a wide range of values of Hg (from 1 to 30 µg/g). The richest samples on the whole MMB are 

concentrated between -2 m and -3 m. 

 
Figure 70 Map of THg concentration: detail of the HIB. Samples’ labels represent code and THg concentration (bold) in µg/g. 

On the Isonzo River delta there is an enriching gradient from the mouth to the west, from values around 

3.0 - 5.5 µg/g on the mouth up to 15 µg/g just east from the Primero Inlet (Figure 72). Moreover, the highest 

values (up to 59.1 µg/g) of the whole study area are all located in a relatively small zone between the river 

delta and the Primero Inlet, at depth within -5 m, with the highest ones between -2 m and -3 m. 
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Figure 71 Map of THg concentration: detail of the D-MMB (deep bars and deep terrace). Samples’ labels represent code and THg 
concentration (bold) in µg/g. 

 
Figure 72 Map of THg concentration: detail of the area between Isonzo River Delta and Primero Inlet. Samples’ labels represent code 
and THg concentration (bold) in µg/g. 
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5.4 Modelling 
From Spectral Wave and Hydrodynamic modules of MIKE21 we obtained a total of 10 models. For our 

purposes, the focus would be on Hs, bed shear stress, current direction, and current speed.  

Before analyzing the model outputs, the map of the critical bed shear stress for suspension (Figure 73) were 

obtained using the granulometric characteristics of the seabed following the theory of (Van Rijn, 2020). 

 
Figure 73 Map of critical bed shear stress for suspension. 

Critical BSS is directly related to the d50 (median diameter), and it ranges from 0.026 to 0.354 N/m2. Coarser 

sediments, located on the deep bars and the HIB have the highest values of critical BSS. Lowest values are 

found in the area around the Isonzo’s prodelta, below -4 m. Along the longshore transport pathway, from the 

mount to the HIB there is a positive gradient of critical BSS related to the sediment coarsening. On the deep-

MMB, between the longshore transport pathway and the deep bars (from -3 to -5 m), a pathway of average 

values of critical BSS is present, with values in the range 0.188 – 0.249 Pa. 

 

5.4.1 Bora multi-event: 25/02 – 03/2023 
Bora is the dominant wind in the Northern Adriatic Sea. Differently from the waves coming from south, the 

ENE waves are generated inside the mesh through MIKE21-SW. This way the recorded wave parameters from 

the two buoys (DWRG1 and DWRG3) were used to assess the reliability of the simulations and, consequently, 

to calibrate the models. In particular, buoy DWRG1 is very useful to the quality evaluation of the simulations 

because it is located to the south-western edge of the mesh, where waves reach the maximum Hs. The 

calibration process allowed us to obtain two calibrated simulations, one using the DWRG1 wave input and 

one without external wave input, that are represented with recorded data and simulated ones with default 

parameterization (Figure 74). 



91 
 

 
Figure 74 Wind speed at Paloma station buoy (light blue) and significant wave height of the recorded at DWRG1 buoy (dark blue), 
simulated with default parameterization (orange), and simulated with calibrated parameterization using (red) and not using (dark 
red) the wave input for the simulation. 

The model calibration allowed to reduce the mean difference between recorded and simulated significant 

wave height from 0.84 m to -0.03 m and standard deviation from 0.27 m to 0.23 m. Calibrated models appear 

quite faithful with respect to recorded data from 26/02/2023 at 6AM to the end of the simulation, while the 

first peak of Hs (2.31 m) at 1:30AM on 26/02/2023 is delayed and underestimated in both models. From 6AM 

on 26/02 to the end of the simulation, the mean difference between recorded and simulated Hs and the 

standard deviation are reduced to 0.02 m and 0.13 m respectively for the calibrated models. This issue may 

be found in the wind input: the recorded wind speed at Paloma station buoy has not got a significantly high 

peak at 1:30AM on 26/02 compared to the rest of the dataset and then the model is unable to produce the 

desired output. The use of wave input in the ENE storm simulation doesn’t improve the reliability of the 

simulation by far. In fact, the main difference between the two calibrated models is relative to the pre-event 

when the Hs is lower than 0.5 m. On the other hand, the Hs during the Bora storm is almost the same for the 

two models. During ENE events, wave develops from ENE to WSW, leading to an increase in Hs from the 

Isonzo’s delta to the MMB (Figure 75). The wave vectors show the refraction due to the bathymetric set-up, 

in particular around the isobaths’ extroflection of the Isonzo River delta and the MMB. Moreover, the F-MMB 

is protected by ENE waves, with Hs lower than 0.5 m, while the littoral drift pathway is characterized by stable 

values of Hs around 1.0 m. 
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Figure 75 Significant wave height of the calibrated simulation obtained by MIKE21-SW. The step represents the maximum values of 
the whole event. 

With MIKE21-HD we obtained simulations of currents (Figure 76) and bed shear stress (Figure 77). Currents 

on open sea follows the wave direction (ENE-WSW) while the more the depth is reduced, the more they tend 

to flow parallel to the isobaths following the longshore transport pathway until -1 m. Current speed ranges 

from 0.1 to almost 1.0 m/s. Maximum current speed may be found between -2 and -3 m on the longshore 

transport pathway, in particular around the MMB. Average current speed (≈0.5 m/s) may be found just around 

the Isonzo’s river mouth and on the western side of the D-MMB. On the D-MMB there is a positive gradient 

of current speed from ENE to WSW. On the F-MMB current speed drastically reduces from 0.8 m/s at the 

southern vertex of MMB to 0.2 m/s towards NE. Bed shear stress distribution is widely correlated with current 

vectors while is also depends on the bathymetry: the shallower the depth, the higher the bed shear stress. 

For these reasons, the highest values of bed shear stress are found along the longshore transport pathway, 

between -1 and -3 m. As it happens for the currents, average values of bed shear stress may be found on the 

western half of the D-MMB, higher on the raised landforms (bars) and lower on the depressed one (troughs). 
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Figure 76 Current speed of the calibrated simulation obtained by MIKE21-HD. The step represents the maximum values of the whole 
event. 

 
Figure 77 Bed shear stress of the calibrated simulation obtained by MIKE21-HD. The step represents the maximum values of the 
whole event. 

 



94 
 

5.4.2 Southern wind multi-event: 27/10 – 05/11/2023 
Although the southern winds are less intense and frequent than the Bora in the northern Adriatic (Figure 2), 

the waves coming from the south are dominant in both buoys present (Figure 5) because they can develop 

throughout the entire Adriatic Sea basin. In fact, unlike the ENE wave motion which develops entirely within 

the calculation mesh used in the MIKE21-SW model, in the case of storm surges from the south it is necessary 

to use the characteristics of the waves as input (Hs, peak period, mean direction and directional spreading) 

on the boundary defined DWRG1 (Figure 26). The multi-event analyzed is characterized by six main peaks as 

regards the Hs (Figure 31), some with waves coming from SSE and others from SSW. 

 
Figure 78 MIKE21 model outputs of the 27/10/2023 event: (a) Hs and (b) BSS. 

a 

b 
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The Hs distribution during the peak of the first event (27/10/2023 at 6:50), characterized by SSE waves 

(170°N), is inhomogeneous: the highest values (>1.8 m) are focused on the western side of the area, up to 

the southern vertex while eastwards the Hs quicky damps to values just above 1.2 m, with a slightly clockwise 

rotation of wave direction (Figure 78a). Due to the Hs distribution, the BSS is low but in the HIB. Here, BSS is 

greater than 1.4 N/m2 and its direction is divergent from the vertex, leading to a northeastward BSS to the 

east of the vertex and to a northwestward BSS to the west of the vertex, in the F-MMB. 

 

a 
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Figure 79 MIKE21 model outputs of the event between 30 and 31/10/2023: (a) Hs and (b) BSS at 22:50 on 30th October and (c) at 2:45 
on 31st October. 

b 

c 
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The 30/10/2023 event is quite similar to the 27/10 event for both Hs and BSS distribution (Figure 79a and b). 

During the night, wind turned from SSE (166°N) to SSW (210°N) at Paloma buoy, leading to a clockwise 

rotation of waves on the study area, resulting in a high BSS on the deep-MMB, particularly on the western 

side. In the area of the deep terrace and the longshore transport pathway the BSS is northeastwards. 

 
Figure 80 MIKE21 model outputs of the 31/10/2023 event: (a) Hs and (b) BSS. 

a 

b 
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During the 31/10/2023 event, SSW waves maintain high Hs also east of the southern vertex of MMB, with a 

progressive landward damping (Figure 80). BSS are high on the D-MMB and the longshore transport pathway 

while is lower in the F-MMB if compared to SSE events (27-30/10/2023). BSS at 12:35 is very high also on the 

Isonzo’s delta, although the apex of the event did not occur at that time, due to the rapid drop in water level 

caused by spring tidal cycle. 

 
Figure 81 MIKE21 model outputs of the 02/11/2023 event: (a) Hs and (b) BSS. 

a 

b 
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The event of 02/11/2023 has almost the same characteristics as that of 27/10/2023. 

 
Figure 82 MIKE21 model outputs of the first event of 03/11/2023: (a) Hs with standard palette, (b) Hs with different palette and (c) 
BSS. 

During the first event of 03/11/2023 high Hs values are higher than the previous storm events, leading to the 

use of a second palette with higher Hs classes. As it happened for the 31/10 event, SSW waves produce a less 

damping of the Hs towards the east compared to SSE storm events. On the other hand, BSS distribution is a 

mix between 31/10 and 27/10 events, with average values on the deep terrace area and the highest value on 

the HIB and the longshore transport pathway. Differently from SSE storms, BSS divergence point on the 

southern vertex is migrated westwards. 

a b 

c 



100 
 

 
Figure 83 MIKE21 model outputs of the second event of 03/11/2023: (a) Hs with standard palette, (b) Hs with different palette and 
(c) BSS. 

The second event of November 3rd is the main event of the whole series from SSW in terms of Hs (Figure 83a), 

with values greater than 1.8 m on most of the study area. BSS is greater than 1.4 N/m2 on the most part of 

the D-MMB, damping slightly towards the northeast (Figure 83c). BSS is focalized on the deep bars and 

decreases a bit in the trough between them. BSS is high on the shallow area of the Isonzo’s delta too. 

 

a b 

c 



101 
 

 
Figure 84 MIKE21 model outputs of the event of 05/11/2023: (a) Hs with standard palette, (b) Hs with different palette and (c) BSS. 

The event of November 5th was the greatest in term of Hs recorded at DWRG1 buoy (3.77 m). The Hs is very 

high in the western sector up to the southern summit and tends to progressively dampen towards the east 

as happens during other Sirocco events (Figure 84a, 73b). The HIB, the longshore transport pathway and the 

southwestern sector of the D-MMB are characterized by high BSS, with rather large values in the deep terrace 

area, between -3 and -5 m while it reduces significantly towards the northeast, although there is a focus on 

the bars over the morphological lows. 

 

5.4.3 Models’ summary 
The two main storm events analyzed have rather different characteristics, both in terms of peak intensity and 

duration. To make their comparison more objective and to be able to estimate the cumulative effect of the 

a b 

c 
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events themselves, the values of excess of BSS with respect to the critical BSS for suspension of sediment 

were extracted and summed over the entire duration of the events. By doing this, a value proportional to the 

suspension and transport of sediments on the seabed was obtained, thus being able to identify the most 

morphodynamically active areas. 

The ENE storm proves to be quite active both in the area of the longshore transport pathway and in the deep 

terrace of the D-MMB while it is less effective in suspension of the sediment in the most north-eastern sector 

of the deep bars and in the area of the F-MMB and the HIB, particularly to the northwest (profiles 1F-6F) 

(Figure 85).  

 
Figure 85 Total excess of bed shear stress during the storm event from ENE (Bora). 

During this event, in most of the areas the bed shear stress is above the critical threshold for most of the 

time. The BSS is often below the critical threshold on the northeastern tips of the deep bars, on the F-MMB 

and on the HIB (Figure 86). 
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Figure 86 Time above critical BSS during ENE storm event. 

The storm multi-event from the south (autumn 2023), characterized by series of intense peaks of Hs, is 

decidedly active in the area of the F-MMB, the HIB and the western sector of the littoral drift pathway 

above -3 m, and, while it has a lower impact on the western part of D-MMB (Figure 87).  

 
Figure 87 Total excess of bed shear stress during the storm multi-event from south (Sirocco-Libeccio). 

Moreover, the BSS exceeded the critical threshold for suspension for most of the time during the event only 

on the western part of the MMB (F-MMB, HIB and western sector of the littoral drift pathway). On the deep 
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terrace BSS exceeds the threshold for almost a half of the time while on the tips of the deep bars the BSS is 

mostly below the critical threshold for suspension (Figure 88). 

 
Figure 88 Time above critical BSS during southerly storm multi-event. 

In order to compare the total effect of the two events, we calculate the ratio between the total excess of BSS 

during southerly and ENE events (Figure 89). The total excess of BSS is greater for the Bora event on the 

Isonzo’s prodeltaic area, on the eastern part of the longshore drift pathway and on the western part of the D-

MMB while Sirocco and Libeccio waves are more effective on the F-MMB, the HIB and the tip of the deep 

bars, particularly the outer. On deep bars, the two events have different effects. Analyzing the outer deep bar, 

the Bora is able to generate an excess of critical BSS mainly in the south-western sector while going towards 

the north-east the value reduces very quickly. In southerly events the BSS reduction gradient is lower, giving 

rise to a greater effect on the north-eastern tip of the bar during SSW events. On the inner deep bar, both the 

Bora and Sirocco hydrodynamic models predict a lower BSS than the outer one, while maintaining the 

reduction gradient towards the northeast.  
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Figure 89 Map of the ratio between the total excess of BSS during southerly and ENE storm events. 

In addition to the hydrodynamic models of main storms, further models were developed in non-extreme sea 

conditions: one event with waves from the ENE, one from SSE and one from both directions. Even in not-

extreme wave conditions (Hs max of 1.46 m), the ENE waves maintain the same BSS distribution: the 

longshore transport corridor is quite active, as is the south-western area of the deep terrace while on HIB and 

F-MMB the BSS is much lower (Figure 90). 

 
Figure 90 Mean excess of BSS during ENE not-extreme event. 

In the case of southerly waves, the model shows different scenarios (Figure 91). The reworking of the 

sediments due to the exceedance of the critical BSS is active in the south-western portion of the D-MMB and 
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along the most superficial part (depth below -1 m) of the edge of the MMB, on the border with silty 

backbarrier. 

 
Figure 91 Mean excess of BSS during Sirocco not-extreme event. 

When Hs is less than one metre, the critical BSS is exceeded mainly on the north-western tip of the HIB (Figure 
92). 

 
Figure 92 Mean excess of BSS during mixed not-extreme event. 

In the map of the ratio between Bora and Sirocco not-extreme storms the dominance of one wave-direction 

with respect to the other is evident (Figure 93). Bora wave-generated BSS is dominant on the Isonzo’s 

prodeltaic area, on the longshore drift pathway up to the southern vertex and on the deep terrace. On the 

other hand, Sirocco waves produce a greater excess of BSS on the deep bars, on the HIB and the F-MMB. 
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Figure 93 Map of the ratio between the total excess of BSS during southerly and ENE not-extreme events. 

  



108 
 

6 Discussion 
In seventh chapter, the SAIM method for obtaining sedimentological maps will first be discussed and analyzed, 

comparing it with other geostatistical algorithms. Subsequently, the five most characteristic areas of the study 

region—namely the Isonzo River delta, the longshore transport pathway, the D-MMB, the F-MMB, and the 

HIB—will be examined from a morphodynamic perspective, with a focus on the main morpho-sedimentary 

aspects of each zone. Finally, the interconnection between the knowledge of the morpho-sedimentary 

dynamics and the urban context will be discussed, analyzing the critical issues in response to changes and 

potential adaptation strategies. 

 

6.1 Methodological analysis: Geostatistical vs SAIM 
Before analysing the sedimentological maps produced, it is necessary to compare the results obtained from 

the application of automatic geostatistical methods with the semi-automatic SAIM method. The 

sedimentological maps obtained with standard geostatistical methods present critical issues that cannot be 

solved through a specific parameterization but require additional adjustments by the operator in order to 

obtain reliable outputs. 

Considering methods that do not provide explanatory variables two are the main criticalities which can be 

found (Figure 94): (i) the low evidence of longitudinal structures, such as the littoral drift pathway, the deep 

bars and the trough between the bars (Figure 94a), and (ii) the prodeltaic fine sedimentation area results 

coarser than expected (Figure 94b). In these areas, high (ii) and low (i) values of Mz are respectively reduced 

or increased, leading to a significant smoothing of the Mz distribution as found by other authors (Bockelmann 

et al. 2017; Jerosch 2013). In the presence of high Mz gradients, these methods are not able to produce the 

desired output. If we focus on samples G79 and G80 (Figure 95), they have significant differences in Mz 

because they are part of different structures (morphologically low and high, respectively), although very 

close. EBK and even more OK almost obliterate the information provided by these two samples, mixing the 

values of Mz and producing very low gradients between them: this way, the inner deep bar and the western 

branch of the prodelta are badly or no represented. 
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Figure 94 Criticalities in the MZ distribution of pure geostatistical maps. (a) An example of incongruities between MZ distribution 
and geomorphological set-up and (b) coarser than expected prodeltaic area. 

Moreover, even the parametrization has significant impact in the creation of better maps, in particular for 

kriging algorithm. The two maps proposed (Figure 63 a and b) are the best obtained after many tests to reach 

the best output. For these reasons, the use of pure geostatistical approach may become critical also from the 

time-consuming point of view. 

On the other hand, the integration of bathymetry in the geostatistical algorithms increases the model’s 

concordance with the morphological set-up (chapter 3.7); moreover, with regard to EBKRP, even the errors, 

both average and maximum, are significantly lower (Figure 65). That, on the one hand supports the choices 

made in the SAIM method for the creation of polylines, but on the other it could make the SAIM method itself 

less necessary. However, CK and even EBKRP are not free from issues, although less relevant. First, the outer 

deep bar presents a thinning gradient towards the north-east which is not confirmed by the samples that are 

rather homogeneous as regards the Mz (Figure 95a). Furthermore, even in these models, the inner deep bar, 

and the western branch of the prodelta just north from the bar are not correctly represented: the Mz gradient 

between them is lower than expected, producing a smoothing, even if less pronounced than in the OK and 

EBK. Finally, while models generated only from the sediment sampling dataset are very similar, EBKRP and 

CK, even if they use the same explanatory variable, are not that alike: if, on the one hand, CK qualitatively 

better represents the continuity of the deep bars, on the other hand the prodelta seems to be too coarse if 

compared to the geomorphological interpretation and the continuity of the deep trough towards south-west 

is not as long as expected. 

From a quantitative point of view, the error statistics showed in Figure 65 evidence the improvement obtained 

using SAIM. The reduction in mean absolute error is about 46% and is similar if compared to geostatistical 

with (44%) or without (48%) explanatory variables. This trend is confirmed by standard deviation and 

maximum error reduction, with average improvement of 46% and 47% respectively. In other words, the SAIM 

a b 
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errors seem to be reduced by half with respect to the standard geostatistical approaches. If we do not 

consider the EBKRP, an advanced algorithm rarely present in GIS software, the reduction obtained with SAIM 

is on average 52% for the mean absolute error, and 57% for the maximum absolute error and the standard 

deviation. The greatest goal obtained is about the containment of the maximum absolute error: it is the 

parameter that most influences the reliability of the model obtained. A certain variability of Mz is intrinsic in 

the nature of sedimentology even on samples collected in the same place, therefore a certain average 

discrepancy between sample and model is absolutely natural: the 0.3 φ mean absolute error of SAIM is hard 

to improve. On the other hand, very high maximum errors indicate a significant discrepancy between model 

and reality, which translates into erroneous interpretability of morphodynamic and sedimentological 

processes and, regarding to engineering and modelling applications, can lead to significant computational 

errors. From this perspective, maximum absolute error becomes an indicator for the quality of the model 

while standard deviation indicates its stability. 

If we analyse geostatistical algorithms, they tend to behave in the opposite way when they are applied only 

to collected samples or in the SAIM. In the firsts, kriging produces the highest errors, while, if used within the 

SAIM, EBKRP seems to be the worst algorithm. In particular, EBKRP seems to produce maps with similar errors 

if used within SAIM. This can be explained by considering the nature of the algorithm, which, using the DTM 

as a secondary variable, continues to maintain the effect of this variable also in the SAIM, making the effect 

of the simulated samples less impactful on the final model. On the other hand, kriging, which is influenced 

only by Mz data, is more affected by the forcing generated by simulated samples. One common trend in any 

model obtained, both with and without SAIM, is the low error values in the western part of the study area 

(Figure 63 and Figure 64). Here, because of the higher sampling density and the less presence of unique 

elongated structures, geostatistical algorithms can produce reliable models by themselves, and SAIM forcing 

is not necessary. 

The irregular sample mesh is the main source of disturbance for the interpolation with geostatistical 

automatic methods. Because of this, many elongated structures are not properly represented by the samples 

and their evidence may be visible only from other sources of data (e.g., aerial photos and bathymetry). 
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Figure 95  Samples on the outer deep bar: their Mz (bold) is almost homogeneous along the structure. 

The effect of the anisotropy of both sample mesh and landforms is the cause of discontinuity of Mz 

distribution over the longitudinal elongated structures, mainly for approaches without explanatory variables. 

Over the outer deep bar, also due to one missing sample along the bar between samples G51 and G82, 

geostatistical approaches without explanatory variables are not able to interpret a uniform structure, as it 

shows to be from a geomorphological point of view. Despite being widely spaced, the samples aligned along 

the bar (Figure 95) show substantial Mz uniformity, confirming the geomorphological evidence and the same 

origin. Even EBKRP and CK models, which use bathymetric information, predict the presence of 

geomorphological signature on the Mz distribution on the outer deep bar, validating the geomorphological 

interpretation, although, by interpolating the sedimentological data with the bathymetry, they describe a 

gradient that is not highlighted by the samples themselves. The littoral drift pathway and the fine 

sedimentation prodeltaic area present almost the same issue than the outer deep bar, connected to the 

anisotropy of sample distribution. The inner deep bar issue is related to the presence of two close samples, 

G79 and G80 (Figure 95), with a Mz of 6.03 φ and 2.57 φ respectively. Even if they are one closer to the other, 

the great difference in Mz between them of almost 3.5 φ indicates that they have not the same origin. It is 

confirmed by the geomorphological set-up: sample G79 is located in a depressed area just north from the bar 

where G80 is located: so, the first is subjected to the prodeltaic fine sedimentation while the latter has a 

residual origin. Unfortunately, the proximity of these samples causes the automatic interpolation algorithms 

to homogenize the Mz values, estimating finer sediments over the bar and coarser over the depressed area. 

Moreover, the trough between the bars has almost no signature on the Mz distribution in OK and EBK. That 
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is related to the presence of only sample G81 on it. Because of the lack of other samples, it’s simply impossible 

for the automatic interpolation algorithms to produce a Mz-coarsening trend towards south-west as 

supposed from a geomorphological point of view. This interpretation is only correlated to the 

geomorphological set-up and the bimodality of sample G81 and not confirmed by other sedimentological 

evidence, but models with explanatory variables, in particular the EBKRP, depict the same interpretation 

obtained by expert judgment. A high degree of anisotropy in the interpolation radius could partially solve 

these two issues, with the side effect to produce issues in areas with no geomorphological anisotropy. If we 

focus on the EBKRP model, which is definitely the most reliable among the models developed with automatic 

algorithms, the main issues are all correlated to the side effects given by the DTM. This model tends to 

produce a gradient following the bathymetry even if the Mz shows to have a different trend: for example, the 

outer deep bar seems to be homogeneous in Mz while EBKRP model is characterized by a fining gradient 

towards the deepest depths; or the inner deep bar that seems to be not continuous. Because of this, although 

mean and max errors are the lowest for automatic algorithms, the standard deviation is quite high and 

remains so even when EBKRP in applied in SAIM. The SAIM models, due to the very nature of the SAIM, follow 

better the geomorphologic set-up (chapter 3.7). Furthermore, the error statistics also show a significant 

reduction in them. This involves two main findings:  

1. as also confirmed by the algorithms with explanatory variables, the use of bathymetric information 

greatly improves the quality and reliability of the model obtained. In our study case, comparing 

geostatistical algorithms with EBKRP we observed a reduction of mean absolute error, max absolute 

error, and standard deviation by 21%, 39% and 11% respectively. 

2. secondly, further improvement can be achieved by expert assessment of the morphodynamics of the 

studied area, with a further reduction of mean absolute error (43%), maximum absolute error (31%) 

and standard deviation (54%) if best SAIM model (EBK) is compared to EBKRP.  

Comparing SAIM with the EBKRP, the best automatic geostatistical algorithm, the SAIM method has the great 

advantage of being able to provide the geomorphological interpretation, not only binding it to the joint effect 

of parameter distribution and explanatory variable but leaving the interpreter to make the most coherent 

choice for him. Finally, comparing each SAIM outputs (Figure 64) and their error statistics (Figure 65), they 

show to be quite similar. In particular, referring to Figure 65, the stability of the mean absolute error and the 

low magnitude of the maximum one denote a marked robustness of the SAIM on the choice of the 

geostatistical algorithm, and, indeed, it seems to work slightly better with simpler algorithms. SAIM is 

therefore flexible and applicable on different GIS software with geostatistical interpolation algorithms.  

Summing it up, the SAIM, shows to be an economical and tuneable method in terms of time and costs to 

produce good sedimentological maps even with a sparse and irregular sampling. Compared to the standard 

interpolation methods, provides models that better represent the geomorphological imprinting on the 
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sedimentological data and reduced the error of prediction. None of the maps obtained only by the standard 

methods was able to adequately represent all the sedimentary dynamics of the study area. 

 

6.2 Morphodynamic interpretation 
In order to discuss and highlight the morphodynamic set-up of the study area, we will focus on five important 

coastal compartments: the Isonzo river delta, the longshore transport corridor, the deep part of the Mula di 

Muggia bank, the front of the MMB and the high intertidal bank. 

 

6.2.1 Isonzo River delta  
Sedimentologically, the distribution of the Mz (Figure 96a) follows the standard trend of deltaic environments, 

with the sands confined in the upper shoreface (here within -4 m) and the muddy sediments constituting the 

entire prodelta. Although the sediments of the area are very or extremely poorly sorted (Figure 96b), 

particularly in the prodelta, due to the correlation with the Mz, the normalized sorting (Figure 96c) is quite 

good, especially around the river mouth and along the littoral drift corridor (above -4 m). These grain size 

characteristics confirm the dominance of fluvial forcing in the morphodynamics of the area.  

The sediment budget of the Isonzo river delta remained rather stable in the period 2019-2022, unlike what 

happened in the period 1968-2019, since it has always been accumulating (Interreg Italy-Croatia CWC, 2021). 

However, already between 2007 and 2019 the delta growth rate had reduced compared to the previous 

period. In fact, on the only section surveyed in each campaign (transect 1D, Figure 58), the sedimentation 

rate progressively reduced from +19 mm/y (1968-2007) to +13 mm/y (2007-2019) up to +11 mm/y 

(2019-2022). The prodeltaic area (below -4 m) behaves quite differently from the shallow area around the 

mouth: in fact, the total sediment budget, estimated in +42˙400 m3/y, is almost 2.5 times greater than the 

entire delta (+18˙600 m3/y) (Table 7 and Table 8). This data highlights the extreme variability of the nearshore 

budgets, which are strongly influenced by the seasonality of the surveys. Additionally, the very short time 

interval is significantly affected by the intrinsic measurement error. 
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Figure 96 Detail of the (a) mean size, (b) sorting and (c) normalized-sorting maps of the Isonzo River delta. 

Precipitation statistics (Figure 14) have shown to be quite stable in last 20 years although a significant annual 

variability has been observed (standard deviation around ±20%). Therefore, although there are no accurate 

estimates of the solid discharge at the mouth, it can be estimated that there has not been a significant 

reduction in the sediment supply caused by the reduction of water fluxes. Then, a possible cause for the 

reduction in the sediment supply in this area can be identified in the achievement of a new condition of 

stability of the delta following the instability generated by the reopening of the Sdobba branch as the only 

mouth of the Isonzo starting from 1937 (De Grassi and De Grassi, 1957). Additionally, on a regional scale, the 

sediments from the Isonzo delta are carried by longshore drift and transported along all the sandy coasts of 

Friuli Venezia Giulia, establishing a sediment bypass dynamic in the deltaic area. The long-term positive 
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sediment budget of the F-MMB, estimated in almost +60˙000 m3/y since 1968 (Fontolan et al. 2018), suggest 

that F-MMB could currently be the main sink in the study area and, more generally, in the coastal context 

linked to the Isonzo solid discharge. Therefore, our hypothesis is that the volume of sediment taken up by 

littoral drift may have remained stable also in the short term.  

Morphologically speaking, the most dynamic area of the Isonzo’s delta is the shallow area around the mouth. 

In fact, this area underwent a significant geomorphological evolution even though the sediment budget in 

that area is slightly negative. The SBES survey evidenced a retreat of the sandy bars in the shallow waters 

within -2 m. Such a similar trend was also identified through the UAV surveys on the HIB as a result of a 

rollover effect (Figure 41). 

 
Figure 97 Bar retreat on the Isonzo river mouth at transects (a) 1ID and (b) 2ID. 
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The sandy bars visible in the two western transects of the Isonzo’s delta (1ID and 2ID) migrated 

averagely -24 m landward in 3 years, with a rate of -8 m/y (Figure 97). The average End Point Rate of -10.8 m/y 

evaluated through the DSAS tool shows that the HIB behaves quite similarly to the Isonzo’s delta, although 

the rate of retreat ranges from -2.8 to -17.9 m/y is very wide (Figure 42). Marine transgression and 

consequent retreat of coastal landforms is usually the geomorphological response to some coastal processes 

such as relative SLR and storm events (Bezzi et al., 2021b; Emery et al., 2019; McBride et al., 1995). However, 

over a very short time interval, it is more likely that the most impactful geomorphological changes are due to 

extreme events rather than RSLR, which, by nature, operates on a longer time scale. Additionally, over the 

past four years, the mean sea level in the northern Adriatic has slightly decreased, as a result of natural 

fluctuations. Such a geomorphological response, although similar in the two areas in the short term (3-4 

years), is however more complex to analyse if contextualized in the medium term, also considering the 

relationships between marine forcings.  

Three are the main differences between the Isonzo’s delta and the HIB. First, the Isonzo river is a sedimentary 

source, with peculiar geomorphological features and dynamics mainly related to the fluvial sediment supply. 

On the other hand, due to the distance from the sedimentary source, the sediment supply on HIB is less 

subject to river floods. Second, HIB and the bars around the river mouth are at different depth. The HIB 

maximum height is just around 0.9 m, and the bank is alternatively emerged and submerged. On the other 

hand, the bars at the river’s mouth extend in the range from -2 m to -1 m and are always submerged. For this 

reason, the Isonzo’s bars are always subjected to the morphodynamic forcings while the HIB is mainly 

subjected to significant winnowing during high spring tides and storm surges. Third, the waves impacting on 

the two sites are quite different. The Isonzo’s delta is way more protected than the HIB from SSE waves, while 

the letter is less affected by ENE waves, as shown by the spectral wave models of southern and north-eastern 

storm events (Figure 75 and Figure 78Figure 84). Only southwesterly waves seem to affect both areas, even 

though predominantly on the HIB as shown by higher significant wave height.  

 

6.2.2 Longshore transport pathway 
The longshore transport pathway is an important feature of the coastal environment because it represents 

the path where sandy sediment flows. The littoral drift is the movement of sand parallel to the shore driven 

by the combination of waves and tides’ longshore currents (Seymour, 2005a). The whole study area is crossed 

by a series of longitudinal sandy bars detectable both by the DTM (Figure 15) and by satellite images (Figure 

1) with evident vergence towards the west. These bars constitute the longshore transport pathway mainly 

developed between -1 m and -4 m, bordering the sedimentary bodies of the Isonzo delta and the MMB and 

locally interrupted by the presence of the Primero inlet. Sediments have a Mz less than 4 φ with a coarsening 

trend towards the west until reaching the lowest values (≈1.50 φ) in the HIB area (Figure 98a), at the same 
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time becoming increasingly sorted, from moderately near the Isonzo’s mouth to well sorted on the HIB (Figure 

98b). Such evolution in the granulometric characteristics of the sediments indicates the presence of an agent 

of sediment transport and selection from east to west, confirming the bibliographic data (Bezzi et al., 2021a; 

Fontolan et al., 2018). The littoral drift pathway shows a continuous process of sediment coarsening and 

sorting, and a progressive decrease in THg concentrations downdrift of the Primero Inlet (Figure 98c). In the 

HIB area THg decrease drastically, with very low values coinciding with the coarser sediments located on the 

southern vertex of the MMB. 

 
Figure 98 Detail of the (a) Mz, (b) Sr, (c) NSr and (d) THg of the MMB sector of the littoral drift pathway. 

In the study area, the fractions of fine and very fine sands, with which THg tends to correlate most (Pavoni et 

al., 2023a), are unable to settle in the HIB due to the hydrodynamic conditions even during non-extreme 

events. Probably, the Sirocco wave energy focus on the HIB due to the refraction caused by the extroflection 

of the contour lines, leading to the removal of cinnabar particles which, despite being denser than calcareous 

sand, are likely hydrodynamically more similar to fine and very fine sands. 

Hydrodynamic models indicate that the littoral drift pathway is characterized by currents and bed shear 

stresses of opposed direction during storm surges coming from the north-east (Figure 99a) and south (Figure 

99b). During northeastern storm event, currents are directed towards southwest, in agreement with the 

littoral drift indicated by both bibliographic data and the morpho-sedimentological evidence; while during 
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southern storms currents have opposite vergence from the HIB to the river mouth, while it remains 

concordant on the F-MMB, an area which is rather protected from the Bora waves. 

 

Figure 99 Currents at the apex of the(a) Bora and (b) Sirocco storm event in winter 2023. 

Both storm events generate the maximum bed shear stress in the same bathymetric range, from -1 m to -3 m 

(maximum values around -2 m), that represents the longshore transport pathway. Sediment transport 

processes in the shallow waters are still active in not-extreme conditions (Figure 90Figure 91), during which 

the anti-clockwise tide is the dominant forcing in the formation of coastal currents capable of transporting 

the sediment resuspended by the waves. Along the littoral drift pathway, ENE waves are slightly more effective 

comparing extreme storm events (Figure 89), in particular from the Isonzo river mouth to the half of the 

MMB, but become dominant if we take into account standard conditions (Figure 93), conditions that are much 

more frequent throughout the year. The models, therefore, confirm the sedimentological and geochemical 

evidence, as well as the bibliographic data. Furthermore, Bora storms are able to generate a significant excess 

of critical bed shear stress in the seabed within -5 m on the deep terrace of the D-MMB, in particular in the 

south-west sector. Here, BSS exceeds the critical value for suspension even during non-extreme ENE events, 

indicating that the morpho-sedimentary processes may be active for most of the time.  

The area of the deep terrace, consisting of sands but slightly finer, less selected and, above all, richer in Hg 

than the MMB and the deep bars that bord it respectively to the northwest and southeast, leads us to 

hypothesize that the currents coming from the north-east could play a decisive role in the transport and 

selection of the sediments along the littoral drift pathway. The coarser sediments (medium sands) are 

probably selected and transported within -3 m while the finer ones (fine and very fine sands) are transported 

to greater depths, on the deep terrace, where the capability of the littoral currents to produce a net sediment 

suspension decreases due to the depth with a consequent increase in THg concentrations because of its 

affinity to fine and very fine sands (Figure 100a). 

a b 
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Figure 100 Sediment-transport dynamics of the MMB sector of the littoral drift pathway: (a) detail of the Mz and (b) on the THg 
concentration. 

Moreover, these mechanisms may explain the anomalously high THg concentrations in the coastal sector in 

front of Grado. Here, in fact, the medium-high THg indicate an Isonzo origin, although this zone is physically 

separated from the Isonzo delta by the MMB and the D-MMB (Figure 100b). The deep terrace becomes a 

bypass area for the fine and very fine sands and, therefore, for the Hg which can thus reach the area facing 

the beaches of Grado. 

 

6.2.3 The Deep Mula Muggia Bank 

The deep sedimentary body of the MMB represents both a geomorphological and sedimentological anomaly. 

Morphologically it can be divided into two parts, the deep terrace and the two deep bars, which present 

similar but different sedimentological characteristics (Figure 101). 

 
Figure 101 Digital terrain model of the Deep Mula Muggia Bank. 

a b 
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The deep terrace is characterized by finer sediments (Mz of 1.9-2.7 φ) compared to the deep bars, in 

particular the external one where rather coarse sediment (Mz of 1.5-1.8 φ) are found compared to the depth 

(from -4.5 to -8.5 m) (Figure 102a). 

 
Figure 102 Maps of (a) Mz and (b) THg on the deep-MMB. 

The deep terrace, as just described in chapter 6.2.2, is partly influenced by littoral drift that fills the area 

mainly with fine and very fine sand sediments characterized by moderate-to-high THg. During both extreme 

and not-extreme ENE wave conditions, sediments may be resuspended and transported throughout the deep 

terrace. 

The south-western area of the deep terrace is characterized by the presence of a set of finger bars. Finger 

bars have often been identified in microtidal environments (Bruner and Smosna, 1989; Falqués et al., 2021; 

Garnier et al., 2012; Gelfenbaum and Brooks, 1997, 2003; Niedoroda, 1972; Niedoroda and Tanner, 1970) 

such as the northern Adriatic Sea. Although the formation mechanism is not yet completely clear, a 

fundamental role seems to derive from the refraction of waves due to the shoaling (Niedoroda and Tanner, 

1970). The bars, in fact, maintain an inclination of 50-70° (clockwise) with respect to the contour of the MMB 

(Figure 39), showing important feedback from wave shoaling. Moreover, also longshore currents seem to be 

implicated in the formation of such bars (Falqués et al. 1996, 1993) that are often correlated with high 

sediment supply and mobility (Falqués et al., 2012, 2021; Levoy et al., 2013; Ribas et al., 2012; Ribas and 

Kroon, 2007). Accordingly, as just discussed in the previous chapters (6.2.1 & 6.2.2), the evidence of longshore 

transport towards the deep terrace and the sink of the F-MMB (Fontolan et al. 2018; Interreg Italy-Croatia 

CWC 2021) seems to confirm the bibliographical data. The dominance of ENE wave-driven longshore currents, 

both during extreme storm events and even more in standard conditions, agree with the slightly asymmetry 

of the finger bars of the deep terrace (Figure 37b), further suggesting east-to-west sediment transport on the 

area. Despite the supposed predominant role of ENE waves, the mechanism of formation of such structures 

is not completely depicted and a non-marginal influence may be represented also by the southern waves. 

Further studies involving detailed bathymetric surveys (MBES) of the entire area and spectral analysis of the 

wave climate could help to more deeply understand the dynamics of formation of these structures. 
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In addition to the deep terrace, two sandy bars are evident on the D-MMB with a direction of 50°N that are 

3 km (the inner one) and 8 km long (the outer one), the latter constituting the outer flank of the D-MMB. The 

vergence of these structures is opposite to that of the littoral drift, having a tip directed towards the 

northeast. The sedimentological characteristics of the deep bars, in particular of the outer one, are different 

compared to the deep terrace. The sediments are coarser (Mz of 1.5 to 1.8 φ) and, above all, the THg 

concentration is very low, less than 0.25 µg/g (THg up to 29.3 µg/g on the deep terrace). The 

geomorphological anomaly of the deep bars is, therefore, parallelly correlated to the grain size anomaly: in 

fact, in the northern Adriatic, at depths between -4.5 and -8.5 m, finer sediments and higher concentrations 

of mud are usually present. By considering the overall geomorphological, sedimentological and granulometric 

characteristics of the deep bars, two possible evolutionary scenarios are identified: (1) a substantial 

morpho-sedimentological stability of the structures, with minimal to zero sedimentation rates at least in the 

last 500 years, i.e. after the opening of the Idrija mine; or (2) the presence of forcing such as to reshape the 

landforms, able to select only the medium sands and erode/inhibit the deposition of cinnabar grains. 

Although plausible, the hypothesis (2) is unlikely since the bars have been geomorphologically stable for over 

50 years (since 1968). Therefore, the hypothesis (1) that they are relict bedforms on which the deposition of 

fine matter coming from the Isonzo is obliterated by the southern waves is much more reliable. Especially on 

the north-eastern tip of the bars, the achievement of the critical shear stress for the resuspension of the 

sediments is rather limited compared to that for the movement of the sediments for bed load even during 

storm surge events (Figure 85-Figure 88). It is therefore assumed that during storm events, any fraction of 

mud deposited, minimal but not zero especially in the samples closest to the river mouth (samples G82 and 

G87), is removed from the sediments, while the coarse component remains substantially stable. The models 

of non-extreme wave conditions show an even smaller excess of BSS, which is nearly negligible in the case of 

ENE waves. (Figure 90). The hydrodynamic conditions are, in all likelihood, capable of keeping the structure 

unchanged, avoiding the accumulation of mud and preserving the morpho-sedimentological characteristics 

of the bars. 

To the north-east of the D-MMB extends the area belonging to the Isonzo prodelta, governed by dynamics 

linked to fluvial sediment supply and therefore characterized by fine sediments, with Mz greater than 4 φ. 

The border with the D-MMB presents rather accentuated gradients of Mz. The transition between the two 

environments is rather rapid in the area between the Primero Inlet and the inner deep bar while in the deep 

trough area it is much more progressive, as it happens for the bathymetry (Figure 64). The bimodality of 

sample G81 and the poor and very poor sorting of samples G80, G81 and G94, which are even more poorly 

sorted if we consider the NSr, suggest the presence of the mixing of sediment sources on the deep trough 

and on the tip of the inner deep bar. In fact, the NSr highest values are distributed in this area, highlighting 

the separation between the residual environment of the D-MMB and the prodeltaic one, evidencing the area 

in which the mixing of sedimentary sources occurs. Here, the southern waves do not seem totally able of 
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inhibiting the fine sedimentation coming from the river, and the low bed shear stress values even during the 

southern storms seem to confirm this hypothesis. The hydrodynamic models show that in this area the BSS 

appears to be slightly lower than the deep external bar, probably due to the damping generated by the bar 

itself, reducing the capability to completely resuspend and erode the mud deposited during river floods 

(Figure 87). 

 

6.2.4 Front of Mula Muggia Bank & High Intertidal Bank 
The most dynamic part of the whole study area is the westernmost part of the MMB, composed of the F-MMB 

and the HIB. The secular evolutionary trend of the F-MMB has been an almost steady westward migration at 

rates around 12.6 m/y in the last two centuries (Bezzi et al., 2021a; Fontolan et al., 2018; Interreg Italy-Croatia 

CWC, 2021), as can be seen from (Figure 17). An intertidal bank (HIB) was formed in the last 2 decades, while 

for 2 centuries the entire MMB was submerged. The first topographic evidence of the HIB is provided by the 

2019 survey, evidence also confirmed by satellite photos. Nowadays, the bathymetric and aerial 

photogrammetric surveys of the F-MMB and the HIB respectively show that the first is undergoing a reduction 

of the progradation rates while the second is getting wider and longer.  

The F-MMB has undergone a clear decrease in sedimentation rates in the period 2019-2023 compared to the 

period 2011-2019, equally distributed across all 13 profiles considered (Figure 56), maintaining the trend of 

progressive reduction in the sedimentation rate from the north towards the south. In the first six profiles from 

the north (transects 1F to 6F), since 2019, an accretive trend has been maintained although less accentuated, 

while in the southern profiles (7F to 13F) an erosive trend has been established (Figure 103). 

 

Figure 103 Sedimentation rates of the F-MMB. 
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On the contrary, the HIB grew both in width in its southernmost part, i.e. near the southern vertex of MMB, 

and in length towards the north-east, where it also widened due to the formation of a new sand bar (Figure 

104). The width of the bank increased by 60 to 100 m in four years, with a rate of 15-25 m/y, and the length 

by almost 300 m, with a rate of 75 m/y.  

 
Figure 104 HIB evolution between 2019 and 2023: black arrows represent the bank widening while dotted arrow indicates the 
elongation towards the north-west. 

Part of the evolutionary process of the HIB involves the bank's retreat with annual rates ranging between 2.8 

and 17.9 m/y, as previously highlighted in Chapter 6.2.1. The height of the HIB, slightly less than a meter, 

ensures that the HIB is mainly subjected to significant winnowing during high spring tides and storm surges. 

For this reason, it is hypothesized that southern storm events have a greater impact on the bank's retreat. In 

fact, southerly storm events are characterized by high storm surge, greater than +50 cm, which, added to tide 

and wave set up, can lead to a total level greater than +100 cm and extreme values greater than +150 cm. On 

the contrary, north-easterly events are instead characterized by negative surges. The two events analyzed 

confirm the trend: ENE storm in winter 2023 reached a maximum of +0.37 m while the autumn southern 

storm reached a maximum of +1.36 m, almost one meter more. Given that the HIB reaches a maximum 

elevation of 0.9 m, it is almost always submerged during southern storm surges also due to the contribution 

to the water level from the wave set-up. On the other hand, during Bora winter storm part of the HIB was 

often emerged even taking into account wave set-up and run-up as highlighted by the map in Figure 86 

representing the time above critical bed shear stress during ENE storm event. The comparison of the two 
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extreme events shows how the southern Sirocco waves are the most dominant agent on the HIB (Figure 89), 

and the BSS generated by southern waves during the storm event is directed parallel to the retreat of the HIB. 

The impact of southern wave motion on the HIB is even more evident when considering non-extreme 

conditions. Under these conditions, ENE waves generate a very limited, if not negligible, excess of BSS in the 

higher areas (Figure 90), whereas southern waves are always capable of inducing transport, aided by the 

increase in water level caused by southern winds (Figure 91). The implications of storm events in the retreat 

of the HIB are similar to the rollover of a barrier island under the effect of overwash, even though its 

occurrence is frequent due to the limited height of the bank. The retreat of the HIB is higher in the central 

part and lesser on the extremes. The direction of the edge of bank seems to have an implication in the rate 

of retreat. In fact, the extremes are directed almost east-west (280-290°N) while the central part is directed 

as the F-MMB (≈320°N). Moreover, there are some other aspects that may affect the rate of retreat. The 

southern end of the HIB, i.e. at the southern vertex of the MMB, is wider (450 m) than on the west (80-130 m). 

This may lead to a greater wave energy dissipation and, therefore, a reduced possibility to rollover. On the 

other hand, on the northern tip of the HIB, the “Brambati” channel acts as a barrier for the landward 

migration of bank, even if the bank has shown to be able to make the channel migrate northward anyway. 

The models of the southern storm events confirmed that, showing an average current direction around 

180-200°N. Moreover, the excess of BSS is higher on the tip of HIB compared to the southern vertex, both 

during extreme (Figure 87) and not-extreme events (Figure 91), possibly leading to a greater retreat in that 

area.  

If, therefore, the evolution of the F-MMB indicates a reduction in the rate of progradation of whole MMB, on 

the other hand the growth of the HIB denotes a continuity of the area as a sedimentary depocentre. In this 

context, two morpho-sedimentary processes can be hypothesized. Firstly, the transgression of the sandy bars 

in the shallower part of the bathymetric profiles may be attributable to an active rollover process within -2 m 

in favor of the growth of intertidal landforms. This process may cause the southern half of the F-MMB (profiles 

7F - 13F) to be eroded while the HIB becomes increasingly wider. Secondly, in the northwestern sector, both 

the seabed of the F- MMB and the HIB have an accretionary regime, indicating the fundamental activity of 

the littoral drift as a sediment transport agent. The morpho-sedimentological evidence and the models 

provide useful information for the interpretation of the forcings acting on the area. Following the littoral drift 

from east to west, the grain size gradients and THg concentration have a common trend. In fact, up to the 

southern vertex, the gradients of coarsening, positive sorting, and reduction in THg are identified. On the 

other hand, from the vertex to the tip of the HIB, the sands become finer, the THg concentration increases 

while the sorting gradient remains slightly positive, leading to more sorted sediments (Figure 105). 
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Figure 105 Granulometric gradients on the HIB. 

By correlating these sedimentary characteristics with the numerical elaborations of the models we can 

identify the southern vertex of the MMB as the point where the maximum wave energy is focused during 

southerly storm events. In fact, the models indicate the southern vertex as the area in which the direction of 

the currents and bed shear stress changes, moving from vectors opposite the littoral drift to the east, to 

vectors towards the north-west downstream of the summit (Figure 106).  
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Figure 106 Significant wave height during the apex of the Sirocco waves during storm multi-event of autumn 2023. 

On the contrary, ENE waves generate lesser BSS on the HIB and the F-MMB, especially towards northwest 

(Figure 107). The low sea level caused by Bora winds keeps a large part of the HIB exposed, preventing it from 

being involved in sediment transport processes.  

From the southern vertex towards northwest, the HIB narrows progressively, and the sediment become 

progressively finer and richer in THg, indicating a reduction in wave energy. This area, together with the 

northern part of the F-MMB where profiles 1F-6F are located, results bathymetrically protected from Bora 

waves and dominated by southerly waves both in storm and standard wave conditions, as highlighted by the 

maps of Figure 89 and Figure 93. Here, the geomorphological and sedimentary characteristics, consistent with 

models, indicate a predominant transport direction towards the northwest, with the formation of a set of 

longitudinal bars aligned locally with the longshore drift.  

On the western side of the F-MMB, there is an additional set of finger bars. Unlike the finger bars on the deep 

terrace, where the Bora wave effect prevails, these forms in the F-MMB area among the southern sector 

dominated by ENE waves and the northern sector dominated by southern waves (Figure 107). Additionally, 

these forms are not located on a flat area but on a steeper seabed, with depths decreasing from south to 

north, making it difficult to identify a common symmetry for all the bars (Figure 37c). However, the 

counterclockwise inclination of these forms, approximately 70° relative to the contour lines of the F-MMB, 

highlights the refractive effect due to shoaling, which in this case aligns with both the southern and ENE 

waves. Finally, these forms indicate a high sediment transport, confirmed by the accumulation trends 

observed in transects 1F-6F (Table 6) and the outward extension of the contour lines. 

Wave focus point 
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Figure 107 Time of exceedance of critical BSS: zoom on the F-MMB. 

It can therefore be assumed that waves coming from the south are able to produce two main effects in the 

area of the F-MMB. 

1. They contribute to the sedimentary transport phenomena of the littoral drift towards the north-west 

on the F-MMB and on the tip of the HIB, with the implication of the formation of both deep (-4 m) 

and intertidal (-1 m – 0 m) transvers bars. Moreover, sediment transport is also underlined by the 

migration of the north-western tip of the HIB over time together with the rollover phenomenon. This 

migration is quite evident (75 m/y) and has almost led to the occlusion of the artificial channel which 

border the Grado Pineta shoreline. Furthermore, this migration appears to have accelerated over 

time, probably due to the greater volume of sediment available on the HIB. 

 

2. They generate cross-shore transport in the southern vertex area, enhancing the effect of rollover in 

favor of deposition on the HIB, with consequent migration of the longitudinal bars towards the shore 

(northeast). This mechanism could explain the formation and the expansion of the HIB in the last two 

decades. 

 

This last aspect could have a strong implication on reducing the secular trend of westward migration of the 

MMB. The deceleration of the westward migration may be due to a set of factors, such as: the sea level rise, 

the reduction of longshore sediment transport, the variation in the wave climate and the bathymetric 

characteristics of the seabed. Sea level has been increasing over the years but has not undergone a significant 

change in last two decades.  
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As regards sediment transport, the sedimentary budget of the Isonzo delta and the growth of the HIB itself 

seem to indicate substantial stability in the sediment availability. The wave data recorded both by the DWRG 

wave buoys don’t evidence a significant variation in the wave climate able over the years such as to be able 

to generate an evident morpho-sedimentological variation. However, although the wave climate in the 

northern Adriatic has remained rather stable over time, the constant migration of the MMB towards the west 

has led the F- MMB to be subject to an increasingly intense attack by the Sirocco waves due to the progressive 

reduction of the protection offered by the Istrian peninsula. In this context it is probable that the sediment 

transport towards northeast led by southern waves began long before the emersion of the HIB.  

In conclusion, it is assumed that the sediments transported by the littoral drift to the seabed in front of the 

HIB (profiles 7F-13F) are partly transported towards the north-east and deposited on the HIB itself, and partly 

towards the north-west generating a positive balance on the north-western area of the F-MMB (Figure 108). 

In this context, the rise in sea level continuously generates new accommodation space in the HIB area, giving 

continuity to the ongoing process. This process can also explain the reduction in the migration rates of the 

F-MMB since part of the sediments made available by the littoral drift are not transported to the seabed 

towards the west, but towards the land to form and expand the area of the HIB.  

 
Figure 108 Sediment transport dynamics on the F-MMB. 
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6.3 Natural dynamics vs urban planning: conflicts and perspectives 
The coasts of Grado have experienced significant tourist and economic development over the past two 

centuries, with the adoption of a backshore defense policy that has rigidified the coastal system, reducing its 

natural ability to adapt and migrate in response to climate change. To limit the anthropogenic impact on the 

ecosystem, a conservation program was initiated, leading to the creation of the Natura 2000 protected areas. 

Consequently, the Grado coastline needs to be maintained for multi-purpose use (McLachlan et al., 2013), 

balancing recreation and environmental conservation. Integrating morphosedimentary characteristics with 

the land use designations of coastal elements, whether for tourism or environmental conservation, can 

provide a useful management tool (Figure 109). 

 
Figure 109 Zoning map with the different morphosedimentary areas and the most important tourist/recreational, ecological, and 
conservation values, relevant for multi-purpose coastal planning. (Bezzi et al., 2021a) 

The zoning aims to synthesize natural dynamics, uses and conflicts and create a baseline for future 

management guidelines. The map emphasizes how coastal areas have been developed without considering 

their inherent characteristics. In the absence of Integrated Coastal Zone Management or coordinated 

coastline management guidelines, the building of beach resorts and facilities occurred even in unsuitable 

areas located on fetch-limited beaches faced by very shallow waters and a silty seabed (backbarrier area). 

Despite the sheltered position during extreme storms and “acqua alta”, some of these beaches are being 

eroded, and in the absence of post-storm natural constructive processes, they require periodic sand 

replenishment. Local coastal tourism is primarily focused on beaches that are managed as private properties 
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under state concession and are fully equipped with numerous facilities (walkways, beach umbrellas, toilets, 

showers, and kiosks), leaving little space for free and natural areas. This model implies a lack of acceptance 

of the specific characteristics of the sites (particularly the backbarrier area) among stakeholders and fosters 

conflict. At the same time, a variety of touristic uses (small boat docks and kitesurfing, for example) can 

conflict with the need for nature conservation needs (silty seabed with seagrass meadows, tidal flats used as 

roosts by birds). However, in certain locations, the large size and dynamism of natural landforms have grown 

prominent in relation to the needs of seaside tourism, raising serious concerns for the future of these areas. 

The westernmost part of the MMB, in particular, is viewed as a threat to touristic activities due to the ongoing 

rapid extension toward the west of the shallow water with silty deposition in the nearshore and the current 

infilling of the navigation canal. However, in last years this trend seems to be slowing down in favor of the 

vertical growth of the shoals of HIB, often frequented by unorganized but intense tourist use (bathing, 

recreational fishing of edible bivalves and kitesurfing). Our analysis, as well as the zoning scheme shown in 

Figure 109, can be used as a basis to guide future planning of the Grado coastal area, to reduce SLR impact 

and minimize or eliminate the major conflict that exists between coastal morphodynamics, 

tourist/recreational beach use, and conservation needs. The backbarrier area and the longshore migrating 

sandbars have the natural potential to safeguard human settlements and infrastructures while also providing 

a variety of natural co-benefits such as habitat conservation, carbon sequestration, tourism opportunities, 

education, and research (Sutton-Grier et al., 2015). This area can be vulnerable to medium and long-term 

forcing (SLR), which cause the sandbanks to rollover the stable silty backbarrier, a natural ramp for the 

accommodation of future transgressive bodies. For this reason, the primary concerns are the preservation of 

the sediment source (the Isonzo River) and the natural ability of the longshore transport to distribute the 

sand along the littoral toward the west. Proper control of hydraulic interventions in the drainage basin and 

monitoring of the river’s sediment supply, will be required. Simultaneously, hard defense structures should 

be avoided unless they are limited to reinforcing those already in place to defend the hinterland. The presence 

of consistent sandy accumulation areas would favor soft shore protection solutions (Goudas et al., 2003) that 

aim to manage sediments within the coastal system to balance deposition and erosion in adjacent cells (Bezzi 

et al., 2021b; Bonaldo et al., 2019; Fontolan et al., 2015, 2007). The areas with the highest rates of accretion 

might exhibit particularly favorable grain size characteristics, being among the coarsest and best-sorted sands 

in the entire coastal sector. This feature is often crucial for ensuring the longevity of nourishment operations 

(CERC 1984; James 1975; Krumbein 1957). Once sediment compatibility is established by considering both 

grain size and geochemical characteristics, overabundant sediments in accumulation areas can be managed 

as a temporary reservoir for beach re-nourishment. The use of small periodic, scheduled dredging and 

nourishment is preferable, with a source-to-sink approach that mimics the natural bypass corridor between 

the barred shoreface updrift and downdrift to the Primero inlet. This approach is favored here as deficit areas 

are of modest size and are mainly fetch-limited beaches, thus highly conservative.  
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7 Conclusions 
The Grado coast is characterized by the presence of two sedimentary bodies: to the east is the deltaic feature 

of the Isonzo River, from which a longshore transport corridor extends westward; to the west is the Mula di 

Muggia sandbank, the main final area of deposition of the riverine inputs. The Mula di Muggia Bank (MMB) 

is a complex sedimentary body approximately 7-8 km long and over 3 km wide. The MMB essentially consists 

of a vast, flat backbarrier area bordered by a series of longitudinal sandbars that extend seaward to the upper 

shoreface limit (-3/-4 m) beyond which a deep sedimentary relict body of probable deltaic origin develops 

(Brambati, 1985; Marocco, 1989). Over the last two centuries, the MMB has shown a near-constant westward 

migration, creating critical situations for the nearby beaches, which are heavily used for tourism purposes.  

The results of this PhD project allow to elucidate the intricate morphodynamics of this area by integrating 

data from various sources. This will provide a foundation for future precise planning and reassessment of 

coastal management decisions, ensuring a balance between environmental conservation and tourism. 

The multidisciplinary approach employed was based on the acquisition and elaboration of bathymetric data, 

aerial photogrammetry, and sediment samples. These datasets were processed to obtain (i) a digital models 

of the seabed, from which the geomorphological set-up and sediment budgets of the most dynamic areas 

were derived; (ii) a distribution maps of grain-size parameters, obtained using a semi-automatic method 

developed during this thesis (the SAIM method); (iii) a distribution map of total mercury concentration in the 

sediments showing a contamination in much of the study area; and (iv) wave patterns and hydrodynamic 

models of major storm surges as well as more standard conditions. 

In order to obtain a precise sedimentological map in this specific context characterized by a complex 

bathymetry with the presence of very long and narrow structures, a new semi-automatic interpolation 

method (SAIM) was developed. The methodology is based on the use of automatic geostatistical interpolation 

methods actively assisted by expert judgment. With the SAIM approach, it was possible to reduce the 

interpolation error by about 50%, even compared to the most refined automatic geostatistical procedures, 

especially in the more morphologically complex areas. The SAIM method has therefore proven to be quite 

effective in overcoming some common limitations in the creation of sedimentological maps from sediment 

samples related to the time-consuming and expensive process of data acquisition, which often lead to sparse 

and not properly spaced datasets. The distribution maps obtained with SAIM were successively analyzed 

along with other methodologies to gain insights into the morphodynamics of the area.  

The combination of sedimentological, geochemical characteristics, and the results of hydrodynamic models 

allow to define the morphodynamic set-up of the area recognizing different areas of remarkable significance: 

the river delta, the deep part of the MMB (D-MMB), the front of the MMB (F-MMB) and the high intertidal 

bank (HIB). 
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The primary role of the sediment supply from the Isonzo River is verified: although the deltaic area shows a 

feeble accretionary trend and a significant reduction in the sedimentation rate compared to the past decades, 

probably correlated with the achievement of a new stability condition (Bezzi et al., 2021a), it continues to 

play a crucial role in the active morphodynamics of the MMB, which rely on significant sediment supply. 

Sediments are markedly linked to the river supply, as testified by the distribution of THg, whose contamination 

is linked to the last 500 years of mining activity at Idrija, located in the drainage basin of the Isonzo River 

(Covelli et al. 1999; Gosar et al. 1997). Above-natural mercury concentrations (THg > 1 µg/g) are found in the 

seabed of most of the Grado coastline, transported by the east-to-west longshore currents along the littoral 

drift pathway. Such longshore corridor consists in a series of longitudinal sandy bars that extends up to -4 m, 

in which mercury have been proven to be concentrated mainly in fine and very fine sands. Westward 

coarsening and sorting gradients, as well as the dominance of the Bora wave-driven currents resulted from 

the simulations with MIKE21 spectral waves and hydrodynamic modules confirm the role of the littoral drift 

pathway, providing information about the transport and selection mechanisms.  

Seawards from the littoral drift corridor, the deep part of the MMB seems to be only partially 

morphodynamically active, limited to the deep terrace area. Here the role of the longshore drift is highlighted 

by the presence of significant amount of fine and very fine sands with moderate-to-high concentration of THg 

(from 1 to 30 µg/g), slightly asymmetrical finger bars, and Bora wave-driven currents capable of resuspending 

sediments even under non-extreme conditions. Conversely, the deep bars consist of medium sands (Mz of 

1.5-1.8 φ), homogeneous in mean size along the structures and almost mercury free (THg < 1 µg/g). 

Moreover, the hydrodynamic conditions simulated by models predict minimal sediment resuspension only 

during extreme events, especially from the SSW, exceeding the critical shear stress threshold for a minimal 

amount of time. The combination of these characteristics highlights the relict nature of these forms, which 

will need to be further investigated in the future. 

Finally, the westernmost area of the MMB, consisting of the F-MMB and a recently formed HIB (during the 

last two decades), presents several indicators of accretion and adaptation to the evolutionary context due to 

climate change. Although the F-MMB as a whole has shown a reduction in the accretionary regime compared 

to the past and a consequent reduction in the long-term westward migration, the sediment budget is still 

positive, and due to sediment transport from southeast to northwest. In this process, both the presence of 

additional northward finger bars and hydrodynamic models would emphasize the dominance of southern 

wave motion, which is significantly more intense in this sector. The importance of southern waves is further 

highlighted by the morpho-sedimentological characteristics of the HIB. The largest part of the HIB coincides 

with the southern apex of the MMB, a strong outward extension characterized morphologically by both 

landward retreat due to rollover and seaward expansion for a total widening of 15-25 m/y, and 

sedimentologically by the coarsest sediments of the entire area (except for the relict deep bars) with a drastic 
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reduction in THg concentrations due to the absence of fine and very fine sands. From the southern vertex, a 

more tapered part of the bank extends northwest, consisting of a series of longitudinal bars. Here, alongside 

a rollover retreat rate of up to 18 m/y, a growth in the length of these bars towards the northwest of about 

75 m/y is evident. The strong accretional tendency of this area is therefore attributable to the combination 

of high sediment input from westward longshore drift and the effect of reworking, sorting, and transport due 

to southerly waves. 

Overall, the MMB shows a well-marked resilience to SLR compared to most of the urbanized coastal areas 

worldwide, simultaneously demonstrating a morphological adaptability to marine transgression and an 

anomalous sediment accumulation capacity. In the absence of direct measurements on the bed load of the 

Isonzo river, the data and analyses carried out indicate that the river sediment supply is high enough to 

prevent the establishment of an erosive regime on the Grado coast. Moreover, the physiographic 

characteristics of the Gulf of Trieste and the morphological set-up of the MMB significantly influence the 

sediment transport dynamics. For what concerns the active dynamics, the southern vertex of MMB acts as a 

boundary between the longshore transport dominated by Bora, to the east, and that dominated by Sirocco, 

to the west. Such dynamics, supported by both model simulations and morpho-sedimentological evidence, 

emphasizes the importance of auxiliary methodologies in making simulation results more reliable and vice 

versa. 

The morphodynamic analysis of the MMB revealed that, although the bank's migration is viewed as a threat 

to the management of surrounding tourist beaches, today this trend appears to be declining in favor of the 

growth of the HIB. In fact, the dominance of Sirocco wave motion in the F-MMB imply a significant sediment 

transport component towards the shore, leading us to hypothesize a future accretion of the HIB and a natural 

recharge of the adjacent beaches rather than a westward migration of the MMB with consequent expansion 

of the back-barrier area. Furthermore, highly accreting areas (e.g. the HIB) can be managed as a temporary 

reservoir for beach re-nourishment using a source-to-sink technique that simulates the natural bypass 

corridor of tidal inlets.  

As a final remark, Grado's coastline system, which combines areas designated for environmental preservation 

and tourism/recreation, has become more rigid due to urban growth, making it less adaptable to climate 

change. Understanding morpho-sedimentary dynamics is crucial for recognizing ongoing processes, reducing 

the threat posed by SLR. Accurate monitoring of the morphodynamics of the coastal banks is essential to 

potentially adjust actions and management strategies. The abundance of sediments is a significant asset and 

provides a tangible opportunity to mitigate the threat of SLR. While erosion and sand loss are severe global 

issues for the tourism industry, the rapid morphological changes, and the management of large volumes of 

moving sediments in this area represent both a challenge and an opportunity.  
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Abstract: While beach erosion and sand loss are typically of great concern to the tourism industry,

managing rapid morphological changes linked to large amounts of moving sediments is the challenge

facing Grado, an important seaside resort in the northern Adriatic, Italy. The cause of the unusual

management conflict is the presence of the Mula di Muggia Bank, a nearshore depositional system

made up of relict and active migrating sandbanks extending up to 2 km seawards from the touristic

beachfront. A reconstruction of the morpho-sedimentary evolution of the coastal system over a

200-year period was done using a large dataset which includes historical cartography, topographic

maps, aerial photos and topo-bathymetric surveys. The results show the growth of a significant

urban development aimed at creating a tourist destination by occupying the waterfront along fetch-

limited coastal tracts with very shallow water and scarce hydrodynamics. Furthermore, a number

of sandy dynamic landforms (longshore migrating bars, a bypass corridor, an ebb-tidal delta) and

accumulation zones attest to a sediment excess which can be mostly attributed to the eastern river

supplies. The progressive constant migration rate of 12.6 my−1 allowed the bank to induce the

expansion of the low-energy silty backbarrier environment, characterised by abundant seagrass

meadows a short distance directly in front of the tourist beaches of Grado. As a result of historical

analysis and more current observations, areas with diverse morphosedimentary features and with

varying tourist/recreational, ecological, and conservation values have been identified. These can

be considered as basic units for future accurate planning and re-evaluation of coastal management

choices to balance environmental protection and tourist use. A soft coastal defence approach is

proposed which includes either the preservation of specific environments or the proper use of excess

sand for beach nourishment via periodic dredging or sediment bypassing.

Keywords: sandbank; migration; barrier; backbarrier; shoreline analysis; historical evolution; coastal

zone management

1. Introduction

Coastal systems are the most densely populated locations on the planet, as well as
the most vulnerable to sea-level rise (SLR) caused by global warming. Continued acceler-
ated global SLR, along with potential increases in the frequency and intensity of extreme
sea-level events [1,2], will cause rapid coastal changes in many parts of the world. Even
currently, erosion, drowning and increased vulnerability involve sedimentary bodies such
as beaches, coastal dunes, barrier island systems and deltas. The transgressive trend is
exacerbated by the simultaneous severe anthropogenic influence on sediment supply and
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transport, as well as on coastal dynamics and subsidence [3–13]. In light of the environmen-
tal, socioeconomic, and cultural values of coastal areas, the coastal response and adaptation
capability to relative SLR are not uniform and assume considerable local variation, making
comprehension and prediction one of the most important and debated topics in scien-
tific literature, i.e., [14,15]. The definition of the temporal scale is critical for assessing
coastal evolution and distinguishing coastal change caused by episodic, seasonal, or long-
term processes [16,17]. A multidecadal analysis of the shoreline is a basic requirement
for coastal management and one of the classic geomorphological methodologies [18–23].
Shoreline analysis is typically performed using historical databases, aerial photos, and
maps, which are then supplemented with GPS surveys and high-resolution remote sens-
ing methodologies [17,19–21]. Long-term series are not always available due to the lack
of historical institutional databases for coastal monitoring, such as those in the United
States [19,24], Belgium [25], or the Netherlands [26]. At the same time, the integration of
heterogeneous databases poses problems due to differing levels of accuracy and precision
of survey measurements and is heavily dependent on the correct choice of a shoreline
proxy indicator [27].

Even more complex is the issue that arises when dealing with bathymetric data, which
typically represents the basis for a more complete morphological analysis and sediment-
budget approach [22,28–34]. The qualitative-quantitative analysis of historical and recent
data should also include a more thorough examination of the morphological elements and
their evolution [18,35,36] completed by the analysis of territorial development [23,36,37],
which will allow both to have a pertinent geomorphological framework and assess the
anthropogenic influence on coastal evolution.

In this work we analyse the Mula di Muggia Bank (hereinafter MMB), a nearshore
depositional system made up of active and relict sandbanks that extends up to 2 km
seawards from the touristic beachfront of Grado (northern Adriatic, Italy). While erosion
and sand loss are always key issues for the tourism business [38–43], managing rapid
morphological changes linked to large quantities of moving sediments is the challenge
here. The reconstruction of the morphological evolution over a 200-year period, combined
with an overview of the most significant anthropogenic changes, addresses the need to
develop an adequate knowledge base for effective future planning and re-evaluation of
coastal management decisions to balance environmental protection and tourist use.

2. Study Area

2.1. Geographic Setting

The study area, entirely included in the Municipality of Grado, is located between the
Grado inlet and the mouth of the Isonzo River, in the Gulf of Trieste, northern Adriatic,
Italy (Figure 1). It represents the easternmost part of the system of barrier islands bordering
the Grado Lagoon and is nearly entirely devoted to tourism and agriculture. Grado is
a tourist town with approximately 8000 inhabitants, which more than triples during the
summer season; the number of nights spent in tourist accommodation is ca. 1.4 million per
year [44].

Seaward, a wide system of intertidal and subtidal sand bars extends until a depth
of 3 m. Their morphology was first mapped and described by [45] and, more recently,
by [46–49]. From the planimetric view, the belt of multiple sandy bars forms two arcuate
triangular shapes (the MMB and the delta complex of the Isonzo River), which extend up
to 2 km seawards, and converge towards a landward central point, ideally represented by
the tidal inlet of Primero. Overall, these morphological systems represent an anomaly in
the regular bathymetric trend of the northern Adriatic and the Gulf of Trieste, with a strong
extroflection of the nearshore contour lines, corresponding to high sediment thicknesses
(up to 8 m) deposited during the Holocene, following the Last Glacial Maximum [50].
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Figure 1. Overview of the study area (Basemap: Landsat, in false-colour, wind and wave roses redrawn from [51]).

A large part of the MMB, as well as the mouth of the Isonzo River, are currently part
of the Natura 2000 network (Special Areas of Conservation and Special Protection Area IT
3330006 and IT 3330005). The Autonomous Region of Friuli-Venezia Giulia has added both
sites to its list of regional geosites.

The Isonzo River is the principal sediment source in the area. The drainage basin of
the Isonzo has a total extension of 3452 km2, with major tributaries (the Natisone—Torre
and Vipacco Rivers). The average annual flow rate at the river mouth is 196.8 m3 s−1,
ranging monthly from 43.1 to 665.9 m3 s−1 [52]. The 18–19 November 1940 flood reached
4400 m3 s−1, flooding 350 hectares of crops on Isola Morosini, not far from the river
mouth [53]. Despite the lack of data, the torrential regime of the river, which collects and
discharges the waters from the southern slope of the Julian Alps, and the extremely high
rainfall of its Prealps catchment (mean yearly rainfall between 2700 and 3200 mm) support
the hypothesis of the significant potentiality of solid river discharge. Instead, extensive
anthropogenic modification (afforestation, river damming, and river-bed sand mining)
has been blamed for a significant decrease in fluvial sediment load over the last century,
according to some authors [54,55]. The decline is not directly measured but is confirmed
by the evidence of morphological changes to the river bed [55].

2.2. Oceanographic and Meteoclimatic Forcing

The wind climate of the northern Adriatic is characterised by the predominance of
winds from the first quadrant, primarily from the ENE direction (the Bora) either in terms of
frequency or strength [51,56]. South-easterly winds (the Scirocco) with a longer geographic
fetch (more than 800 km) are also significant. Tides in the Gulf of Trieste are semi-diurnal
with a mean range of 76 cm [57], a mean spring-tide range of 105 cm, and a mean neap
tide of 22 cm [58]. The combination of spring tides, seiches, south-easterly winds, and low
atmospheric pressure can result in an exceptional rise in sea level (known as “acqua alta”),
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which reached 194 cm over the Venice benchmark on 4 November 1966. Due to the Bora and
the Scirocco winds, the wave regime is typically bimodal. According to data recorded at
the wave buoy OGS-DWRG1 (located at the coordinates 13.24◦ E, 45.56◦ N, −16 m depth),
the mean significant wave height (Hs) is less than 0.5 m. Events with Hs greater than 0.5 m
account for 25% of the overall record, with prevailing waves from the SE (10.7%) and ENE
(10.5%). The Scirocco has the highest recorded waves, with Hs = 4.4 m [51]. The yearly
wave energy for the northern Adriatic area is 15.61 m2 s2 [59]. Forced by the prevailing
Bora winds, short waves act along the coastal area of Grado inducing a longshore drift
directed westward from the Isonzo River to Grado.

3. Materials and Methods

To conduct this study, a large dataset was collected, analysed and critically selected,
including data of various origins. Historical cartography (from 1798 to 1830), topographic
maps (from 1869 to 2003), aerial photos (from 1954 to 2019) and nautical map ((1927)
or topo-bathymetric surveys (from 1968 to 2019) were used to recognize the landforms,
identify anthropogenic changes, and interpret the morpho-sedimentary processes. A part
of the collected data was used to map the landform changes over time, to identify some
geomorphological indicators and to support the quali-quantitative analysis.

According to the quality and reliability of the sources, we followed two different
approaches. The first approach involved historical cartography: earlier depictions of the
area were frequently inaccurate, and in some cases completely fictitious. After careful
comparison between them, the chosen maps had to represent plausible morphological
elements that were recognisable over time. The second approach concerned the correlation
of recent data. The availability of different types of information over a long period of time
raises the question of how the data should be associated. For this reason, the available
materials we chose had to be relative to the same year (for example, aerial photos and
topo-bathymetric surveys from 2007), or could be comparable in a very limited time span
(for example, aerial photos from 1978 and topo-bathymetric surveys from 1985), or were of
the same type (for example, photointerpretation data).

To evaluate the morphological changes of the MMB, a topo-bathymetric survey was
carried out in 2019. A double sampling approach was chosen: we replicated the profiles
placed at the same points in 1968 to have the best-matched data possible, while for the
most dynamic areas such as bars, troughs, and channels, a higher density acquisition
was performed for better reconstruction. All the specific information about the survey
methodology and detailed results are reported in [60]. Table 1 summarises the entire
dataset, including the cartographic databases consulted on the internet [61,62].
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Table 1. Summary of the entire dataset used for elaboration. A, B, C, D refer to the use of the data or the type of results

obtained: (A) basemap, also consulted for information on anthropogenic changes; (B) consulted for the morphological

and sedimentological interpretation; (C) cartographic restitution of the interpreted morphologies and sedimentology; (D)

reference period of the multidecadal evolution (see Section 4.2).

Survey Year Type of Source Data References
Type of Resulting Data

A B C D

1798–1805 historical map Kriegskarte von Zach •

1822–1824 historical map
Carta di cabotaggio del mare Adriatico, Istituto Geografico Militare

di Milano
• • I

1830 historical map Franziszeische Landesaufnahme [61] • • I

1869–1887 topographic map Franzisco—Josephinische Landesaufnahme [61] • II

1894 topographic map Topographische Karte, Militärgeographisches Institut • • II

1915–1917 topographic map

Grado, F. 40II.S.E. della Carta d’Italia, Istituto Geografico
Militare, 1917

Punta Sdobba, F. 40III.S.O. della Carta d’Italia, Istituto Geografico
Militare, 1915

• III

1927 nautical map
Marina di Grado, Istituto Idrografico della Marina, 1928

(survey 1927)
• III

1938 topographic map
Grado, F. 40II.S.E. della Carta d’Italia, Istituto Geografico Militare

Punta Sdobba, F. 40III.S.O. della Carta d’Italia, Istituto
Geografico Militare

• • III

1949 topographic map
Grado, F. 40II.S.E. della Carta d’Italia, Istituto Geografico Militare

Foce dell’Isonzo, F. 40III.S.O. della Carta d’Italia, Istituto
Geografico Militare

• • IV

1954 aerial photos GAI (Gruppo Aereo Italiano) • IV

1959 topographic map
Foce dell’Isonzo, F. 40III.S.O. della Carta d’Italia, Istituto

Geografico Militare
• • V

1968
topo-bathymetric

survey
Consiglio Nazionale delle Ricerche (CNR) Project “Studio del

regime dei litorali”
• V

1972–1973 sedimentological survey
Consiglio Nazionale delle Ricerche (CNR)

Project “Regime e Conservazione dei litorali italiani”, 1970–1975 [54]
• V

1974 topographic map
Carta Tecnica Regionale (CTR)—Regione Autonoma Friuli

Venezia Giulia,
flight 1974, published in 1978

• • V

1978 aerial photos
Consiglio Nazionale delle Ricerche (CNR)—Project “Dinamica dei

litorali”, 1975–1980
• V

1985
topo-bathymetric

survey
Regione Autonoma Friuli Venezia Giulia, 1985 [54] • VI

1985 sedimentological survey Regione Autonoma Friuli Venezia Giulia, 1985 [54] • VI

1990 topographic map
Carta Tecnica Numerica Regionale (CTNR)—Regione Autonoma

Friuli Venezia Giulia, flight 1990, published in 1993
• • VI

2003 topographic map
Carta Tecnica Numerica Regionale (CTNR)—Regione Autonoma

Friuli Venezia Giulia—aggiornamento generale anno 2003
• • VI

2007 digital orthophoto Available on Geoportale Nazionale [62] • VI

2007
topo-bathymetric

survey

MIUR FISR—Project “Vector” (coordinated by
CoNISMa—Consorzio Nazionale Interuniversitario per le Scienze

del Mare), 2006–2009
• VI

2018 digital ortophotos
Lidar surveys—true orthophoto of the Regione Autonoma Friuli

Venezia Giulia, 2017–2020
• • VII

2019
topo-bathymetric

survey
University of Trieste, Interreg Project Italy-Croatia “Change We

Care” [60]
• VII

2019
digital orthophotos

(UAV survey)
University of Trieste, Interreg Project Italy-Croatia “Change We

Care” [60]
• VII
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4. Results

4.1. Morpho-Sedimentary Configuration

Thanks to the most recent topo-bathymetric surveys (2019) and photo interpretation
(2018), a detailed geomorphological map was created (Figure 2). The map depicts four
distinct zones of environmental and morphological homogeneity: (a) the Grado sector (G
sector), which consists of the coastal area facing Grado and is characterised by bathing
areas and a medium-gradient seabed (between 0.3 and 0.9%); (b) the Mula di Muggia
shoal complex (MMB sector), which has a strongly asymmetric shape and can be identified
by the −5 m contour line, and is about 1810 m from the shoreline in the western sector
to a maximum of 2705 m in the eastern sector. The bank’s apex is defined by barely
emerging bars (0.57 m), whereas another emerging bank can be found near the tourist
beach; (c) the Primero Inlet area (PI sector), representing the Primero tidal inlet system,
which is characterised by the main ebb channel separating the MMB from (d) the Isonzo
Delta (ID sector), the river’s deltaic complex. Beaches vary in width along the entire coast:
the central portion of sectors G and MMB, as well as the entire sector ID, have no or narrow
beaches (average value of about 14 m), while the remnant areas have an average value of
about 75 m. Behind the beaches, in sector ID, there is a large reclamation agricultural area.

A low-energy silty backbarrier environment with abundant seagrass meadows and
microbial mats front the tourism beaches of G, MMB, and the western edge of ID. The
shallow seabed is affected by numerous little canals used by small boats, some swimming
“pools” and a small marina.

A barrier—upper shoreface system confines the backbarrier system to the sea between
300 and 1300 m from the shoreline. This is shown by an intertidal sandbank and a barred
shoreface which indicate the sandy masses currently being transported longshore to the
southwest. (Figure 3). The barrier system includes the emerging bars of the apex of
the MMB that partially obstruct the marina’s access canal in front of the Grado Pineta
promontory. The bathymetric surveys were used to estimate the outer limit of this very
dynamic zone, corresponding to a mean depth value of 2.7 m. A series of crests and
throughs may be seen offshore, overstepping the limit of the bank in a relatively flat area
that morphologically resembles a terrace (see section A–A1 in Figure 2). These forms can be
identified in the MMB zone between −4 m and −6 m and have been recognised as finger
bars [63–66] after both an aerial photo and topo-bathymetric examination. Other elongated
sandy relict bodies of unknown origin (the external bars in Figure 2) lie within a depth of
9 m, as also indicated by [49,50,67].

The PI sector has a distinct main ebb channel and a marginal channel, as well as
evidence of a sediment bypass corridor connecting the updrift and downdrift flanks,
following the main longshore drift.

The easternmost sector is the active sedimentary lobe of the Isonzo delta, nourished by
the sediment supplied by the river at Punta Sdobba. The topographic profile (section B–B1
in Figure 2) is represented by the flat depositional delta front and the concave featureless
transition from the delta front to the prodelta.
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Figure 2. Geomorphological map of the coastal area including the Grado (G), Mula di Muggia (MMB), Primero inlet (PI)

and Isonzo Delta (ID) sectors.

A sedimentological map, derived from the available sedimentological data, is pro-
posed to complete the morpho-sedimentary frame (Figure 4; after [54]). The sedimentologi-
cal evidence mirrors the morphological evidence and can be summarised as follows:

• Fine sand (2 < Mz < 3 phi) is the most common sediment type of the beaches as a
result of natural wave dynamics along this fetch-limited and protected shoreline.

• Very fine sand (3 < Mz < 4 phi) occurs on the artificial beach between Grado and
Grado Pineta, as well as on the barred shoreface in front of it, replaced by coarse silt
from −3 m seawards.

• An inversion of the normal coast-to-sea transition (seaward fining) occurs in the
coastal tract, which is seaward limited by the sandbanks (MMB and ID). Here, the
finest sediments (>3.5 phi, but mostly medium and fine silt) dominate the intertidal flat
facing the shoreline, confirming the backbarrier characteristics of the area. Seaward,
the sediments with the coarsest Mz (<2.5 phi) follow the bar and trough zone close
to the outer limit of the bank and upper shoreface, identifying this zone as the most
dynamic and exposed to wave action. Here the western longshore is active, and
longshore elongated bars are the dominant landforms.
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• The seaward limit of the littoral sand prism can be identified between −5 and −6 m
in the ID zone, while on the seabed of the MMB a vast zone of pure, fine sand extends
up to −7/−8 m, corresponding to east-oriented sand bars, the origin of which is still
unknown.

3
− −

3

3

Figure 3. Morpho-bathymetric structure of the Mula di Muggia Bank. The barrier (C1) and the longshore bars (C2) migrate

westward (from the top to the bottom of the upper image), thus obstructing the canal that crosses the backbarrier (B). The

canal is the sole route for small boats to traverse the shallow silty zone toward the coastline (A) and the Grado Pineta marina.
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•

• − −

− −

Figure 4. Sedimentological map (mean size, Mz in phi unit) of the beach and shoreface, depicting the longshore moving

sand corridor (Mz < 2.5 phi) from the Isonzo River to the Mula di Muggia Bank. Compiled after [54].

4.2. Multi-Decadal Evolution

The analysis of the historical cartography allows for the definition of the evolution
of the coastal landforms between Grado and the mouth of the Isonzo River since 1800. It
was possible to identify and describe the main characteristics of the MMB such as shape,
specific elements, and position, as well as those of the Primero inlet and the Isonzo delta,
using cartography available from 1822 to 1949. The first aerial photos and topo-bathymetric
surveys, however, did not arrive until 1954, providing greater precision to the identified
forms and their evolution, both qualitatively and quantitatively.

According to the available data, the entire period was divided into seven-time in-
tervals, and a summary of the most significant morphological changes and territorial
transformations is presented below and in Figures 5 and 6.

4.2.1. First Period (1822–1830)

The first two historical maps are very similar in appearance with regard to the coastline
which is mostly natural. Apart from Grado, which was portrayed as a small port settlement,
the coast was undeveloped, consisting of a series of barrier islands separated by inlets
(Porto di Grado, Rotta dei Moreri and Primero inlets) and characterised by well-developed
coastal dunes.
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3

9

Figure 5. Evolution of the coastal tract in the period from 1822 to 1938, according to historical documents and maps.

The main ebb channel of Primero and the barrier—upper shoreface system of the Mula di Muggia Bank are depicted for

progressive comparison. Numbers in the oldest map refer to the following locations: 1—Porto di Grado, 2—Rotta dei

Moreri, 3—Porto Primero, 4—Porto Secco, mouth of the Isonzo Vecchio.

The MMB was depicted as a northeast–southwest elongated sandy shoal in continuity
with the eastern sand shoals extending up to the mouth of the Isonzo (Sdobba). Parallel to
the coastline and seaward limited by the bank, the Primero channel (named Porto Primero)
was lengthened by 5 km with a seaward decreasing depth from 5.8 m to 1.3 m.

The morphological configuration of the area suggested a longshore transport from
east to west, fed by the Isonzo River. The narrow channel of the old Isonzo (Isonzo Vecchio)
that served as the river’s main branch until the first half of the 1600s [68] is clearly evident
between the Primero channel and the mouth of the Isonzo. The mouth of the Isonzo Vecchio
is referred to as the Porto Secco in the oldest map.

4.2.2. Second Period (1830–1894)

Since 1830 a significant erosion phase of the coast has begun, affecting various sectors
of the study area including the Grado beaches and the area around the Primero inlet. As
a result of the retreating shoreline, a new breach of the Primero channel formed, leading
directly into the sea in a north-south direction. Meanwhile, the MMB has migrated land-
ward and westward. During this time, the coast began to be artificially stabilised by inlet
closures (e.g., Rotta dei Moreri) and fish farm embankments in the Grado lagoon. The first
beach resort in Grado is marked on the 1894 map.
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Figure 6. Evolution of the coastal tract in the period from 1838 to 2019, according to historical documents and maps. The

main ebb channel of Primero, the canals and barrier—upper shoreface system of the Mula di Muggia Bank are depicted for

progressive comparison.

4.2.3. Third Period (1894–1938)

The MMB continued to migrate landward and westward, apparently reducing its
extent. However, we assumed that this modification is due to a different interpretation
compared to the previous cartography, i.e., only the most emerged part of the bank has
been mapped. The most notable coastal engineering works have been carried out since
1927 with the construction of the Bocca di Grado jetties (between 1927 and 1934) and the
first phase of the tourist-seaside development of the city with the creation, from Grado
toward the east of an artificial beach protected by groins. The necessary sand was extracted
from coastal dunes on the barrier island between the current Grado Pineta and the mouth
of Primero [45]. Concurrently, reclamation works on the lagoon lands behind the littoral up
to Fossalon commenced with landfilling, mechanical drainage, and seaward embankments.
According to the 1927 nautical map, the newly breached Primero channel became the
main channel of the inlet, while the old one lost its hydraulic efficiency and began to
silt up. Following a flood breach in 1896, a new mouth branch of the Isonzo (known
as the Quarantia mouth) opened to the north [45], which grew in importance over time,
quickly becoming the most important branch [68] until 1937, when it was artificially and
definitively closed [45]. The 1927 nautical chart provides the first detailed bathymetry of
the western side of the bank, allowing for the description of the submerged morphology of
the area.
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4.2.4. Fourth Period (1938–1954)

Because of the interception of longshore sedimentary transport caused by the jetties
built to stabilise the Grado inlet, a new beach developed in front of the historic centre
of Grado, while the eastern beach was artificially completed with sand (around 90,000
m3) mined from the fronting sandy shoals. The first aerial photos (1954) and the first
morphological analysis [45] enable us to observe in greater detail the MMB landforms by
distinguishing the wide strip of active parallel sandy bars that migrate westward following
the longshore transport. During this time, extensive reclamation between the Grado Pineta
promontory and the mouth of the Isonzo was completed, with the direct result of reducing
the extent of the Primero lagoon basin.

4.2.5. Fifth Period (1954–1978)

The availability of aerial photos (1978) and the 1968 topo-bathymetric survey allowed
for a more accurate description of the MMB morphology, with evidence of a terrace-like
bare flat with a series of sand bars on a seaward slope. During this time, the outer limit
(−2.7 m) remained almost unchanged in the eastern sectors and at the apex of the bank,
but the western sections continued to migrate westward. A low energy, silty backbarrier
environment with large seagrass meadows may be seen behind the active barred area.
Along the coast, urban and tourism development continued: the new coastal town of Grado
Pineta was created, along with a groin, a small marina, little canals and a few “swimming
pools” on the shallow seabed. The development of the latter resulted in a significant change
in the hydraulic circulation of the backbarrier area.

4.2.6. Sixth Period (1978–2007)

The apex and eastern limit of the MMB remained almost unchanged, while the growth
and migration of additional sand bars proceeded on the western margin. The topmost
partially emerging bar assumed a nearly N-S direction, resulting in partial occlusion of the
newly dug channel in front of the Grado Pineta promontory. This canal was constructed
in the 1980s to improve water circulation in the backbarrier. Grado’s eastern beach began
to be directly influenced by the migration of the MMB with the extension of submerged
sandbanks, which isolated 800 m of beach from wave action, favouring the sedimentation
of fine sediments. At the Primero inlet, a clear ebb-tidal delta structure is recognisable,
with evidence of a sediment bypass corridor connecting the updrift and downdrift flanks,
following the main longshore drift. Seagrasses colonised vast stretches of the backbarrier,
indicating a newly stabilised, low-energy environment. An increase in seagrass extension
also occurred between the Primero inlet and the mouth of the Isonzo, occupying the calm
runnels and troughs of the depositional multi-barred upper shoreface which is constantly
nourished by the river sediments.

4.2.7. Seventh Period (2007–2019)

The Costa Azzurra beach accretion, which had mostly occurred throughout the fourth
period, slowed during this time. The eastern boundary of the MMB, as well as the apical
part, remained fairly unchanged but the sandbanks continued to spread to the west. The
emergent bar from the previous time period expanded, moving to the northwest and
isolating a new section of the tourist beach. Bars and troughs between Primero and the
mouth of the Isonzo River were preserved, showing evidence of migration towards the
west in the direction of the prevailing longshore currents.

4.3. The Bank Migration

According to the available historical and modern documentation, the MMB system
has been preserved for more than a century, albeit with a significant migration to the west
due to longshore drift.

Data from photointerpretation and historical cartography from 1830 to 2019, in par-
ticular, allowed us to recognize the bank’s external limit planimetrically and detail the
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progressive migration westward of the sandy bars that form it (Figure 7). The limit of the
bank was already mapped in the cartographic documents, while in aerial photographs
it was recognisable by easily distinguished morphological elements such as sand bars or
wave breaking lines (see Section 4.1). The numbered vectors in the map of Figure 7 depict
the maximum shift of the western limit of the MMB between succeeding data, indicating
a constant trend over time with a rate of around 12.6 my−1. Landward, the progressive
western migration and extension of the intertidal sandy bars take place in front of the
beach, creating a progressively wider shallow nearshore zone.

Figure 7. Detail of the bank migration analysed on the western front.
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Bathymetric data, on the other hand, have provided a cross-sectional view of the
migration process (Figure 7), revealing a progradation involving the shoreface until the
−8m depth. The upper part of the profile envelope depicts an aggradation process that
leads to an elevation near the emersion at the top of the bank, as well as a recent proclivity
to rollover.

5. Discussion and Conclusions

5.1. The Sedimentary Surplus Anomaly and the Role of the Isonzo River

The gathered and analysed data allowed for two major outcomes: on the one hand, the
multidecadal analysis highlighted the evolution of the MMB and adjacent coasts over time,
beginning with the earliest and most likely cartographic representations and progressing
to modern high-resolution surveys; on the other hand, it was possible to describe the
evolution of coastal landforms in relation to contemporary anthropogenic and tourist
development.

Our work emphasises the importance of data obtained from historical maps, docu-
ments and orthophotos, in supporting proper coastal planning. The research has revealed
the presence of a unique coastline system, a mosaic of natural and human-made land-
scapes, each with its own dynamism and physical characteristics. The MMB represents
a morphological oddity if compared to the rest of the Adriatic: the presence of a vast
system of submerged sandy shoals that created a wave dissipative domain has resulted in
the beaches along the coast taking on the characteristics of “fetch limited beaches” (low
wave energy) and having an anomalous appearance (very low elevation and slope, flat
morphology, reduced carrying capacity).

Despite forcing factors such as the SLR and anthropogenic effect, the sandbank system
has been documented in its overall shape since the early 1800s and has been preserved
over time, conserving its overall structure, although with significant dynamism. The role
of the Isonzo sedimentary depocenter in the constructive processes is supported by locally
documented evolution: until 1950, the erosive phase of the barrier islands coincided with
the shift of the mouth of the Isonzo to the eastern Gulf of Trieste, and since the mouth was
brought back to Sdobba, the erosive effects on the coast appear to have been reduced.

The preservation of this system is in opposition to the prevalence of erosive be-
haviours on Italian beaches [69–71], erosion that appears to make exceptions where
the coastline benefits from active riverine sedimentation or cannibalisation by deltaic
dismantling [34,37,72–75]. The sedimentary budget will require future investigation but
the geomorphological signals are unmistakably indicative of a notable sediment contribu-
tion by the Isonzo River, as follows:

• the current presence of vast sandy shoals at the mouth of the Isonzo;
• the wide area of sandy accumulation with emerging banks in front of the Grado beach.

• the ebb-tidal delta with a volume between 600,000 and 850,000 m3 at the Primero
inlet which can be considered in equilibrium with its hydraulic cross-section and
tidal prism [59]. The full development of the ebb-tidal delta, which can be temporally
placed between 1949 [58] and 1995 [59], indicates a very rapid growth which can be
attributed to a sediment flux from east to west greater than 60,000 m3 y−1, calculated
according to the Tidal Inlet Reservoir Model [76].

Furthermore, the reduction in sediment mining on the Isonzo riverbed, as well as an
increase in the frequency of flood events can play in favour of a recent increase in the river
sediment supply to the coast. Finally, artificial basins can change their function over time,
and after a specific filling threshold has been reached, they can become “permeable” to
solid transport. This is the case with the Crosis dam on the Torre torrent, a tributary of the
Isonzo, which was rapidly filled thanks to a solid annual supply of 40,000–50,000 m3 [77]
and no longer serves as a barrier to river sediment transport to the mouth.
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5.2. The Conflict between Natural Dynamics and Poor Urban Planning

The vast majority of the coastal territory between Grado and the Primero inlet was
rapidly urbanised in two phases, the first towards the end of the 19th century and the
second in the 1960s, to promote the growth of tourism. According to historical archives, new
beaches were artificially formed using replenishment sands obtained from the neighbouring
seabed [45]. The rest of the area, from Primero to Isonzo, was largely utilised for agricultural
purposes. As a result of this rapid coastal development, a strong backshore defence
policy (“keep the line”) has been adopted, leading to a rigid system with no degrees of
freedom in terms of possible beach migration to the hinterland. Despite the touristic
development, many of the coastal area’s natural elements have been preserved, leading
to the implementation of a conservation program that includes the creation of the Natura
2000 protected areas. Consequently, the Grado coastline needs to be maintained for multi-
purpose use [78], balancing recreation and environmental conservation.

As a result of the historical analysis and more recent data collection, areas with varied
morphosedimentary characteristics and with distinct tourist/recreational, ecological, and
conservation values have been identified on a map (Figure 8).

Figure 8. Zoning map with the different morphosedimentary areas and the most important tourist/recreational, ecological,

and conservation values, relevant for multi-purpose coastal planning.

The zoning aims to synthesise natural dynamics, uses and conflicts and create a
baseline for future management guidelines. The map emphasises how coastal areas have
been developed without considering their inherent characteristics. In the absence of
Integrated Coastal Zone Management or coordinated coastline management guidelines,
the building of beach resorts and facilities occurred even in unsuitable areas located on
fetch-limited beaches faced by very shallow waters and a silty seabed (backbarrier area).
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Despite the sheltered position during heavy storms and “acqua alta”, some of these beaches
are being eroded, and in the absence of post-storm natural constructive processes, they
require periodic sand replenishment. Local coastal tourism is primarily focused on beaches
that are managed as private properties under state concession and are fully equipped with
numerous facilities (walkways, beach umbrellas, toilets, showers, and kiosks), leaving
little space for free and natural areas. This model implies a lack of acceptance of the
specific characteristics of the sites (particularly the backbarrier area) among stakeholders
and fosters conflict. At the same time, a variety of touristic uses (small boat docks and
kitesurfing, for example) can conflict with the need for nature conservation needs (silty
seabed with seagrass meadows, tidal flats used as roosts by birds).

However, in certain locations, the large size and dynamism of natural landforms have
grown prominent in relation to the needs of seaside tourism, raising serious concerns for
the future of these areas. The westernmost part of the migrating bars, in particular, is
viewed as a threat to touristic activities due to the ongoing rapid extension toward the west
of the shallow water with silty deposition in the nearshore and the current infilling of the
navigation canal. At the same time, longshore migrating sandy bars are being frequented
by unorganized but intense tourist use (bathing, recreational fishing of edible bivalves and
kitesurfing).

5.3. Perspectives of Proper Coastal Management

Our analysis, as well as the zoning scheme shown in Figure 8, can be used as a basis to
guide future planning of the Grado coastal area, to reduce SLR impact and minimise or elim-
inate the major conflict that exists between coastal morphodynamics, tourist/recreational
beach use, and conservation needs.

The backbarrier area and the longshore migrating sandbars have the natural potential
to safeguard human settlements and infrastructures while also providing a variety of natu-
ral co-benefits such as habitat conservation, carbon sequestration, tourism opportunities,
education, and research [79]. This area can be vulnerable to medium and long-term forcing
(SLR), which can cause the sandbanks to rollover the stable silty backbarrier, a natural
ramp for the accommodation of future transgressive bodies.

For this reason, the primary concerns are the preservation of the sediment source (the
Isonzo River) and the natural ability of the longshore transport to distribute the sand along
the littoral toward the west. Proper control of hydraulic interventions in the drainage basin
and monitoring of the river’s sediment supply, will be required. Simultaneously, hard
defence structures should be avoided unless they are limited to reinforcing those already
in place to defend the hinterland.

The presence of consistent sandy accumulation areas would favour soft shore pro-
tection solutions [80] that aim to manage sediments within the coastal system to balance
deposition and erosion in adjacent cells [31–33,59]. Once sediment compatibility is estab-
lished, overabundant sediments in accumulation areas can be managed as a temporary
reservoir for beach re-nourishment. The use of small periodic, scheduled dredging and
nourishment is preferable, with a source-to-sink approach that mimics the natural by-pass
corridor between the barred shoreface updrift and downdrift to the Primero inlet. This
approach is favoured here as deficit areas are of modest size and are mainly fetch-limited
beaches, thus highly conservative.

As a final remark, correct monitoring of the morphodynamics of the coastal banks
needs to be ensured to possibly re-direct the actions and planned management.

The abundance of sediments represents a source of great wealth as well as a concrete
possibility to counter the SLR threat. While erosion and loss of sand are serious global
issues for the tourism industry, the rapid morphological changes and the management of
large quantities of moving sediments here represent a challenge as well as an opportunity.
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Counterfactual explanations (CEs) are a powerful means for understanding how decisions 
made by algorithms can be changed. Researchers have proposed a number of desiderata 
that CEs should meet to be practically useful, such as requiring minimal effort to enact, 
or complying with causal models. In this paper, we consider the interplay between the 
desiderata of robustness (i.e., that enacting CEs remains feasible and cost-effective even if 
adverse events take place) and sparsity (i.e., that CEs require only a subset of the features 
to be changed). In particular, we study the effect of addressing robustness separately for 
the features that are recommended to be changed and those that are not. We provide def-
initions of robustness for sparse CEs that are workable in that they can be incorporated 
as penalty terms in the loss functions that are used for discovering CEs. To carry out our 
experiments, we create and release code where five data sets (commonly used in the field 
of fair and explainable machine learning) have been enriched with feature-specific anno-
tations that can be used to sample meaningful perturbations. Our experiments show that 
CEs are often not robust and, if adverse perturbations take place (even if not worst-case), 
the intervention they prescribe may require a much larger cost than anticipated, or even 
become impossible. However, accounting for robustness in the search process, which can 
be done rather easily, allows discovering robust CEs systematically. Robust CEs make ad-
ditional intervention to contrast perturbations much less costly than non-robust CEs. We 
also find that robustness is easier to achieve for the features to change, posing an impor-
tant point of consideration for the choice of what counterfactual explanation is best for the 
user. Our code is available at: https://github .com /marcovirgolin /robust -counterfactuals.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the 
CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Modern Artificial Intelligence (AI) systems often rely on machine learning models such as ensembles of decision trees 
and deep neural networks [1–3], which contain from thousands to billions of parameters. These large models are appealing 
because, under proper training and regularization regimes, they are often unmatched by smaller models [4,5]. However, as 
large models perform myriads of computations, it can be very difficult to interpret and predict their behavior. Because of 
this, large models are often called black-box models, and ensuring that their use in high-stakes applications (e.g., of medicine 
and finance) is fair and responsible can be challenging [6,7].
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The field of eXplainable AI (XAI) studies methods to dissect and analyze black-box models [8,9] (as well as methods 
to generate interpretable models when possible [10]). Famous methods of XAI include feature relevance attribution [11,
12], explanation by analogy with prototypes [13,14], and, of focus in this work, counterfactual explanations. Counterfactual 
explanations enable to reason by contrast rather than by analogy, as they show in what ways the input given to a black-
box model needs to be changed for the model to make a different decision [15,16]. A classic example of counterfactual 
explanation is: “Your loan request has been rejected. If your salary was 60 000$ instead of 50 000$ and your debt was 2500$ instead 
of 5000$, your request would have been approved.” A user who obtains an unfavorable decision can attempt to overturn it by 
intervening according to the counterfactual explanation.

Normally, the search of counterfactual explanations is formulated as an optimization problem (see Sec. 2.1 for a formal 
description). Given the feature values that describe the user as starting point, we seek the minimal changes to those feature 
values that result in a point for which the black-box model makes a different (and oftentimes, a specific favorable) deci-
sion. We wish the changes to be minimal for two reasons: one, to learn about the behavior of the black-box model for a 
neighborhood of data points, e.g., to assess its fairness (although this is not guaranteed in general, see e.g., [17]); two, in 
the hope that putting the counterfactual explanation into practice by means of real-life intervention will require minimal 
effort too. For counterfactual explanations to be most useful, more desiderata than requiring minimal feature changes may 
need to be taken into account (see Sec. 9) [18].

In this paper, we consider a desideratum that can be very important for the usability of counterfactual explanations: ro-
bustness to adverse perturbations. By adverse perturbations we mean changes in feature values that happen due to unforeseen 
circumstances beyond the user’s control, making reaching the desired outcome no longer possible, or requiring the user to 
put more effort than originally anticipated. These unforeseen circumstances can have various origins, e.g., time delays, mea-
surement corrections, biological processes, and so on. For example, if a counterfactual explanation for improving a patient’s 
heart condition prescribes lowering the patient’s blood pressure, the chosen treatment may need to be employed for longer, 
or even turn out to be futile, if the patient has a genetic predisposition to resist that treatment (for more examples, see 
Sec. 5.1 and choices made in the coding of our experiments, in robust_cfe/dataproc.py).

We show that, if adverse perturbations might happen, one can and should seek counterfactual explanations that are ro-
bust to such perturbations. A particular novelty of our work is that we distinguish between whether perturbations impact 
the features that counterfactual explanations prescribe to change or keep as they are (note that some features may be irrele-
vant and can be changed differently than how prescribed by a counterfactual explanation, we address this in Sec. 2.3). This 
is because counterfactual explanations are normally required to be sparse in terms of the intervention they prescribe (i.e., 
only a subset of the features should be changed), for better usability (see Sec. 2.1). As it will be shown, making this discrim-
ination allows to improve the effectiveness and efficiency with which robustness can be accounted for. Consequently, one 
might need to consider carefully which counterfactual explanation to pursue, based on whether they are robust to features 
to change or keep as they are.

In summary, this paper makes the following contributions:

1. We propose two workable definitions of robustness of counterfactual explanations that concern, respectively, the fea-
tures prescribed to be changed and those to be kept as they are;

2. We release code to support further investigations, where five existing data sets are annotated with perturbations and 
plausibility constraints that are tailored to the features and type of user seeking recourse;

3. We provide experimental evidence that accounting for robustness is important to prevent adverse perturbations from 
making it very hard or impossible to achieve recourse through counterfactual explanations, when adverse perturbations 
are sampled from a distribution (i.e., they are not necessarily worst-case ones);

4. We show that robustness for the features to change is far more reliable and computationally efficient to account for 
than robustness for the features to keep as they are;

5. Additionally, we propose a simple but effective genetic algorithm that outperforms several existing gradient-free search 
algorithms for the discovery of counterfactual explanations. The algorithm supports plausibility constraints and imple-
ments the proposed definitions of robustness.

2. Preliminaries

In the following, we introduce preliminary concepts for reasoning about robustness of counterfactual explanations in a 
sparse sense. In particular, we (i) describe the problem statement of searching for counterfactual explanations, (ii) present 
the notions of perturbation and robustness in general terms, and (iii) introduce the definitions of C and K, which are 
sets that partition the features of a counterfactual explanation. The following Secs. 3 and 4 will then present the main 
contribution of this paper: notions of robustness that are tailored to sparse counterfactual explanations, i.e., specific to C
and K.

2.1. Problem statement

Let us assume we are given a point x = (x1, . . . , xd), where d is the number of features. Each feature takes values either 
in (a subset of) R, in which case we call it a numerical feature, or in (a subset of) N , in which case we call it a categorical
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feature. For categorical features, we use natural numbers as a convenient way to identify their categories, but disregard 
ordering. For example, for the categorical feature gender, 0 might mean male, 1 might mean female, and 2 might mean 
non-binary. Thus, x ∈Rd1 ×Nd2 , where d1 + d2 = d.

A counterfactual example1 for a point x is a point z ∈ Rd1 × Nd2 such that, given a classification (black-box) machine 
learning model f : Rd1 × Nd2 → {c1, c2, . . . } (ci is a decision or class), f (z) �= f (x). We wish z to be close to x under a 
meaningful distance function δ that is problem-specific and meets several desiderata (see Sec. 9). For example, commonly-
used distances that are capable of handling both numerical and categorical features are variants of Gower’s distance [19]
(see Eq. (9) and, e.g., [20] for a variant thereof). Often, when dealing with more than two classes, we also impose f (z) = t , 
i.e., the target class we desire z to be. Other times, we wish to find a set of counterfactual examples {z1, . . . , zk}, possibly of 
different classes, to obtain multiple means of recourse or simply gain information on the decision boundary of f nearby x
(e.g., to explain f ’s local behavior) [15,21,22].

For the sake of readability, we provide formal definitions only for the case when all features are numerical (i.e., x ∈
Rd, d1 = d, d2 = 0). For completeness, we include explanations of how to deal with categorical features in the running text. 
Furthermore, we assume feature independence. While this assumption is rarely entirely met in real-world practice, it is 
commonly done in literature due to the lack of causal models (e.g., only four works consider causality in Sec. 9), and allows 
us to greatly simplify the introduction of the concepts hereby presented. We discuss the limitations that arise from this 
assumption in Sec. 8.

A counterfactual explanation is represented by a description of how x needs to be changed to obtain z. In other words, 
a counterfactual explanation is a prescription on what interventions should be made to reach the respective counterfactual 
example. For example, under the assumption of independence and all-numerical features, the difference z − x is typically 
considered the counterfactual explanation for how to reach z from x. What particular form counterfactual explanations take 
is not crucial to our discourse, and we will use z − x for simplicity.

We proceed by considering the following traditional setting where, for simplicity of exposition and without loss of 
generality, we will assume that features are pre-processed so that a difference in one unit in terms of feature i is equivalent 
to a difference in one unit in feature j (i.e., the user’s effort is commensurate across different features). Alternatively, one 
can account for this in the computation of the distance (see, e.g., Eq. (9)). We seek the (explanation relative to an) optimal
z� with:

z�∈argminzδ(z,x)

with δ(z,x) := ||z − x||1 + λ||z − x||0
and subject to f (z) = t and z − x ∈ P.

(1)

In other words, δ is a linear combination, weighed by λ, of the sum of absolute distances between the feature values of x
and z, and the count of feature values that are different between x and z. Note that z� needs not be unique, i.e., multiple 
optima may exist. Moreover, the difference z − x must abide to some plausibility constraints specified in a collection P . We 
model plausibility constraints as a set of specifications, each relative to a feature i, concerning whether zi − xi is allowed 
to be > 0, < 0, and �= 0, i.e., a feature can increase, decrease, or change at all (for categorical features, we only consider 
the latter). For example for a private individual who wishes to be granted a loan, one of such constraints may specify that 
they cannot reasonably intervene to change the value of a currency (such a feature is called mutable but not actionable), 
i.e., counterfactual explanations must have zi − xi = 0, for i representing currency value. Similarly, the individual’s age may 
increase but not decrease, i.e., zi − xi > 0, for i representing age.

We particularly consider the L1-norm (i.e., the term || · ||1 of δ in Eq. (1)) because it is reasonable to think that, for 
independent features, the total cost of intervention (i.e., the effort the user must put) is the sum of the costs of intervention 
for each feature separately, and that these costs grow linearly. Some works (e.g., [20,23]) choose the L2-norm (|| · ||2, also 
known as Euclidean norm) instead of the L1-norm; the definitions of robustness given in this paper can be easily adapted 
for the L2-norm. Regarding the L0-norm (i.e., the term || · ||0 of δ in Eq. (1)), this term explicitly promotes a form of sparsity, 
as it seeks to minimize how many features have a different value between z and x. This is desirable because, oftentimes, 
the user can only reasonably focus on, and intervene upon, a limited number of features (even if this amounts to a larger 
total cost in terms of L1 compared to intervention on all the features) [24].

2.2. Perturbations & robustness

Unforeseen circumstances (e.g., inflation) might lead to more or different intervention to be needed, compared to what 
was originally prescribed by a counterfactual explanation (e.g., increase savings by 1000 $ to be granted credit access). Thus, 
instead of reaching z as intended by the counterfactual explanation, a different point z′ is obtained. Note that while the 
effects of unforeseen circumstances can impact feature values, the circumstances themselves need not be encoded as feature 
values. In fact, we will only focus on the extent by which feature values may be perturbed by such circumstances.

1 Many authors use x′ to represent a counterfactual example for x, instead of z. We chose z not to overload the notation with superscripts later on in 
the manuscript, for readability.
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Fig. 1. Example of considering robustness to perturbations when seeking counterfactual examples. The red and green areas respectively represent high risk
and low risk classifications of a cardiac condition according to a model f . The patient, represented by x, is at high risk. Three possible counterfactual 
examples are shown for different interventions (white arrows): zb for treating blood pressure, zv for treating vitamin deficiency, and zb,v for treating both. 
We assume to know the maximal extent of perturbation (under reasonable risk) for blood pressure and vitamin deficiency due to natural physiological 
events. This allows us to define the blue areas surrounding each counterfactual example. Perturbations w to one of the counterfactual examples can lead 
to any other point in the blue area. zv is the best of the three in terms of proximity to x but its blue area partly overlaps with the red area. This means 
that there exist w such that zv + w leads to a point in the red area, invalidating the counterfactual explanation. In such cases, it is important to estimate if 
additional intervention is possible so that zv can still be reached, and at what cost. (For interpretation of the colors in the figure(s), the reader is referred 
to the web version of this article.)

Let us define the vector w = z − z′ as a perturbation for the counterfactual example z. We assume that perturbations 
that impact feature i are sampled from some distribution P (wi) and we are interested in controlling for, or being robust 
to, large magnitude perturbations that have reasonable risk. For example for normally-distributed perturbations, we might 
want to consider the values that can be sampled at the 95th or 99th percentile. We will therefore assume that we can 
define a vector p =

(
p{−}

1 , p{+}
1 , . . . , p{−}

d , p{+}
d

)
where p{−}

i ≤ 0 and p{+}
i ≥ 0 represent, respectively, the smallest negative 

and largest positive perturbations that can reasonably happen to the ith feature. For example, if the ith feature represents 
the blood pressure of a patient, then p{−}

i tells by how much the blood pressure might lower at most (e.g., as a conse-

quence of dehydration) and p{+}
1 tells by how much the blood pressure might raise at most (e.g., as a consequence of 

anti-inflammatory drug intake). Clinicians may be able to define this information from their experience or retrieve it from 
medical literature. In general, the magnitudes of p{−}

i , p{+}
i need not be the same, i.e., |p{−}

i | �= |p{+}
i |. Note that for an ith

feature that is categorical, decreases or increases p{−}
i , p{+}

i as explained for numerical features are no longer meaningful. 
For categorical features, we will assume that p contains elements that represent what categorical perturbations are possible 
for that feature, i.e., pi will be a set of indices that represent categories.

Under the problem setting we considered in Sec. 2.1, perturbations that may impact a counterfactual explanation define 
a box (hyper-rectangle) of all possible points z′ that can be reached from z due to perturbations. An example is illustrated 
in Fig. 1. We define the concept of p-neighborhood of z as follows:

Definition 1. (p-neighborhood and p-neighbors of a counterfactual example) Given a model f , a point x, a respective counter-
factual example z, and a vector of possible perturbations p, the p-neighborhood of z is the set:

N :=
{

z′ | z′
i ∈ [zi + p{−}

i , zi + p{+}
i ]

}
. (2)

A point z′ ∈ N such that z′ �= z is called a p-neighbor of z.

Not all perturbations are problematic. Our goal is to study robustness to adverse perturbations, i.e., those for which 
f (z + w) = f (z′) �= t . In other words, we wish to seek counterfactual examples z that have no (or the fewest possible) 
p-neighbors for which perturbations can cause the classification performed by f to be different from t . When that happens, 
we say that the counterfactual explanation has been invalidated by the perturbation. However, it may be the case that 
invalidation is not permanent: there may still exist intervention (i.e., a new counterfactual explanation) that adheres to the 
constraints in P and allows us to overcome invalidation. Therefore, in this work, we will seek to discover counterfactual 
explanations that are robust in the sense that (i) if invalidated, additional intervention remains possible, (ii) the cost of 
additional intervention is small.

Unforeseenly, if f is assumed to be a general model (e.g., not necessarily a linear one), then the following argument 
holds.
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Proposition 1. For a general f , information on the classification of a p-neighbor (e.g., that f (z′) = f (z) for z′ on the boundary of N) 
provides no information about the classification of another p-neighbor (e.g., that f (z′) �= f (z′′) for z′′ in the interior of N).

Proof. We cannot preclude that the model f is, for example, a neural network. Under the universal approximation theo-
rem [25], f may represent any function. Thus, f may represent a Swiss cheese-like function, where for example f (z′) �= f (z′′)
with z′′ := z′ + e and e = (ε1, . . . , εd) different from the zero-vector, however small |εi |, ∀i. �

This proposition means that if no information on, e.g., regularity or smoothness of f is available, then we must check 
each and every p-neighbor z′ of z to assess whether some of them may invalidate the explanation, i.e., ∃z′ such that f (z′) �=
t . Checking all neighbors is typically not feasible, e.g., as soon as some of the features are real valued. Thus, the best one 
can do is to take an approximate approach. For example, a Monte-Carlo sampling approach can be used where a batch of 
random points within N is considered, hoping that the batch is representative of all points in N . As we will show in the 
next sections, a better strategy can be designed if sparsity is considered.

We conclude this section by noting that perturbations, as described so far, are absolute, i.e., independent of the starting 
point x, the counterfactual in consideration z, or the intervention entailed by the counterfactual explanation z − x. Pertur-
bations to feature i might however depend on xi and zi , i.e., be sampled from a distribution P (wi |xi, zi). For example, due 
to market fluctuations, a return on investment may be smaller than anticipated by 5% of the expected value. Such type of 
relative perturbations entail different p-neighborhoods for different x and z. For simplicity and without loss of generality, we 
will proceed by assuming that perturbations can only be absolute. We explain how we also included relative perturbations 
in the annotations used for our experiments in Sec. 5.

2.3. Sparsity, features in C and K

We use the form of sparsity mentioned in Sec. 2.1 to partition the features into two sets. As mentioned before, sparsity 
is an important desideratum because it may not be reasonable to expect that the user can realistically intervene on, and 
keep track of, all the features to achieve recourse. Given a specific counterfactual explanation z for the point x, we call the 
set containing the (indices of the) features whose values should change C = {i ∈ {1, . . . , d} | zi �= xi}, and its complement, 
i.e., the set of the (indices of the) features whose values should be kept as they are, K = {i ∈ {1, . . . , d} | zi = xi}. Typically, 
because a sufficiently large λ is used, or because of the plausibility constraints specified in P , K �= ∅.

Note that the proposed partitioning between C and K implicitly assumes that all features are relevant to the counter-
factual explanation. If certain features are irrelevant, perturbations to those features will have no effect on f ’s decision, 
and thus those features need not be accounted for when assessing robustness. This means that accounting for irrelevant 
features makes assessing robustness more computationally expensive than needed. However, as f is considered a black-box, 
we cautiously assume that all features are relevant for assessing robustness.

We will proceed by accounting for perturbations and respective robustness separately for features in C and K. Accounting 
for robustness separately is important because, as we will show, assessing robustness for features in C can be done far more 
efficiently and be more effective than for features in K. Knowing this, if multiple counterfactual explanations can be found, 
the user may want to choose the counterfactual explanation that fits him/her best based on the robustness it exhibits in 
terms of C and K. In the next section, we present our first notion of robustness, which concerns C .

3. Robustness for C

We begin by focusing on the features that the counterfactual explanation instructs to change, i.e., the features (whose 
indices are) in C . Recall that we assume that a vector of maximal perturbation magnitudes p can be defined. This leads us 
to the following definition.

Definition 2. (C-perturbation) Given a point x, a respective counterfactual example z, and the vector of maximal magnitude 
perturbations p, a C-perturbation for the counterfactual explanation z − x is a vector

wc = (wc
1, . . . , wc

d), where (3){
p{−}

i ≤ wc
i ≤ p{+}

i if i ∈ C,

wc
i = 0 otherwise, i.e., i /∈ C

(4)

and such that ∃i : wc
i > 0, i.e., wc is not the zero-vector.

In other words, a C-perturbation is a perturbation that acts only on features in C , and at least on one of such features. 
Next, we use the concept of C-perturbations to introduce the one of C-setbacks.
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Fig. 2. Example of C-setbacks. The red and green areas represent high risk and low risk classifications of a cardiac condition according to a model f . The 
patient, represented by x, is at high risk. Two treatments are possible but cannot be administered jointly due to drug incompatibility, hence sparsity 
of intervention is needed (only one of the two treatments can be pursued). The closest (and thus optimal) counterfactual example is zv and concerns 
treating vitamin deficiency (white arrow pointing down). Another counterfactual example is zb and concerns treating blood pressure (white arrow pointing 
left). Maximal C-setbacks are shown for both counterfactual examples (blue dashed segments). The setbacks can make both counterfactual examples invalid. 
However, the counterfactual examples can still be reached with additional intervention (treatment administration). Indeed, if one accounts for the possibility 
that maximal C-setbacks may take place, then the total cost (original intervention + additional intervention to remedy the perturbation, i.e., 3 + 2.5) to 
reach zv becomes larger than the total cost to reach zb (i.e., 4 + 1).

Fig. 3. One-dimensional example of how a C-setback can be advantageous if the magnitude of perturbation exceeds the magnitude of intervention.

Definition 3. (C-setback) A C-setback for the counterfactual explanation z − x is a C-perturbation such that

⎧⎪⎨
⎪⎩

p{−}
i ≤ wc

i ≤ 0 if zi − xi > 0

0 ≤ wc
i ≤ p{+}

i if zi − xi < 0

wc
i = 0 otherwise, i.e., i /∈ C.

(5)

We denote C-setbacks with wc,s .

In words, a C-setback is a C-perturbation where each and every element of the perturbation wc,s
i is of opposite sign 

to the counterfactual explanation zi − xi . We can interpret the meaning of C-setbacks wc,s as vectors that push the user 
away from z and back towards x along the direction of intervention. Furthermore, we call a maximal C-setback, denoted by 
wc,s

max, C-setback whose elements that correspond to features in C have maximal magnitude, i.e., wc,s
i = p−

i if zi − xi > 0
and wc,s

i = p+
i if zi − xi < 0. An example is given in Fig. 2.

C-setbacks are arguably more interesting than C-perturbations because C-setbacks are the subset of these perturbations 
that plays against the user. In fact, certain C-perturbations might be advantageous, enabling to reach z with less intervention 
than originally provisioned (i.e., when the sign of wc

i and that of zi − xi matches). To account for robustness, we are 
interested in understanding whether perturbations can prevent us to reach z, hence we will proceed by focusing exclusively 
on C-setbacks.

It is important to note that even C-setbacks can be advantageous if one allows their perturbations to be of larger 
magnitude than intervention, i.e., if |wc,s

i | > |zi − xi | is allowed ([26] discuss this aspect in detail). In a nutshell, if |wc,s
i | >

|zi − xi |, then a C-setback can lead to a point that “precedes” x in terms of the direction of intervention. For that point, the 
intervention may be less costly than the one that was originally planned or entirely not needed because the point is of the 
target class (see, e.g., Fig. 3). Advantageous situations are not interesting for robustness and counterfactual explanations that 
can be overturned by perturbations may well not be interesting to pursue. We therefore consider any C-setback to have 
elements capped by |wc,s

i | ≤ |zi − xi |.
Perhaps the most interesting scenario for considering C-setbacks is when dealing with z� , since a counterfactual example 

that is optimal (i.e., one minimizes Eq. (1)) is an ideal outcome. The following simple result holds for z�:

Proposition 2. For any C-setback wc,s of z� (such that |wc,s
i | ≤ |z�

i − xi | for all i), f (z� + wc,s) �= t.

6
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Proof. We use reduction ad absurdum. Let us assume the opposite of what was said in Proposition 2, i.e., there exists wc,s

such that f (z� + wc,s) = t . Let z′ := z� + wc,s , and so f (z′) = t . By construction of wc,s , δ(z′, x) = δ(z� + wc,s, x) < δ(z�, x). 
In other words, z′ is of the target class and is closer to x than z� is. This contradicts the fact that z� is optimal. �

Now, because of Proposition 2, we are guaranteed that if a C-setback wc,s happens to z� , the resulting point will no 
longer be classified as t . Intuitively, this is a natural consequence of the fact that optimal counterfactual examples lay on 
the border of the decision boundary as otherwise they would not be optimal. Also, since z� is optimal, the respective 
L0 component for the distance between x and z� is minimal, i.e., all features in C and thus in wc,s are relevant for the 
classification. Given the premises just made, it becomes important to understand whether invalidation to z� can be averted 
with additional intervention and, if so, whether the cost of such intervention can be minimized.

It is important to note that invalidation of a counterfactual explanation due to a C-setback can always be averted, i.e., 
additional intervention to reach the intended zi for all i ∈ C is always possible. To see this, consider the fact that the 
intervention entailed by the counterfactual explanation z − x must adhere to the plausibility constraints specified in P (else, 
z − x would not be a possible counterfactual explanation). Since C-setbacks are aligned with the direction of the original 
intervention, the point z + wc,s − x, which is in between x and z, must meet P . It therefore suffices to apply additional 
intervention along the originally-intended direction to recover the desired counterfactual example. Under the L1-norm (as 
per the choice of δ in Eq. (1)), the cost associated with the additional intervention needed to overcome a C-setback wc,s is 
simply ||wc,s||1.

Since invalidation due to C-setbacks can be dealt with additional intervention, and since one can reasonably assume that 
the user keeps track of how the value of xi changes for i ∈ C over the course of intervention (otherwise, (s)he would not 
know when to stop the intervention), it follows that there is no necessity for counterfactual examples to be far from the 
decision boundary in terms of their features in C . (Note that this is in contrast with prior work on aspects of robustness for 
counterfactuals, where the possibility of additional intervention is not considered and counterfactual examples are required 
to be far from the decision boundary in terms of all of their features; see Sec. 9.) Thus, rather than seeking counterfactual 
examples that are not invalidated by C-setbacks, we seek counterfactual examples for which the additional intervention that 
is needed to contrast C-setbacks is minimal. To this end, we can use Proposition 2 in order to seek counterfactual examples 
that are optimal (i.e., require minimum intervention cost) when the additional cost to contrast maximal C-setbacks wc,s

max is 
factored in. In the following definition, to highlight that C-setbacks depend on the specific z and x (as they determine C) 
and avoid confusion, we use the function notation W c,s

max(z, x) in place of wc,s
max.

Definition 4. (Optimal counterfactual example under C-setbacks) Given a model f , a point x, and a vector p, we call a point 
z�,c such that

z�,c − W c,s
max(z�,c,x) ∈ argmin(

z−W c,s
max(z,x)

)δ (
z − W c,s

max(z,x),x
)
, (6)

an optimal counterfactual example under C-setbacks.

This definition gives us a way to seek a (multiple may exist) counterfactual explanation that entails minimal intervention 
cost when accounting for maximal C-setbacks. Indeed, it suffices to equip a given search algorithm with Eq. (6), i.e., perform 
the following steps: (1) for any z to be evaluated, compute the respective wc,s

max, (2) instead of computing δ(z, x), compute 
δ((z − wc,s

max), x), and (3) at the end of the search, return the point that minimizes such distance, i.e., z�,c .
Performing the computations just mentioned takes linear time in the number of features (O (d)) because we only need 

to build wc,s
max (step 1 above) and subtract it from z prior to computing δ (step 2 above) for any given z ( f should still be 

evaluated on z). This is relatively fast (as demonstrated in B.3.2), especially compared to the situation described in Sec. 2.2, 
where one would need to use f to predict the class of a number of neighbors of z. Note also that in Eq. (6) setbacks are 
subtracted from counterfactual examples when computing δ, to account for the fact that the cost should increase (recall the 
construction of C-setbacks in Definition 3).

4. Robustness for K

We now consider K, i.e., the set concerning the features that should be kept to their current value. Mirroring the notion 
of C-perturbation (Definition 2), we can define a K-perturbation to be a vector wk such that p{−}

i ≤ wk
i ≤ p{+}

i if i ∈ K and 
wk

i = 0 if i /∈ K. Similarly, we can cast the concept of neighborhood from Definition 1 to consider only K-perturbations, 
leading to:

Definition 5. (K-neighborhood and K-neighbors of a counterfactual example) Given a model f , a point x, a respective counter-
factual example z, and a vector of possible perturbations p, the K-neighborhood of z under p is the set:

K :=
{

z′ | z′
i ∈ [zi + p{−}

i , zi + p{+}
i ], if i ∈ K

z′
i = zi otherwise

}
. (7)

A point z′ ∈ K such that z′ �= z is called a K-neighbor of z.

7
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Fig. 4. Example of K-perturbations. The counterfactual example zv is vulnerable to K-perturbations because these can lead to the red area; the same is 
not true for zb . If it is not plausible to reduce blood pressure, then K-perturbations to zv can lead to permanent invalidity. Else, they can be resolved with 
additional intervention, in terms of blood pressure.

For a categorical feature i ∈K, the neighborhood can be built by swapping zi with one of the possibilities listed in pi ∈ p, 
where pi will be a set containing categories perturbations can lead to.

Next, we use K to define the concept of vulnerability to K-perturbations:

Definition 6. (Vulnerability to K-perturbations) Given a model f , a point x, and a vector p, a counterfactual example z is 
vulnerable to K-perturbations if ∃z′ ∈ N(z, p) such that f (z′) �= f (z).

Informally, this definition says that z is vulnerable to K-perturbations if the decision boundary surrounding z is not suf-
ficiently loose with respect to the features in K. Fig. 4 shows an example. The reason why vulnerability to K-perturbations 
is particularly important is that, differently from the case of C-perturbations, a K-perturbation can invalidate the counter-
factual explanation permanently. In fact, a K-perturbation changes z along a different direction than the one of intervention. 
Thus, a K-perturbation can lead to a point z′ from which there exists no plausible intervention to reach the originally-
intended z from.

For example, consider the feature i to represent inflation as a mutable but not actionable feature, i.e., a feature that can 
be changed (e.g., by global market trends) but not by the user. P will state that no (user) intervention can exist to change 
i, i.e., P imposes zi − xi = 0. However, an unforeseen circumstance such as the financial crisis of 2008 may lead to a large 
inflation increase (p+

i > 0). Consequently, it may become impossible for the user to obtain the desired loan, e.g., because 
the bank does not hand out certain loans when the inflation is too high.

Now, recall that the reason why Definition 4 can be used for the case of C-perturbations is that Proposition 2 holds, 
i.e., there cannot exist points of class t between x and an optimal counterfactual example z� . The same does not hold for 
K-perturbations, i.e., since the features in K are orthogonal to the direction of intervention, it can happen that the maximal 
perturbation to a feature i ∈K leads to a point z′ for which f (z′) = t , while a non-maximal perturbation to the same feature 
can lead to a point z′′ for which f (z′′) �= t . Thus, checking for maximal perturbations is no longer sufficient: we must check 
instead for all points in the K-neighborhood K .

As mentioned in Sec. 2.2, checking each and every point in a neighborhood may not be feasible. Thus, we propose to 
approximate the assessment of how K-robust (i.e., non-vulnerable to perturbations in K) counterfactual explanations can 
be, with Monte-Carlo sampling. Let 1 f (z) : K → {0, 1} be the indicator function that returns 1 for K-neighbors that share the 
same class of z (i.e., f (z)), and 0 for those that do not. Taken a random sample of m K-neighbors, we define the following 
score:

K-robustness score(z,m) = 1

m

m∑
i=1

1 f (z)(z′
i). (8)

We remark that even if K-robustness score(z, m) = 1, we are not guaranteed that z is K-robust, because the score is an 
approximation. Still, this score can be used to determine which counterfactual examples are preferable to pursue in that 
they are associated with a smaller risk that adverse perturbations will invalidate them (permanently or not).

5. Experimental setup

In this section, we firstly describe the preparation of the data sets used in our experiments. Secondly, we describe the 
search algorithms considered for finding near-optimal counterfactual explanations. Lastly, we describe the loss function 
considered, as well as how to incorporate the proposed notions of robustness into it.

8
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Table 1
Considered data sets, where n and d (resp., d2) indicate the number of observations and features (only categorical) after pre-processing. The column t is 
the target class for the (simulated) user. Plausib. constr. reports the number of plausibility constraints that allow features to only increase (≥), remain equal 
(=), and decrease (≤). The column Perturb. reports the number of perturbations concerning numerical (N) and categorical (C) features. Finally, Acc.rf and 
Acc.nn report the average (across five folds) test accuracy of the random forest and neural network models.

Data set (abbrev.) n d d2 Classes User t Plausib. constr. Perturb. Acc.rf Acc.nn

Credit risk (Cre) 1000 20 6 High, low Individual Low ≥:3, =:8, ≤:0 N:6, C:0 0.76 0.75
Income (Inc) 1883 12 7 High, low Individual High ≥:2, =:3, ≤:0 N:4, C:4 0.83 0.82
House price (Hou) 506 13 1 High, low Municipality Low ≥:0, =:3, ≤:1 N:11, C:0 0.93 0.93
Productivity (Pro) 1196 12 5 High, med., low Company High ≥:0, =:0, ≤:0 N:5, C:2 0.79 0.70
Recidivism risk (Rec) 2000 10 6 High, low Inmate Low ≥:2, =:2, ≤:0 N:3, C:2 0.80 0.78

Table 2
Examples of perturbations that we manually annotated on the considered data sets. We take relative perturbations (those with %) 
with respect to the value of the feature in the intended counterfactual example z in consideration by the search algorithm.

D.set Feature Decrease Increase 
or Categories

Note

Cre Savings 10% 10% Might happen to save less or more relative to what intended.
Inc Marital status {single, married, widowed, . . . } Unforeseen change due to, e.g., proposal, divorce, death.
Hou Crime rate 1% 5% Relative, might increase more than decrease.
Pro Overtime 3 3 Up to 3 more or less days of overtime might be needed.
Rec Age 0 2 Judicial system delays for up to 2 years.

5.1. Data sets

Table 1 summarizes the data sets we consider. For each data set, we make an assumption on the type of user who seeks 
recourse, e.g., the user could be a private individual seeking to increase their income, or a company seeking to improve the 
productivity of its employees. Based on this, we manually define the target class t , the set of plausibility constraints P on 
what interventions are reasonably plausible, and the collection p of maximal magnitudes from which perturbations can be 
sampled (we will consider uniform and normal distributions). We named the data sets in Table 1 to represent their purpose. 
Originally, Credit risk (abbreviated to Cre) is known as South German Credit Data [27], which is a recent update that corrects 
inconsistencies in the popular Statlog German Credit Data [28]. Income (Inc) is often called Adult or Census income [29,30]. 
Housing price (Hou) is also known as Boston housing [31] and is often used for research on fairness and interpretability 
because one of its features raises ethical concerns [32]. Productivity (Pro) concerns the productivity levels of employees 
producing garments [33]. Lastly, Recidivism (Rec) is a data set collected by an investigation of ProPublica about possible 
racial bias in the commercial software COMPAS, which intends to estimate the risk that an inmate will re-offend [34]. 
Examples of recent works on fair and explainable machine learning that adopted (some of) these data sets are [20,35–40].

We pre-process the data sets similarly to how done often in the literature. This includes, e.g., removal of redundant 
features and of observations with missing values, and limiting the number of observations considered for Rec. Regarding 
our annotations for the perturbations, numerical features can have perturbations that increase or decrease the feature value, 
in absolute or relative terms; we compute relative perturbations with respect to z. For example, for the numerical feature 
capital-gain of Inc, we assume that perturbations can happen that lead up to a relative 5% increase or 10% decrease of that 
feature, based on the value to achieve for that feature. For categorical features, we define only absolute perturbations, i.e., 
possible changes of category are not conditioned to the current category. The choices we made to build p are subjective, 
we elaborate on this in Sec. 8. We sample the amount of perturbation using a uniform or normal distribution, as indicated 
in Sec. 7. Table 2 shows some examples of maximal perturbations we annotated. As mentioned before, we also define 
plausibility constraints P for each data set. Each constraint is specific to a feature. For an ith numerical feature, possible 
constraints are zi − xi ≥ 0, zi − xi ≤ 0, zi − xi = 0, and none. For an ith categorical feature, possible constraints are zi = xi
and none. Full details about our pre-processing and definition of p and P are documented in the form of comments in our 
code, in robust_cfe/dataproc.py.

5.2. Black-box models

We consider random forest and neural networks (with standard multi-layer perceptron architecture) as black-box ma-
chine learning models f . We use Scikit-learn’s implementations [41]. We assume that we can only access the predictions of 
f , and no other information such as model parameters or gradients. Our experiments are repeated across a stratified five-
fold cross-validation, and each model is obtained by grid-search hyper-parameter tuning. Once trained, the models obtain 
test accuracy varying from 70% to more than 90% on average across the different data sets, i.e., meaningful decision bound-
aries are learned. See Appendix A for details on hyper-parameter tuning, and the accuracy of the models on the different 
data sets. For the discovery of counterfactual examples, we consider observations x such that f (x) �= t , from the test sets of 
the cross-validation.
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Table 3
Settings of the considered counterfactual search algorithms. For NeMe, we only set the max-
imum number of iterations to 100 to achieve commensurate runtimes to those of CoGS 
(other settings are default). For DiCE, we consider two configurations (“a” and “b”). The loss 
used (except for DiCE a) is Eq. (9).

CoGS
Setting Value

Population size 1000
Num. generations 100
Tournament size 2
smut 25%

DiCE (a, b)
Setting Value

Method Genetic
Total CEs a : 20, b : 100
Max. iterations a : 500, b : 100
Loss weights a : Default,

b : 0.5 prox., 0.5 spars., 0 div.

GrSp
Setting Value

Num. in layer 2000
First radius 0.1
Decrease radius 10
Sparse True

LORE
Setting Value

Population size 1000
Num. generations 10
Discrete use probabilities False
Continuous function estim. False

5.3. Counterfactual search algorithms

To provide experimental results concerning robustness (Sec. 7), we firstly seek a counterfactual search algorithm that 
performs best overall among several candidates. To that end, we consider and benchmark the following algorithms from the 
literature, that can operate upon black-box f : Diverse Counterfactual Explanations (DiCE) [22], Growing Spheres (GrSp) [23], 
LOcal Rule-based Explanations (LORE) [20,42], and the Nelder-Mead method (NeMe) [43,44]. Furthermore, we devise our own 
algorithm, a genetic algorithm that we name Counterfactual Genetic Search (CoGS).2

The settings used for the algorithms are reported in Table 3. We describe the algorithms below. Note that all of the 
algorithms are heuristics with no guarantee of discovering optimal (i.e., minimal distance) counterfactual examples, given 
the nature of the search problem (general, black-box f ).

5.3.1. DiCE
DiCE is actually a library that includes three algorithms: random sampling, KD-tree search (i.e., a fast-retrieval data 

structure built upon the points in the training set), and a genetic algorithm. Of the three, we consider the latter because it 
performed substantially better in preliminary experiments (and simply refer to it by DiCE). DiCE is configured to return a 
collection of counterfactual examples rather than a single one. However, three of the other algorithms we consider return 
a single counterfactual example. Thus, to compare the algorithms on an equal footing, we set DiCE to return a single 
counterfactual example too. We achieve this by ranking each counterfactual example in the collection according to the loss 
function in consideration (explained below, see Sec. 5.4), and picking the best-ranking point. We will further consider two 
different configurations of DiCE:

• Configuration “a” uses the default settings except for allowing for a longer number of iteration, to match the same 
computational budget given to the other algorithms.

• Configuration “b” uses custom settings that are aligned to be similar to those used for CoGS, since both DiCE and CoGS 
are genetic algorithms.

5.3.2. GrSp
GrSp is a greedy algorithm that iteratively samples neighbors of the starting point x within spheres (i.e., in an L2 sense) 

that have increasing radius, until counterfactual examples are found. GrSp includes feature selection to promote sparsity. 
Unforeseenly, GrSp can only handle numerical features. To be able to use GrSp in our comparison, we let GrSp operate on 
categorical features as if they were numerical ones (categories are encoded as integers). At the end of the optimization, we 
transform numerical values back to categories by rounding. Note that this is sub-optimal because an artificial ordering is 
introduced between categories.

5.3.3. LORE
LORE works by generating a neighborhood around x with random search or with a genetic algorithm, finding multiple 

counterfactual explanations at different distance. We consider the variant that adopts the genetic algorithm, because it 
performed substantially better in preliminary experiments. After the neighborhood is determined, LORE fits a decision tree 

2 https://github .com /marcovirgolin /cogs.
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Fig. 5. Runtimes (means and 95% confidence intervals) of the counterfactual search algorithms for the considered data sets and black-boxes (random forest 
and neural network). The right plots are zoomed-out versions of the left ones.

upon it. Since each path from the root of the decision tree to a leaf represents a classification rule (e.g., “AGE >= 3.4 & 
SALARY_CATEGORY = HIGH → t”), LORE essentially returns multiple counterfactual explanations expressed as rules. To 
be able to compare with the other algorithms (which return a single counterfactual example), we build one counterfactual 
example z by taking the shortest rule returned by LORE, and applying the rule to the starting point x (e.g., using the rule 
above, we set the x’s age and salary to 3.4 and high, respectively).

We found (confirmed by a discussion with the authors) that applying LORE’s rules may result in points that are not 
actually classified as t . When that happens, we perform up to 15 attempts at generating a counterfactual example from the 
(shortest returned) rule, by focusing on numerical features that are prescribed to be >, ≥ (or <, ≤) than a certain value. 
In particular, in applying such part of the rule to x, we add (or subtract) to the prescribed value a term ε , which is initially 
set to 10−3 and is doubled at every attempt. Moreover, since we found LORE to be computationally expensive to run (see 
Fig. 5), we used a fraction of the computation budget allowed for the other algorithms (see Table 3).

5.3.4. NeMe
NeMe is a classic simplex-based algorithm for gradient-free optimization. Like GrSp, also NeMe cannot naturally handle 

categorical features. Thus, we use the same approximation used for GrSp, i.e., encode categories with integers, let NeMe 
treat categories as numerical values, and map such values back to integers (and thus categories) by rounding at the end. We 
use SciPy’s implementation with default parameters [45].

5.3.5. CoGS
We design CoGS as a relatively standard genetic algorithm, adapted for the search of points neighboring x (especially in 

terms of the L0-norm). CoGS operates as follows. First, an initial population of candidate solutions is generated by sampling 
feature values uniformly within an interval for numerical features, and from the possible categories for categorical features. 
These intervals can be specified or taken automatically from the training set. With probability of 2/d (d being the total 
number of features), the feature value of a candidate solution is copied from x rather than sampled. Every iteration of 
the algorithm (in the jargon of evolutionary computation, generation), offspring solutions are produced from the current 
population by crossover and mutation. Following this, survival of the fittest is applied to form the population for the next 
generation.

Our version of crossover produces two offspring solutions by simply swapping the feature values of two random par-
ents, uniformly at random. Our version of mutation produces one offspring solution from one parent solution by randomly 
altering its feature values. A feature value is altered with probability of 1/d (else, it is left untouched). If the feature to 
alter is categorical, then the category is swapped with another category, uniformly at random. If the feature to alter is nu-
merical, firstly a random number r is sampled uniformly at random between −smut/2 and +smut/2, where smut ∈ (0, 1] is a 
hyper-parameter that represents the maximal extent of allowed mutations; secondly, the original feature value is changed 
by adding r × (maxi − mini), where maxi and mini are, respectively, the maximum and minimum values that are possible 
for that feature.

After crossover and mutation, the quality (fitness) of offspring solutions is evaluated using the loss function (Eq. (9)) as 
fitness function (minimization is sought). Finally, we use tournament selection [66]) to form the population for the next 
generation.
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We set CoGS to allow for plausibility constraints (P) to be specified. If plausibility constraints are used, then mutation 
is restricted to plausible changes (e.g., the feature that represents age can only increase). If mutation makes a numerical 
feature obtain a value bigger than maxi (resp., smaller than mini ), then the value of that feature is set to maxi (resp., mini ).

CoGS is written in Python, and relies heavily on NumPy [67] for speeding up key computations. For example, the popu-
lation is encoded as a NumPy matrix, and crossover and mutation are implemented with matrix operations.

5.4. Loss

We use the following loss to drive the search of counterfactual examples (where f (z) and t are treated as integers):

1

2
γ (z,x) + 1

2

||z − x||0
d

+ || f (z) − t||0,where (9)

γ (z,x) = 1

d

⎛
⎝ d1∑

i

|zi − xi |
maxi −mini

+
d2∑
j

||z j − x j||0
⎞
⎠ . (10)

The function γ in the equation above is Gower’s distance [19,46], where features indexed by i are numerical and those 
indexed by j are categorical (with values treated as integers); the maximal and minimal values of a numerical feature, maxi
and mini , can be taken from the (training) data set or, as done in our case, are provided as extra annotations of the data 
sets. The term ||z − x||0/d promotes sparsity of intervention and, like Gower’s distance, ranges from zero to one. The third 
and last term requires the execution of the machine learning model f , and simply returns zero when f (z) = t and one 
when f (z) �= t .

5.4.1. Incorporating robustness in the loss
To seek robust counterfactual examples, we make use of the notions described in Sec. 3 and Sec. 4. When optimizing 

for robustness to perturbations concerning C , we use Definition 4, i.e., maximal C-setbacks are computed on the fly for the 
candidate z and their contribution is used to update the contribution of γ to the loss function. When optimizing for robust-
ness to perturbations concerning K, we compute the K-robustness score with Eq. (8) and add 1

2 (1 −K-robustness score)

to the loss. In the results presented below, we use m = 64 to compute the K-robustness score; an analysis on the impact of 
m is provided in B.3.

6. Preliminary results: choosing a suitable counterfactual search algorithm

This section reports on the benchmarking of the considered search algorithms, to identify an overall best. We repeat the 
execution of each algorithm five times and consider the best-found counterfactual example out of the five repetitions. We 
search for a counterfactual example for each x in the test sets from the five cross-validation, for x such that f (x) �= t . Since 
LORE takes much longer to execute than the other algorithms (see Fig. 5), we perform three repetitions instead of five, and 
consider only the first five x in each test set of the five folds. Since only DiCE and CoGS support plausibility constraints, we 
do not use plausibility constraints in this comparison (a comparison between DiCE and COGS under plausibility constraints 
is provided in Appendix B.1).

6.1. Runtimes

Fig. 5 shows the runtime of the algorithms across the different data sets, irrespective of whether they succeed or fail 
to find a counterfactual example, i.e., a point for which f predicts t . The experiments were run on a cluster where the 
computing nodes can have slightly different CPUs, thus we invite to consider the order of magnitude of the runtimes 
rather than the exact numbers. The figure shows that, using random forest, CoGS and DiCE (configuration a) are the fastest 
algorithms (or, at least, have fastest implementations), but GrSp and NeMe are competitive. LORE is much slower to execute 
than the other algorithms. When using a neural network, inference times are generally faster, and CoGS, DiCE-a, GrSp and 
NeMe are competitive.

6.2. Success in discovering counterfactual examples

Table 4 shows the frequency with which the counterfactual search algorithms succeed in finding a counterfactual ex-
ample, i.e., a point for which f predicts t . CoGS and the two variants of DiCE succeed systematically, whereas the other 
algorithms do not. GrSp performs third-best overall. In particular, GrSp always finds counterfactual examples on Hou, which 
is a data set with a single categorical feature. Since GrSp is intended to operate solely with numerical features, this result
nicely supports the hypothesis that GrSp works well when (almost all) features are numerical. Although LORE supports both 
numerical and categorical features, it does not perform better than GrSp on most data sets; at least for the limited number 
of runs conducted with LORE due to excessive runtime, as explained before. Lastly, NeMe often performs substantially worse 
than all other algorithms.
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Table 4
Mean ± standard deviation across five cross-validation folds of the frequency with which the 
counterfactual search algorithms succeed in finding a counterfactual example. Plausibility con-
straints are not considered here because not all algorithms support them.

Alg. Cre Inc Hou Pro Rec

f
=

ra
nd

om
fo

re
st CoGS 1.00 1.00 1.00 1.00 1.00

DiCE-a 1.00 1.00 1.00 1.00 1.00

DiCE-b 1.00 1.00 1.00 1.00 1.00

GrSp 0.46 ± 0.11 0.89 ± 0.06 1.00 0.86 ± 0.04 0.30 ± 0.15

LORE 0.56 ± 0.20 0.20 ± 0.13 0.68 ± 0.20 0.24 ± 0.20 0.60 ± 0.38

NeMe 0.08 ± 0.03 0.05 ± 0.02 0.04 ± 0.05 0.03 ± 0.01 0.14 ± 0.02

f
=

ne
ur

al
ne

tw
or

k CoGS 1.00 1.00 1.00 1.00 1.00

DiCE-a 1.00 1.00 1.00 1.00 1.00

DiCE-b 1.00 1.00 1.00 1.00 1.00

GrSp 0.87 ± 0.07 0.25 ± 0.04 1.00 0.51 ± 0.12 0.49 ± 0.10

LORE 0.52 ± 0.20 0.28 ± 0.16 0.68 ± 0.10 0.76 ± 0.23 0.84 ± 0.23

NeMe 0.14 ± 0.07 0.11 ± 0.03 0.09 ± 0.01 0.11 ± 0.04 0.51 ± 0.03

Fig. 6. Boxplots of relative change in loss with respect to CoGS for GrSp, LORE, and NeMe, on the different data sets and black-boxes, for success cases.

6.3. Quality of discovered counterfactual examples

As last part in our benchmarking effort, we consider what algorithm manages to produce near-optimal counterfactual 
examples (i.e., those with smallest loss). In particular, we report the relative change in loss for the best-found counterfactual 
example with respect to the loss obtained by CoGS, only for success cases. Since we consider only successes, the last term of 
the loss (Eq. (9)) is always null, i.e., || f (z) − t||0 = 0. The relative change in loss with respect to CoGS for another algorithm 
Alg is:

LAlg(z) −LCoGS(z)

LCoGS(z)
.

Fig. 6 shows the relative change in loss of DiCE, GrSp, LORE, and NeMe with respect to CoGS. DiCE, GrSp and LORE 
typically (but not always) find points that have larger loss than those found by CoGS. NeMe performs very similarly to CoGS, 
however NeMe seldom succeeds (cf.. Table 4). This suggests that NeMe can explore a small neighborhood of x particularly 
well, but fails if counterfactual examples are relatively distant from x.
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Table 5
Mean ± standard deviation of the frequency with which the best-found (among five search repetitions) counterfactual 
example when not accounting for robustness is accidentally robust w.r.t. C or K. For numerical features, we consider 
them to match in value if they are within a tolerance level (Tol.) of 1%, 5% or 10% of the range for that feature.

Robustness Tol. Cre Inc Hou Pro Rec
f

=
ra

nd
om

fo
re

st

Only C 1% 0.40 ± 0.06 0.02 0.76 ± 0.10 0.53 ± 0.05 0.27 ± 0.06
5% 0.42 ± 0.07 0.04 ± 0.02 0.84 ± 0.09 0.57 ± 0.06 0.37 ± 0.07
10% 0.43 ± 0.07 0.05 ± 0.02 0.85 ± 0.09 0.58 ± 0.06 0.40 ± 0.09

Only K 1% 0.37 ± 0.01 0.06 ± 0.02 0.33 ± 0.24 0.26 ± 0.05 0.04 ± 0.04
5% 0.44 ± 0.03 0.40 ± 0.08 0.63 ± 0.17 0.37 ± 0.06 0.08 ± 0.03
10% 0.46 ± 0.04 0.58 ± 0.07 0.67 ± 0.16 0.46 ± 0.07 0.12 ± 0.02

Both C,K 1% 0.23 ± 0.04 0.00 0.21 ± 0.21 0.19 ± 0.06 0.03 ± 0.03
5% 0.27 ± 0.03 0.00 0.54 ± 0.21 0.26 ± 0.05 0.06 ± 0.04
10% 0.30 ± 0.05 0.00 0.60 ± 0.19 0.34 ± 0.06 0.08 ± 0.04

f
=

ne
ur

al
ne

tw
or

k

Only C 1% 0.25 ± 0.12 0.01 ± 0.01 0.96 ± 0.02 0.87 ± 0.05 0.50 ± 0.08
5% 0.27 ± 0.12 0.02 ± 0.01 0.97 ± 0.02 0.89 ± 0.05 0.56 ± 0.05
10% 0.29 ± 0.11 0.02 ± 0.01 0.97 ± 0.02 0.89 ± 0.05 0.57 ± 0.04

Only K 1% 0.13 ± 0.07 0.35 ± 0.02 0.07 ± 0.05 0.08 ± 0.06 0.01
5% 0.26 ± 0.08 0.52 ± 0.03 0.80 ± 0.12 0.42 ± 0.19 0.01 ± 0.01
10% 0.39 ± 0.02 0.70 ± 0.04 0.93 ± 0.04 0.58 ± 0.14 0.02 ± 0.02

Both C,K 1% 0.02 ± 0.02 0.00 0.07 ± 0.05 0.06 ± 0.06 0.00 ± 0.01
5% 0.06 ± 0.03 0.00 0.69 ± 0.09 0.38 ± 0.18 0.01 ± 0.01
10% 0.12 ± 0.08 0.00 0.93 ± 0.04 0.52 ± 0.14 0.01 ± 0.02

6.4. Conclusion of benchmarking

The results show that, overall, CoGS performs best. DiCE (in particular, DiCE-a) is the closest competitor in terms of 
speed and success rates, but the algorithm finds counterfactual examples that are substantially more distant from x (i.e., 
have larger loss) than those found by CoGS. GrSp has good runtime and generally finds closer counterfactual examples (i.e., 
lower loss) than DiCE, but it remains inferior to CoGS, both in terms of distance (loss) and success rate. LORE has worse 
success rate than GrSp, and NeME worse of all. Therefore, we use CoGS for the following experiments on robustness.

We remark that DiCE, like CoGS, supports the specification of plausibility constraints. We show that CoGS performs better 
than DiCE also under plausibility constraints in Appendix B.1.

7. Experimental results: robustness

We proceed with presenting the experimental results regarding robustness to perturbations in C , K, and jointly. We 
focus on results that allow us to answer what we believe to be important research questions: (RQ1) Do we need to account 
for robustness to discover robust counterfactual examples? (RQ2) Does a lack of robustness compromise the feasibility of correcting 
perturbations with additional intervention? (RQ3) Are robust counterfactual explanations advantageous in terms of additional in-
tervention cost? These questions are addressed, in order, in the next subsections. Because of space limitations, a number of 
additional results is reported in Appendix B, including runtime taken to account for robustness w.r.t. C and K, and the effect 
of varying m when computing the K-robustness score. We now account for plausibility constraints P in all of the following 
experiments. We remark that in all our experiments, CoGS always succeeded in discovering a counterfactual example for 
which f predicts t , except for having a mean success rate of 99% (st.dev. of 1%) on the Rec data set when f is implemented 
as a neural network.

7.1. (RQ1) Do we need to account for robustness to discover robust counterfactual examples?

Table 5 shows the frequency with which robust counterfactual examples are discovered accidentally. To realize this, we 
compare the best-found counterfactual example that is discovered by CoGS when robustness is not accounted for, and the 
one that is found when C- or K-robustness is accounted for (as indicated in Sec. 5.4.1). We take the frequency by which the 
two match as indication of whether robust counterfactual examples can be discovered by accident. Since numerical feature 
values may differ only slightly between two best-found counterfactual examples, we consider the values to match if they are 
sufficiently close to each other, according to a tolerance level of 1%, 5%, or 10% of the range of that feature. As reasonable 
to expect, the results show that the larger the tolerance level, the more a z� discovered when not accounting for robustness 
matches the respective one that is discovered when accounting for robustness. In general, the result depends on the data 
set in consideration, and also (albeit arguably less so) on whether random forest or a neural network is used as black-box 
model f .

For brevity, we now focus on the tolerance level of 5% and random forest. On Inc, best-found counterfactual examples 
rarely match with those discovered when accounting for C-robustness (4% on average for the tolerance of 5%), while the 
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Fig. 7. Mean frequency with which a plausible additional intervention exists, to contrast the perturbations and reach the intended counterfactual example 
(uniformly-distributed categorical changes and normally- or uniformly-distributed numerical changes, f = random forest). Darker colors represent worse 
cases.

vice versa happens on Hou (84% on average for the same tolerance). For K-robustness like for C-robustness, the result 
depends on the data set. Importantly, the data sets where the frequencies are high for C-robustness and K-robustness are 
not necessarily the same. On Inc, best-found counterfactual examples are rarely optimal under C-setbacks, but can often 
match with counterfactual examples discovered when penalizing low K-robustness scores (40% on average for the tolerance 
of 5%). This should not be surprising because C- and K-robustness are orthogonal to each other under the assumption 
of feature independence. The last row shows how often best-found counterfactual examples happen to be both robust to 
perturbations to C and K. The frequencies are clearly always lower than for the previous triplets of rows. Hou is the only 
data set for which the frequency of discovering a counterfactual example that happens to be both robust w.r.t. C and K by 
chance is relatively large (e.g., above 50% for the tolerance of 5%).

When using the neural network instead of random forest, the trends mentioned before remain the same, but the specific 
magnitudes can differ. For example, the accidental discovery of robust counterfactual examples w.r.t. C and/or K is lower 
on Cre with the neural network compared to random forest, but the opposite holds for Hou (with some exceptions, e.g., the 
tolerance level of 1% when both C- and K-robustness are sought).

Overall, this result indicates that, except for lucky cases (e.g., Hou with f being the neural network), it is unlikely to 
discover robust counterfactual examples by chance. Hence, if one wishes to achieve robustness, the search must be explicitly 
instructed to that end. In the next sections, we investigate whether achieving robustness can actually be important.

7.2. (RQ2) Does a lack of robustness compromise the feasibility of correcting perturbations with additional intervention?

At this point, current works on the robustness of counterfactual explanations typically consider the extent by which ro-
bustness helps preventing the invalidation of counterfactual explanations (see Sec. 9). In other words, they consider whether 
the point z′ that is given by perturbing the best-found counterfactual example is still classified as t . For completeness, we 
report on this in B.2. Current works do not, however, consider whether an additional intervention that allows to correct the 
perturbation and obtain t might exist.

Figs. 7 and 8 show the frequency with which achieving the intended counterfactual explanation remains possible after 
random perturbations take place. The frequency is computed by applying, for each counterfactual explanation outcome 
of the search, 100 perturbations that are sampled uniformly at random from the categorical possibilities for categorical 
features, and normally (with st.dev. of 0.1) or uniformly within the numerical intervals for numerical features, as defined in 
p. We note that similar results are obtained between choosing random forest or a neural network as f .

As expected, it is always possible to contrast C-setbacks, because these happen along the direction of intervention. In-
stead, perturbations concerning K can lead to a z′ such that no further plausible intervention exists to reach the originally 
intended counterfactual example. We do not report a result for perturbations concerning both C and K at the same time 
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Fig. 8. Mean frequency with which a plausible additional intervention exists, to contrast the perturbations and reach the intended counterfactual example 
(uniformly-distributed categorical changes and normally- or uniformly-distributed numerical changes, f = neural network). Darker colors represent worse 
cases.

because, by construction, it is the same as the result for perturbations concerning only K. Like for the results of Sec. 7.1, 
the extent by which perturbations to K reduce the possibility for additional intervention depends on the data set. On Pro, 
all perturbations can be contrasted by an additional intervention because there are no plausibility constraints (see Table 1). 
Conversely, on Rec, perturbations to K can often make it impossible to reach the originally-intended counterfactual example, 
unless K-robustness is accounted for. In fact, accounting for K-robustness generally improves the chances that additional 
intervention is possible, at times substantially (e.g., on Inc, Hou, and Rec). Cre represents the only exception to this, as 
accounting for K-robustness performs similar (or sometimes worse) than accounting for none. This suggests that the de-
cision boundary learned by f on this data set may not be very smooth, making the use of the K-robustness score a too 
coarse approximation to be helpful. Generally, accounting for perturbations to C alone does not help achieving substantial 
robustness to perturbations to K, except for on Hou. This suggests that, on Hou, f learns decision boundaries that incor-
porate interesting interactions between certain features. Importantly, accounting for C-robustness together with accounting 
for K-robustness does not substantially compromise the gains obtained by accounting for K-robustness alone, even though 
perturbations to C always admit additional intervention. Overall, these results show that accounting for robustness can be 
crucial to ensure that, if perturbations happen, additional intervention to obtain t remains possible.

7.3. (RQ3) Are robust counterfactual explanations advantageous in terms of additional intervention cost?

We present the following results in terms of a relative cost, namely, the ratio between the cost of intervention to reach 
the intended z when random perturbations take place (i.e., initial the cost of reaching z from x plus the cost of reaching 
z from the perturbed z′), and the ideal cost, i.e., the cost incurred in complete absence of perturbations (i.e., the cost of 
reaching z from x). We compute this relative cost when the notions of robustness are or are not accounted for. The ideal 
cost is computed when not accounting robustness. The cost is modeled by 1

2 γ (z, x) + 1
2

||z−x||0
d (i.e., the first part of Eq. (9)). 

Moreover, if f (z′) = t , we assume no additional intervention to be needed, and thus the additional cost is zero and the 
relative cost is 1.

Figs. 9 and 10 (for random forest and neural network, respectively) show that when no robustness is accounted for (the 
left-most triplets of boxes in each plot), the relative cost can become dramatically large. In other words, additional interven-
tion to correct the perturbations can be extremely costly. Whether the relative cost increases mostly due to perturbations 
to C (blue boxes) or to K (orange boxes) depends on the data set. For example, perturbations to K have the largest effect 
on Rec, while those to C have the largest effect on Inc (by far), across types of distribution and types of f . For both the 
random forest and the neural network, the relative cost ranges from around 5× or 10× the ideal cost, up to over 100×
(Inc, perturbations to C) when not accounting for robustness.
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Fig. 9. Cost in terms of different configurations of accounting for robustness and under different perturbations, relative to the ideal cost (with random 
forest). Due to perturbations, t perturbations, the relative cost for when no notion of robustness is accounted for (label None) is typically much larger than 
the one for when the right notion of robustness is accounted for (matching color between box and label). The vertical axis for Inc is in logarithmic scale.

Fig. 10. Cost in terms of different configurations of accounting for robustness and under different perturbations, relative to the ideal cost (with neural 
network). Due to perturbations, the relative cost for when no notion of robustness is accounted for (label None) is typically much larger than the one for 
when the right notion of robustness is accounted for (matching color between box and label). The vertical axis for Inc is in logarithmic scale.

When one accounts for the notion of robustness that is meant to deal with the respective type of perturbation, the 
relative cost often decreases substantially. Accounting for C-robustness (second blue box from the left in each plot) counters 
perturbations to C very well on all the data sets. On Inc in particular, the relative cost improves by two orders of magnitude. 
As found in Sec. 7.2, accounting for perturbations to K with the K-robustness score can remain insufficient, as it can be 
observed on Cre and Inc for both types of f . Again, this is likely a limitation of using a simple heuristic such as the K-
robustness score to deal with K-robustness. Accounting for robustness w.r.t. C (resp., K) does not, in general, lead to smaller 
relative cost under perturbations to K (resp., C). We confirm this general trend with statistical testing in Appendix C. Lastly, 
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Fig. 11. Cost of accounting for robustness relative to not accounting for robustness (i.e., ideal cost) when no perturbations take place. Note that the (rare) 
relative costs smaller than 1 are due to a lack of optimality of the search algorithm.

Fig. 12. Reduction in sparsity (relative to the number of features) caused by accounting for robustness. Note the different vertical axes.

accounting for both C- and K-robustness (right-most triplets of boxes in each plot) offers protection (lower relative cost) 
from situations in which both types of perturbations take place. In general across data sets and types of f , the distribution 
of relative costs for when perturbations to both C and K take place and both C- and K-robustness are accounted for (right-
most green box in each plot) is better than the distribution for when the same perturbations take place but no notion of 
robustness is accounted for (left-most green box in each plot).

Since the ideal cost is computed when no notion of robustness is accounted for, part of the relative costs for when 
robustness is accounted for comes from the fact that robust counterfactual examples are generally farther away from x than 
non-robust ones. Fig. 11 shows the cost increase that comes solely from accounting for robustness on the considered data 
sets and types of f , without any perturbation taking place. We remark that values smaller than 1 happen only because the 
discovered counterfactual examples can be suboptimal. Importantly, we find that the cost when accounting for robustness is 
between 1× and 7× the ideal cost, i.e., when not accounting for robustness. In general, this is significantly smaller than the 
increase incurred when perturbations take place and robustness is not accounted for, as reported before (generally between 
5× and 10× the ideal cost, with up to 100×).

Lastly, Fig. 12 shows what part of the cost increase comes from counterfactuals becoming less sparse. For certain data 
sets (e.g., Cre for both random forest and neural network), robust counterfactual explanations are as sparse as non-robust 
ones. In general, however, robust counterfactual explanations tend to be less sparse, depending on the choice of f and the 
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type of robustness that is accounted for. The reduction in sparsity can be moderate or substantial. For example, less than 
10% more of the features need to change to account for K perturbations on Hou with random forest (i.e., approximately 
one feature). Instead, up to 30% more of the features need to change to account for K perturbations on Rec with the neural 
network (i.e., approximately three features). The fact that sparsity decreases when seeking robust counterfactuals is a natural 
consequence of adopting a linearization of the objectives (see Sec. 5.4). Thus, the reduction in sparsity can be tackled by 
tuning the weight attributed to the L0-norm in Eq. (9).

These results confirm that even though robust counterfactual explanations are, in principle, more costly to pursue than 
non-robust ones, if random perturbations take place, robust counterfactual explanations require much less additional inter-
vention than non-robust ones.

8. Discussion

Our experimental results provide a positive answer to all three research questions. In general, counterfactual explanations 
are not robust, be it in terms of the features whose value is prescribed to be changed (C-robustness), or those whose value is 
prescribed to be kept as is (K-robustness). Moreover, non-robust counterfactual explanations are more susceptible to make 
it impossible for the user to remedy perturbations by additional intervention, and the cost of additional intervention is 
larger for non-robust counterfactual explanations than for robust ones. Ultimately, it is clear that accounting for robustness 
is important.

Our experimental results suggest that accounting for robustness for features in C tempers perturbations to C , and simi-
larly, accounting for robustness for features in K tempers perturbations to K. Moreover, even though f can learn non-linear 
feature interactions, accounting for C (or K) has limited effect on contrasting perturbations to K (resp., C). Only in some 
cases (e.g., on Hou), robustness w.r.t. C has substantial repercussions on the effect of perturbations to K or vice versa.

In addition to this, even if a counterfactual search algorithm does not guarantee that the discovered counterfactual 
example will be optimal, we experimentally see that incorporating our Definition 4 into the loss (Sec. 5.4.1) produces a 
strong resilience to additional cost (Sec. 7.3) for perturbations to the features in C . Besides being effective, implementation 
of Definition 4 is also efficient (see B.3.2).

What our results also show is that seeking robustness with respect to features in K is problematic. This is because of 
Proposition 1 and the fact that features in K are not aligned with the direction of intervention. Thus, we proposed to control 
for K-robustness using an approximation, i.e., the K-robustness score. We found that seeking counterfactual examples that 
maximize the K-robustness score are often but not always sufficient to obtain a good resilience to perturbations to the 
features in K. Moreover, the K-robustness score requires to sample (and evaluate with f ) multiple points, which is far 
more expensive than computing Definition 4. Therefore, future work should consider whether a better method can be 
used than the K-robustness score. For example, if information on f is available, that information may be used to provide 
guarantees on the neighborhood of z (see, e.g., Theorem 2 in [40] for linear f ).

The assumption that features are independent is simplistic but often made in literature, because only a small number 
of works assume a causal model is available (e.g., [47,48]). Under the assumption of feature independence, as done here, 
one models the neighborhood of a counterfactual example with a box (under L1) or a hyper-sphere (under L2). However, 
if certain features have a causal dependency on other features, this neighborhood morphs into other, possibly very complex 
shapes (e.g., when this dependency is not linear). Importantly, if feature i depends on j, then one cannot change j without 
having that i implicitly changes too. Similarly, a perturbation happening to j would implicitly alter i. As our framework 
currently assumes independence, it is important to study to what extent separation between C and K remains possible 
and meaningful. For many real-world problems, it is reasonable to expect that there exist groups of features that are truly 
independent from other groups of features. Thus, the study of robustness for C and K could be carried out at a higher level, 
i.e., of feature groups in future work.

There is a number of further aspects worth mentioning when one wishes to implement a research work like on coun-
terfactual explanations into practice, including this work. For example, we use the L1-norm within Gower’s distance to 
measure intervention cost. In fact, literature works typically choose one distance measure (e.g., ours, or Gower’s with L2-
norm instead, or other variants, see Sec. 9). Of course, a realistic implementation of intervention cost may need to be more 
refined, e.g., by mixing different types of norms. Similarly, one might wish to use different distributions to sample meaning-
ful perturbations (as opposed to only uniform or only normal as done in our synthetic experiments), and different functions 
to define the maximal extent of perturbation, which may e.g., account for the distribution of feature values. For example, 
for denser areas of feature i, p+

i and p−
i should be smaller than for less dense areas. Other desiderata may need to be 

included when seeking counterfactuals in practice (see, e.g., [49,50]), including accounting for multiple types of robustness 
of the same time, such as those related to uncertainties of f [51,52]

Lastly, we made subjective choices to define perturbations (p) and plausibility constraints (P) in the data sets. We made 
these choices as best as we could, based on reading the meta-information in web sources and the papers that describe the 
data sets. We have no doubt that domain experts would make much better choices than ours. Nevertheless, we argue that 
this is not an important limitation because, as long as the community agrees that our choices are reasonable, they suffice to 
provide a sensible test bed for benchmarking robustness. Hopefully, other researchers will find our annotations to be useful 
for future experiments on the robustness of counterfactual explanations. Similarly, we hope that other researchers will find 
CoGS to be an interesting algorithm to benchmark against.

19



M. Virgolin and S. Fracaros Artificial Intelligence 316 (2023) 103840

9. Related work

A number of works in literature propose several new desiderata that are largely orthogonal to our notions of robust-
ness but can be important to enhance the practical usability of counterfactual explanations. For example, Dandl et al. [49]
consider, besides proximity of z to x according to different distances, whether other training points x′ are sufficiently close 
to z for it to reasonably belong to the training data distribution. A similar desideratum is considered in [21] and [53]; the 
latter work employs neural autoencoders to that end. [54] remarks the importance of sparsity for explanations, with the 
concepts of pertinent negatives (the minimal features that should be different to (more) confidently predict the given class) 
and pertinent positives (the minimal features that help correctly identifying the class). Laugel et al. [36,50] require that z can 
always be reached from a training point x′ without having to cross the decision boundary of f , for z not to be the result 
of an artifact in the decision boundary of f . In [47] and [22], counterfactual explanations are studied through the lens of 
causality. For recent surveys on counterfactual explanations, the reader is referred to [55,16,56].

We now focus on works that deal with some notion of robustness and/or perturbations explicitly. Artelt et al. [57] present 
theoretical results on the effect of perturbations (e.g., under linear f ), evaluate the effect of different type of perturbations 
(Gaussian, uniform, masking) with three classifiers, and find that counterfactual explanations that obey plausibility con-
straints are more robust than counterfactual explanations that do not. Differently from us, Artelt et al. do not consider 
sparsity and do not optimize for robustness. The work by Karimi et al. [48] extends [47] to consider possible uncertainties 
in causal modeling. In [17], it is shown that a malicious actor can, in principle, jointly optimize small perturbations and 
the model f such that, when applying the perturbations to points of a specific group (e.g., white males), the respective 
counterfactual explanations are much less costly than normal (in fact, counterfactual explanations are conceptually similar 
to adversarial examples, see, e.g., [58–60]). Some works consider forms of robustness of counterfactual explanations with 
respect to changes of f (e.g., whether z is still classified as t if f ′ is used instead of f ) [51,61] or updates to f (e.g., after 
data distribution shift of temporal or geospatial nature) [62,52]. In [63], robustness of counterfactual explanations is stud-
ied in the context of differentially-private support vector machines. Dominguez et al. [40] consider whether counterfactual 
explanations remain valid in presence of uncertainty on x, and also account for causality. We also note that Dominiguez et 
al. consider a neighborhood of uncertainty around x which is akin to Definition 1; in fact, such sort of neighborhoods is 
common tools in post-hoc explanation methods, e.g., the Anchor explainer by [64] seeks representative points for a class 
by assessing that the prediction of f for the points in their neighborhood is the same. Zhang et al. [65] propose a counter-
factual search method based on linear programming that works for neural networks with ReLU activations; this work can 
be seen through the lens of robustness in that the method produces regions of points that share the desired class. Finally, 
contemporary to our work, Fokkema et al. [26] provide important theoretical results that counterfactual explanations (and 
other XAI methods such as feature attribution ones) can be dramatically different when small perturbations are applied to 
the starting point x (or, in general, point to explain).

To the best of our knowledge, there exists no other work prior to ours that attempts to exploit sparsity when assessing 
robustness, although sparsity is an important property for counterfactual explanations. Moreover, existing works typically 
consider whether robustness helps preventing counterfactual explanations from becoming invalid, while we further consider 
that additional intervention may be possible, and assess the associated cost.

10. Conclusion

Counterfactual explanations can help us understand how black-box AI systems reach certain decisions, as well as what 
intervention is possible to alter such decisions. For counterfactual explanations to be most useful in practice, we studied how 
they can be made robust to adverse perturbations that may naturally happen due to unforeseen circumstances, to ensure 
that the intervention they prescribe remains valid, and potential additional intervention cost that may be needed remains 
limited. We presented novel notions of robustness, which concern adverse perturbations to the features that a counterfactual 
explanation prescribes to change (C-robustness) and to keep as they are (K-robustness), respectively. We have annotated 
five existing data sets with reasonable perturbations and plausibility constraints and developed a competitive counterfactual 
search algorithm to search for (robust) counterfactual explanations. Our experimental results show that, most often than 
not, counterfactual explanations do not happen to be robust by accident. Consequently, if adverse perturbations take place, 
counterfactual explanations may require a much larger cost to be realized than anticipated, or even make it impossible for 
the user to achieve recourse. Our definitions of robustness can be incorporated in the search process, and robust counter-
factual explanations can be discovered. We have shown that C-robustness can be accounted for efficiently and effectively, 
while the same is not always true for K-robustness. This aspect should be taken into account when choosing what coun-
terfactual explanation is best for the user. Overall, robust counterfactual explanations are resilient against invalidation and 
require much smaller additional intervention to contrast perturbations.
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Table A.1
Hyper-parameter settings considered for tuning random forest.

Name Options

No. trees {50,500}
Min. samples split {2,8}
Max. features {

√
d, d }

Table A.2
Hyper-parameter settings considered for tuning the neural network.

Name Options

Learning rate {0.0001,0.01}
Max. iterations {200,1000}
Solver {Adam,SGD}

Table A.3
Test accuracy of hyper-parameter-tuned random forests acting as 
black-box models f for the considered data sets across five-fold 
cross-validation.

Fold Cre Inc Hou Pro Rec

0 0.71 0.86 0.93 0.79 0.80
1 0.78 0.82 0.90 0.77 0.82
2 0.78 0.79 0.91 0.78 0.78
3 0.74 0.82 0.91 0.82 0.77
4 0.76 0.83 0.97 0.78 0.80

Avg. 0.76 0.83 0.93 0.79 0.80

Table A.4
Test accuracy of hyper-parameter-tuned neural networks acting as 
black-box models f for the considered data sets across five-fold 
cross-validation.

Fold Cre Inc Hou Pro Rec

0 0.74 0.83 0.94 0.62 0.78
1 0.78 0.82 0.93 0.70 0.79
2 0.73 0.80 0.91 0.69 0.75
3 0.78 0.82 0.91 0.77 0.78
4 0.74 0.82 0.96 0.72 0.79

Avg. 0.75 0.82 0.93 0.70 0.78

Data availability

The data is available at the github repository linked in the abstract.
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Appendix A. Hyper-parameter optimization of random forest and neural network

To obtain a black-box model f for a given cross-validation fold, we train a random forest model or a neural network (a 
multi layer perceptron for classification) optimized with grid-search hyper-parameter tuning (with five-fold cross-validation 
on the training set). The hyper-parameter settings we considered are listed in Tables A.1 and A.2, all other being Scikit-
learn’s default (v. 1.0.1). For random forest, we one-hot encode categorical features when training and querying the random 
forest model (see the code robust_cfe/blackbox_with_preproc.py). For the neural network, we additionally scale 
numerical features to have mean of zero and standard deviation of one.

The performance of tuned random forest on all folds is shown in Table A.3, the respective one for the neural network is 
shown in Table A.4.
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Table B.1
Mean ± standard deviation across five cross-validation folds of the frequency with which 
CoGS and the two variants of DiCE succeed in finding a counterfactual example under plau-
sibility constraints.

Alg. Cre Inc Hou Pro Rec

f
=

r.f
. CoGS 1.00 1.00 1.00 1.00 1.00

DiCE-a 1.00 1.00 1.00 1.00 0.99 ± 0.06
DiCE-b 1.00 1.00 1.00 0.20 ± 4.00 1.00 ± 0.05

f
=

n.
n CoGS 1.00 1.00 1.00 1.00 1.00 ± 0.04

DiCE-a 1.00 1.00 ± 0.04 1.00 1.00 1.00
DiCE-b 1.00 1.00 1.00 1.00 0.80 ± 4.00

Fig. B.1. Boxplots of relative change in loss with respect to CoGS for the two variants of DiCE when using plausibility constraints, on the different data sets 
and black-boxes, for success cases.

Appendix B. Additional results

We provide additional results. These are (i) a further comparison between DiCE and CoGS when plausibility constraints 
are enforced, (ii) the (possibly non-permanent) invalidity caused by perturbations, as typically done in the literature of 
robustness, (iii) and effect of increasing m for the computation of the K-robustness score.

B.1. DiCE vs. CoGS with plausibility constraints

Table B.1 shows the average and the standard deviation of the success rate (how many times a counterfactual of the 
desired class is found) for the two variants of DiCE and of CoGS when plausibility constraints are active. The algorithms are 
comparable in that they succeed in most cases. However, DiCE-b can perform substantially worse in two cases, i.e., data set 
Pro when using the random forest, and data set Rec when using the neural network.

Lastly, Fig. B.1 shows the relative change in loss obtained by the algorithms. As it can be seen, DiCE comes close to 
the performance of CoGS only on Rec. Thus, overall, CoGS remains superior to DiCE also when plausibility constraints are 
enforced.

We attribute this to the fact that, differently from CoGS, DiCE is inherently designed to discover a diverse set of counter-
factuals instead of a single and closest-possible counterfactual.

B.2. Invalidity of counterfactual explanations

We now show whether the fact that best-found counterfactual explanations are typically not robust is associated with 
a greater chance that perturbations can make them invalid, i.e., such that f (z′) �= t where z′ is the point to which z� is 
shifted by the perturbation. Here, we do not consider whether additional intervention may or may not be possible. Fig. B.2
shows the average frequency with which perturbations cause invalidity. The frequencies are computed by applying, to each 
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Fig. B.2. Mean frequency of invalidity of counterfactual explanations under different types of perturbations and when accounting for different types of 
robustness. Darker colors represent worse scenarios, i.e., larger average invalidity.

discovered counterfactual example, 100 perturbations that are sampled uniformly at random for categorical features (from 
the categorical possibilities) and uniformly or normally (with st.dev. of 0.1) for numerical features (within the numerical 
intervals). The figure shows that when no notion of robustness is accounted for, perturbations generally have a larger chance 
of causing invalidity of the counterfactual explanation.

Regarding perturbations to (features in) C (i.e., C-setbacks), recall that accounting for the respective notion of robustness 
is intended to provide counterfactual explanations with minimal additional intervention cost, the maximal C-setback were 
to happen. Ideally, the returned counterfactual example should still be optimal, i.e., as near to x as possible, which means 
that the example is on the border of the decision boundary of f . Thus, under optimality guarantees, f (z� + wc,s) �= t
(Proposition 2); This means that any C-setback should result in invalidity (i.e., all entries for perturbations to C should 
report 1). This does not always happen in Fig. B.2 because CoGS does not guarantee to discover optimal counterfactual 
examples and, thus, in many cases the returned example is not on the boundary, and the C-setback is too small to cross 
the boundary. The frequency of this phenomenon depends on the data set. Also, while accounting for robustness w.r.t. C
should not, in theory, decrease invalidity rate but only make additional intervention less costly, as confirmed in Sec. 7.3), 
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Fig. B.3. Approximated ground-truth K-robustness scores (using 1000 samples) for increasing m, to determine what value of m is needed for good robust-
ness to perturbations to K. Shaded areas represent standard deviations.

we find that accounting for robustness w.r.t. C lowers invalidity rate on Hou (e.g., most evident for both types of f with 
normally-distributed perturbations).

When K-robustness is accounted for, the best-found counterfactual explanation is supposed to be in a region such that 
the decision boundary is relatively loose with respect to the features in K. Consequently, accounting for K-robustness 
should, in fact, counter invalidity, as we do not wish risking that it becomes impossible to carry out additional intervention 
due to the plausibility constraints. The figure shows that, in general, there can be a substantial gain in lowering invalidity 
by accounting for K-robustness. At times, accounting for K-robustness allows to reach almost zero invalidity, see the cell 
that corresponds to robustness for K and perturbations to K, on Inc, Hou, and Pro, for both types of f and sampling 
distributions. However, it is not always the case that K-robustness helps, due to the heuristic nature of the K-robustness 
score: see, e.g., Cre.

Lastly, we observe that the frequency of invalidity can raise when both notions of robustness are accounted for at 
the same time (e.g., on Inc for uniformly-distributed perturbations when using the neural network). Note that this is not 
necessarily a problem because invalidity from perturbations to C is expected to be high, as the goal of robustness w.r.t. C is 
to be able to minimize additional intervention cost.

B.3. Setting m for K-robustness

We report results on setting the hyper-parameter m for computing K-robustness scores (see Eq. (8)). In particular, we 
run CoGS accounting for K-robustness in the loss function, for m ∈ {0, 4, 16, 64}. Note that using m = 0 corresponds to not
accounting for K-robustness.

B.3.1. Achieved K-robustness
We consider how increasing m improves K-robustness, using an approximated ground-truth. We approximate the ground-

truth of the true K-robustness by calculating the K-robustness score over 1000 samples over the counterfactual example 
discovered using a specific m.

Fig. B.3 shows the results obtained for this experiment. We also consider the case in which C-robustness is accounted 
for. If K-robustness is not accounted for (m = 0), then the (approximated ground-truth) K-robustness of the discovered 
counterfactual examples can be quite low, see, e.g., Rec for random forest (score approximately of 0.4) and neural network 
(score below 0.4). As soon as a few samples are considered (m = 4), the K-robustness increases substantially (see, e.g., Cre). 
Further increasing m has diminishing returns (note that m is increased exponentially). Accounting for C-robustness is largely 
orthogonal, meaning, it has no effect in terms of K-robustness.

B.3.2. Additional required runtime
Fig. B.4 shows the additional runtime incurred between runs of CoGS that account for some notion of robustness and 

runs that do not account for it, in particular for increasing m in the calculation of the K-robustness score. The figure shows 
that accounting for C-robustness comes at no significant extra cost in runtime. This follows from the fact that we can use 
Definition 4 and thus only need to compute the maximal C-setback. Conversely, accounting for K-robustness can come at a 
relatively large additional cost in runtime, which appears to be linear in m (note that m grows exponentially in the plots). 
Fortunately, the experimental results of B.3 suggest that small values of m are often sufficient to obtain good K-robustness 
scores.
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Fig. B.4. Additional runtime of CoGS for different configurations of accounting for robustness with respect to the runtime when not accounting for robust-
ness.

Fig. B.5. Cost of accounting for robustness relative to not accounting for robustness (i.e., ideal cost) when no perturbations take place for different values 
of m. Note that the (rare) relative costs smaller than 1 are due to a lack of optimality of the search algorithm.

B.3.3. Additional cost from accounting for robustness
Fig. B.5 expands on the results reported in Fig. 11 by including different values of m. We do not find major differences 

based on the setting of m for computing the K-robustness score, except for the tails of the respective distributions on 
Hou, and slightly less so on Pro (for both types of f ). Accounting for C- and K-robustness at the same time leads to 
larger costs than accounting for only one of the two, as it is reasonable to expect. On average, the cost that comes from 
accounting for robustness alone is limited (up to 6.5× the ideal cost, see Inc), especially in light of the results found for 
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Table C.1
Result of pairwise comparison on the effect of accounting for different types of 
robustness for data set Cre under different perturbations (both random forest and 
neural network, both uniform and normal sampling distributions). The displayed p-
values are obtained with the Mann-Whitney U test under Holm-Bonferroni correction 
and post Kruskal-Wallis test rejecting the null hypothesis with p-value  0.01.

Cre, perturbations to C
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000
Only C 0.000 1.000 0.000 0.125
Only K 0.000 0.000 1.000 0.000
Both C,K 0.000 0.125 0.000 1.000

Cre, perturbations to K
Robustness None Only C Only K Both C,K

None 1.000 0.520 0.000 0.000
Only C 0.520 1.000 0.000 0.000
Only K 0.000 0.000 1.000 0.912
Both C,K 0.000 0.000 0.912 1.000

Cre, perturbations to C and K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000
Only C 0.000 1.000 0.000 0.000
Only K 0.000 0.000 1.000 0.003
Both C,K 0.000 0.000 0.003 1.000

Table C.2
Result of pairwise comparison on the effect of accounting for different types of 
robustness for data set Inc under different perturbations (both random forest and 
neural network, both uniform and normal sampling distributions). The displayed p-
values are obtained with the Mann-Whitney U test under Holm-Bonferroni correction 
and post Kruskal-Wallis test rejecting the null hypothesis with p-value  0.01.

Inc, perturbations to C
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000
Only C 0.000 1.000 0.000 0.000
Only K 0.000 0.000 1.000 0.000
Both C,K 0.000 0.000 0.000 1.000

Inc, perturbations to K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000
Only C 0.000 1.000 0.000 0.000
Only K 0.000 0.000 1.000 0.000
Both C,K 0.000 0.000 0.000 1.000

Inc, perturbations to C and K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000
Only C 0.000 1.000 0.000 0.000
Only K 0.000 0.000 1.000 0.000
Both C,K 0.000 0.000 0.000 1.000

when perturbations take place, described in Sec. 7.3 (additional intervention due to perturbations can lead to 100× times 
larger costs for non-robust counterfactual explanations, see Inc on Fig. 9).

Appendix C. Statistical significance

We report the statistical significance for the results displayed in Sec. 7.3. For each data set and type of perturbation, 
we perform the Kruskall-Wallis tests (since we cannot assume normality) to determine whether significant differences are 
present between the relative cost induced by applying the different notion of robustness. In all cases, the outcome of the 
test is that significant differences are present (p-value  0.01). Next, we perform post-hoc pairwise comparisons with the 
Mann-Whitney-U test to assess whether one notion of robustness protects from the considered perturbation significantly 
differently than another. The result of the pairwise comparison analysis is shown in Tables C.1 to C.5.
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Table C.3
Result of pairwise comparison on the effect of accounting for different types of ro-
bustness for data set Hou under different perturbations (both random forest and 
neural network, both uniform and normal sampling distributions). The displayed p-
values are obtained with the Mann-Whitney U test under Holm-Bonferroni correction 
and post Kruskal-Wallis test rejecting the null hypothesis with p-value  0.01.

Hou, perturbations to C
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.261 0.006

Only K 0.000 0.261 1.000 0.083

Both C,K 0.000 0.006 0.083 1.000

Hou, perturbations to K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.000

Only K 0.000 0.000 1.000 0.070

Both C,K 0.000 0.000 0.070 1.000

Hou, perturbations to C and K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.000

Only K 0.000 0.000 1.000 0.008

Both C,K 0.000 0.000 0.008 1.000

Table C.4
Result of pairwise comparison on the effect of accounting for different types of 
robustness for data set Pro under different perturbations (both random forest and 
neural network, both uniform and normal sampling distributions). The displayed p-
values are obtained with the Mann-Whitney U test under Holm-Bonferroni correction 
and post Kruskal-Wallis test rejecting the null hypothesis with p-value  0.01.

Pro, perturbations to C
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.008

Only K 0.000 0.000 1.000 0.000

Both C,K 0.000 0.008 0.000 1.000

Pro, perturbations to K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.000

Only K 0.000 0.000 1.000 0.760

Both C,K 0.000 0.000 0.760 1.000

Pro, perturbations to C and K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.000

Only K 0.000 0.000 1.000 0.014

Both C,K 0.000 0.000 0.014 1.000

On Cre under K-perturbations (middle part of Table C.1), accounting for robustness w.r.t. C is not significantly different 
than not accounting for any notion of robustness (p-value = 0.52 > 0.01); similarly, accounting for robustness w.r.t. K
induces the same relative cost as accounting for robustness w.r.t. both C and K. On Hou under C-perturbations (top part 
of Table C.3), accounting for C is not significantly different than accounting for K (p-value = 0.52 > 0.01), while accounting 
for K is not significantly different than accounting for both C and K (p-value = 0.083 > 0.01). When perturbations happen 
to both C and K on Pro and Rec (bottom part of respective tables), accounting for K is not significantly different than 
accounting for both C and K (p-value = 0.014 > 0.01 and p-value = 0.271 > 0.01, respectively). In general, the results 
match what can be seen in Figs. 9 and 10. Also, we note that in the majority of the cases, accounting for one notion of 
robustness is significantly different than accounting for another (or for none).
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Table C.5
Result of pairwise comparison on the effect of accounting for different types of 
robustness for data set Rec under different perturbations (both random forest and 
neural network, both uniform and normal sampling distributions). The displayed p-
values are obtained with the Mann-Whitney U test under Holm-Bonferroni correction 
and post Kruskal-Wallis test rejecting the null hypothesis with p-value  0.01.

Rec, perturbations to C
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.000

Only K 0.000 0.000 1.000 0.115

Both C,K 0.000 0.000 0.115 1.000

Rec, perturbations to K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.000

Only K 0.000 0.000 1.000 0.651

Both C,K 0.000 0.000 0.651 1.000

Rec, perturbations to C and K
Robustness None Only C Only K Both C,K

None 1.000 0.000 0.000 0.000

Only C 0.000 1.000 0.000 0.000

Only K 0.000 0.000 1.000 0.271

Both C,K 0.000 0.000 0.271 1.000
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Abstract: The advantages derived from the use of Uncrewed Aerial Vehicles (UAVs) are well-
established: they are cost-effective and easy to use. There are numerous environmental applications,
particularly when monitoring contexts characterized by rapid morphological changes and high rates
of sediment transport, such as coastal areas. In this paper, three different case studies of survey
and monitoring with high resolution and accuracy obtained through the use of UAVs are presented;
these concern transgressive coastal sites. Results allow for the definition and quantification of coastal
landforms and processes, including: (i) The anatomy of a parabolic dune and the rate of landward
migration that could interfere with a tourist settlement; (ii) The mode and timing of morphological
recovery and realignment of a barrier island overwashed by storm surge episodes; and (iii) The
potential flood risk of a progradational spit that is a nesting site of a species of migratory breeding
birds of conservation concern. The results demonstrate and confirm that, through a good coupling of
drone-sensed quality data and accurate topographic control, quantitative estimates that are useful in
assessing the impacts of natural processes involving both human and natural assets can be obtained.

Keywords: coastal monitoring; dune migration; washover; flood risk; barrier island; Piscinas dunefield;
Marano and Grado Lagoon; Sternula albifrons; UAV survey

1. Introduction

Along with providing essential ecosystem services such as shoreline protection, im-
proved water quality, fishing resources, and food and habitat for wildlife, coastal zones
attract people due to the diversity of leisure activities available [1].

By their nature, coastal environments change rapidly in response to waves, currents,
winds, and tides and necessitate frequent and precise geomorphological monitoring [2].
Direct observation, instrumental measurements, or imaging can be used in the short or
medium term to monitor the various compartments, such as the nearshore, which includes
the shoreface, the beach, and the coastal dunes. The main aim is to assess the modifications
induced by sediment transport, which impact coastal landforms, habitats, and human
goods [2]. This is crucial in transgressive contexts (such as shoreline retreat, washover,
blowout, or transgressive dunefields), which can be induced and/or worsened by the
accelerating global sea-level rise [3,4].

As coastal environments are constantly changing, so are the technologies and tech-
niques used to map and monitor them [5]. Since the 2000s, aerial photos captured by
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Uncrewed Aerial Vehicles (UAVs) have made coastal monitoring increasingly more afford-
able and efficient (see review articles of [5–10]). Ref. [11] highlighted that UAV remote
sensing technology could possibly serve as the answer to the monitoring objectives that are
essential for an efficient coastal management.

The advantages of UAV remote sensing technology for coastal mapping include auto-
mated surveys, high repeatability, minimal preparation, quick responses to extreme events,
high measurement efficiency, and the generation of Digital Surface Models (DSMs) with
high resolution and accuracy or point cloud by Structure for Motion (SfM) photogramme-
try [11–14].

Low-cost investigations of vegetation, morphological, and sedimentological changes
on beaches, coastal dunes, and estuarine mudflats or tidal flats using photogrammetry
via UAVs supported by ground control points (GCPs) show the applicability of UAV
remote sensing technology to the study of multiscale geomorphological dynamics caused
by erosion, sedimentation, and other processes [12,15–17]. Furthermore, an increasing
number of publications are reporting the use of UAVs in the monitoring and evaluation of
the physical environment, which affects habitat and, as a result, species, [8,18] establishing
it as an indispensable tool in this field.

For an understanding of a wide range of coastal processes at diverse geographical and
temporal scales and site-specific demands, a set of case studies covering distinct and expert
ways of data collection and processing is crucial.

This work presents the findings of three separate case studies of UAV monitoring
in extremely dynamic coastal settings using aerial images and detailed topography to
gather exact information on morphology, sediment budget, and plant cover. In the first
case study, we attempted to describe the architecture of a parabolic dune and calculate the
rate of movement of its active lobes, as well as the associated sand drift risk, in a typical
transgressive aeolian setting. In the second case, the investigations assessed the mode and
timing of morphological recovery and realignment following storm surge overwashing
on a highly dynamic sandy barrier island. Finally, in order to evaluate the possible flood
risk that would imperil a nesting colony site of a species of migratory breeding birds of
conservation concern, we acquired the micro-topography of a progradational spit and put
it in relation to tide level measurements.

The goal of examining these various scenarios is to demonstrate how drone surveys,
whose instrumental performance and timing have greatly improved over time, can deliver
accurate, high-quality site data even in very dynamic environments, especially when more
information is associated with them that can aid in understanding the processes at work.
This information can support the assessment of fundamental coastal management issues
and the correlated geohazards, ecosystem restoration, and species conservation.

2. Study Areas and Background

This study deals with the monitoring of three study cases in Italy (Figure 1), which
represent different sedimentary environments and processes: (i) The transgressive parabolic
dune of Piscinas in Sardinia; (ii) A washover fan in Martignano island; and (iii) A pro-
grading spit in Tratauri bank, both of which evolve along the barrier island system of the
Marano and Grado Lagoon (MGL) in the northern Adriatic Sea.

2.1. The Transgressive Parabolic Dune of Piscinas

Coastal transgressive dune systems are large-scale, mobile, partially vegetated dune
complexes that can decouple from the backshore and migrate inland [19]. Coastal trans-
gressive dunes require abundant sediment and wind energy over century-to-millennial
timescales to develop the complicated cut-and-fill sequences seen in mature systems. Con-
trol factors such as a high sediment supply, climatic conditions (e.g., arid or semi-arid),
vegetation disturbance, and strong wave and wind energy have all been taken into account
by [4,19]. Good examples of Pleistocene and Holocene transgressive dunefields have been
documented worldwide along strandplain coastlines (e.g., [20–24]). Contemporary active
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transgressive dunefields are found on many of the world’s coasts [23,25–28] and are often
well-developed in areas with significant wind energy.
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Figure 1. Location of the study sites. In the red boxes: (A) the main transgressive parabolic dune of
Piscinas; (B) the washover fan induced by a storm event in 2013 along the Martignano barrier island;
(C) the prograding spit, at the western end of the Tratauri bank, and one of the most frequented
nesting sites of the Little Tern and Oystercatcher. While A is located in the west coast of Sardinia,
both B and C are located along the barrier island system of the Marano and Grado Lagoon.

Parabolic dunes are a common type of transgressive landform. These dunes are
typically U-shaped or V-shaped, with two trailing ridges extending from short to elongated.
The trailing ridges have a deflation basin upwind that ends in a U- or V-shaped depositional
lobe [29–31] and a precipitation ridge (namely slipface). They can be nested or overlap,
exhibiting multiple formation episodes. The shape, slope, and type of terrain over which
the dunes move, the type and density of vegetation, and the speed and direction of the
wind all affect the rates of migration or advancement of these dunes.

The west coast of Sardinia hosts the only examples of active transgressive parabolic
dunes in Italy, where they are exposed to strong winds from the northwest. Aeolian activity
was significant also in the past, as testified by the extensive outcrop of Middle and Upper
Pleistocene aeolianites all along the west coasts [32–34].

The monitored dune is the main parabolic dune of Piscinas (Figure 1A). Here, the
wind regime is typically bimodal: winds from the 290◦–330◦ direction (the Mistral) are
predominant, either in terms of frequency or strength. The Sirocco winds, from 120◦–150◦

are subordinate [35]. The dune of Piscinas, along with the Monte Arcuentu, are included in
the Zone of Special Conservation and Zone of Special Protection (ITB040031), inside the EU
Natura 2000 Network. This area is very rich in several species of animals, vegetation, and
habitat [36], enhancing its naturalistic value.

2.2. The Dynamic Barrier Islands of the Marano and Grado Lagoon

Barrier islands are important landforms that protect the inland, bays, and estuaries
from sea storms; they can be found on about 12% of the world’s coasts [37] and are notable
for their highly dynamic evolution. Transgressive processes, such as landward migration as
a result of relatively rapid sea level rise or continuous storms, are typical modes of barrier
evolution. The most common storm-related phenomenon is washover, which occurs when
the wave run-up level and/or storm surge level (water level above predicted tide) exceeds
the beach crest height, causing water and sediment to move landward [38]. The result is
the formation of sand bodies toward the lagoon or the protected bay, with the washover
fan being the most common. Washover fans can evolve through processes of channel fill,
fan deposition, and subsequent salt marsh colonization by vegetation [39,40], or aeolian
deflation and reworking. In this way, washover processes are the primary mechanism
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by which barriers can increase in width and migrate landward [41–43]. In addition to
transgressive processes, progradational trends can coexist on barrier islands thanks to
sediment supply and longshore transport prominence [44–48]. Longshore constructive
processes result in spit lengthening, nearshore bar welding, and breach closure or inlet
migration [48,49]. Spit progradation occurs at different speeds and modes of berm accre-
tion [50]; depressions between newly formed barriers can evolve into parallel swales or
enclosed cat’s-eye ponds [51,52]. Barrier islands have a notable naturalistic value for their
vegetation richness and because they are the ideal habitat for many bird species, both
resident and migratory [53]. New washover deposits are ecologically important as they
increase habitat diversity and sustain more or less endangered species of birds [54–57].

The MGL is located in the northern Adriatic Sea, between the mouths of the Taglia-
mento and Isonzo rivers, covering an area of around 160 km2. The lagoon is protected
from the sea by a system of low-elevation sandy barrier islands and sand banks, that are
constantly and rapidly evolving [58,59]. These landforms are periodically overwashed
and breached by storm events, but they are also characterized by significant longshore
transport and consequent rapid spit construction and progradation. The local wind climate
is affected by the strong wind from the ENE (the Bora), which is predominant in frequency
and strength [60,61]. The Sirocco wind is also statistically significant but subordinate in
terms of strength. Tides are semi-diurnal with a mean range of 76 cm [62], and a mean
spring-neap tide range of 105 and 22 cm, respectively [63]. An unusual rise in sea level
may result from a confluence of spring tides, seiches, southerly winds, and low atmo-
spheric pressure (known as “acqua alta”). Due to the Bora and the Sirocco winds, the wave
regime is typically bimodal. According to data recorded at the wave buoy OGS–DWRG1
(located offshore at the coordinates 13.24◦ E, 45.56◦ N, −16 m depth), the mean significant
wave height (Hs) is less than 0.5 m. Events with Hs greater than 0.5 m account for 25%
of the overall record, with prevailing waves from the SE (10.7%) and ENE (10.5%). The
Sirocco has the highest recorded waves, with Hs = 4.4 m [60]. The yearly wave energy
flux for the northern Adriatic area is 1.95 kW/m, calculated using 11 years (1999–2006 and
2009–2013) of tri-hourly wave data from the Ancona buoy (Rete Ondametrica Nazionale,
RON network). The longshore drift is directed from the Isonzo River mouth toward west.

The MGL has a great naturalistic value, both for the mosaic of habitats and for the
richness of species. It is the Zone of Special Conservation and Zone of Special Protection
inside the EU Natura 2000 Network, according to the European Directives 92/43/CEE and
2009/147/CE. More than 300 bird species are observed, of which 126 are nesting, probable,
or confirmed. At a national level, it is one of the most relevant sites in the Adriatic for
resting and wintering of water birds [64].

The barrier islands are the most important and preferred nesting site of the Little
Tern (Sternula albifrons), whose typical habitat is the exposed sand substrate with scarce
vegetation cover [65,66]. This species nests in the MGL barrier islands and, in recent years,
within some fish farms in the lagoon basin, but its overall population is declining, falling
from 250 pairs observed in 1984 [67] to 112–129 pairs in 2022 [68].

For our specific analysis, two cases were selected along the barrier island system of
MGL, as indicated in Figure 1: a washover fan created by a storm event in 2013 on the
Martignano barrier island (Box B) and a prograding spit at the western end of the Tratauri
bank (Box C). To date, this is the only frequented nesting site of the Little Tern (Sternula
albifrons) along the coastline.

3. Materials and Methods

Over a seven-year period, UAV surveys were conducted on three distinct environments
(Figure 1) that reflect specific sedimentary dynamics in transgressive domains: a parabolic
migrating dune in Piscinas, Sardinia; a washover fan in Martignano barrier island, MGL;
and a prograding spit in Tratauri bank, MGL.

The UAV surveys in Piscinas were meant to assess the migration of the parabolic
dune after the winter season and describe its current state; the surveys in Martignano and
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the Tratauri Bank were designed to evaluate the post-storm evolution of a washover and
determine the microtopography to support nesting bird monitoring.

Despite the advancement of technology during the timeframe in question and the
deployment of various aircraft models, a common protocol for all the surveys can be
defined, as is detailed below. Each UAV survey was carefully planned, checking out the
regulated or prohibited fly zones and calculating the best UAV flight paths. The flight
lines were designed to be orthogonal to the symmetry axis of every area captured by the
photos. To achieve high accuracy in the georeferenced photogrammetric model, a large
number of GCPs were positioned on the ground during each survey, materialized with
50 × 50 cm plastic square targets, and printed with coded symbols to aid recognition on
photographs during data processing. All the GCPs were georeferenced with centimetre-
level accuracy in the specific coordinate system (WGS84 UTM 32 North or WGS84 UTM 33
North, depending on the site), using a GNSS (Global Navigation Satellite System) Stonex
S9III NRTK (Network Real Time Kinematic) receiver (Manufacturer: Stonex Srl, Paderno
Dugnano, Italy) connected through GSM (Global System for Mobile Communications) to
the HxGN SmartNeT reference station network for real-time GNSS correction. For the
conversion of ellipsoidal heights into orthometric ones, referring to the National vertical
datum (IGM42 by Military Geographic Institute), the corresponding GK2 IGMI grids
were used.

Following each flight, the photographs were downloaded to the ground station to be
checked for quality (focusing, contrast, blurring, etc.). At the end of each survey day, a
quick low-resolution photogrammetric model was created to check for photograph orien-
tation issues and coverage gaps. This check was performed to ensure that no areas were
overlooked and to determine whether the flight should be repeated. The photogrammetric
models were processed using the SfM algorithm with Agisoft Metashape Professional v.1.7
software. The final products were: a point cloud (sparse cloud and dense cloud), a mesh, a
textured mesh, a DSM, contours, and an orthomosaic. The characteristics of each survey,
including the type of drone and sensor used, flight plans, GCPs, acquired surfaces, errors,
resolution, and accuracy of the main outputs, are summarized in Table 1.

Table 1. For each study site, the table reports the year of the UAV survey with the main characteristics
of the cameras and flight plan, acquisition details, and output resolution. Manufacturer information
of UAVs and cameras: Dji (Manufacturer: DJI, Shenzhen, China); Neuthech (Manufacturer: Neutech,
Mogliano Veneto, Italy); Sony (Manufacturer: Sony Group, Tokyo, Japan).

Piscinas Martignano Tratauri

Acquisition year 2014 2015 2016 2018 2021 2014

Type of UAV Neutech
NT4-contra

Neutech
NT4-contra

Neutech
NT6

Dji Phantom
4

Dji Phantom
4 Pro

Neutech
NT4-contra

Camera model Sony NEX-7
(20 mm)

Sony NEX-7
(20 mm)

Sony ILCE-5000
(20 mm)

Dji FC6310
(8.8 mm)

Dji FC6310
(8.8 mm)

Sony NEX-7
(20 mm)

Average flight height from the
ground (m) 95 106 160 77 27 67

Image acquisition overlap (%) 70 70 80 80 80 70

Image acquisition sidelap (%) 70 70 70 80 80 80

Useful Photographs Acquired
(number) 3911 445 281 785 1497 167

Surveyed GCPs
(number) 291 58 37 46 12 20

RMSE (Root Mean Square Error)
XYZ on the GCPs (cm) 2.5~3.8 2 ~2.6 0.6 2.2 3.8 4.8

Surveyed area (m2) 65 × 104 12 × 104 29 × 104 55 × 104 15.7 × 104 8 × 104

Orthophoto GSD (Ground Sampling
Distance) (cm/pix) 1.5~2 1.8~2 3 2 1.5 2

DSM (Digital Surface Model) GSD
(cm/pix) 3~4 3.6~4 6 4 3 4
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In Piscinas, the first survey, conducted in November 2014, before the beginning of the
winter season, covered the entire area of the parabolic dune, while the second, conducted in
May 2015, in the middle of the spring season and theoretically after the strong winds period,
focused on monitoring the migrating lobes. Unfortunately, during the survey days, strong
Mistral winds blew, and only some lobes were acquired. The photogrammetric models
were loaded and analysed in ESRI ArcGIS v.10.8. DSMsoD (Digital Surface Models of
Difference) were created utilizing the DSMs of the two surveys to assess the erosional and
depositional effects of the aeolian transport. To estimate sand displacements, 10 profiles
were extracted from the DSMs of the three compared lobes.

Three UAV surveys were conducted on the Martignano barrier island between 2016
and 2021 (Table 1) to determine the evolution of a washover. The surveys were compared to
other available orthophotos from 2010 (courtesy of the Friuli Venezia Giulia Civil Protection
Dept.) and 2014 (courtesy of the Friuli Venezia Giulia Region, AGEA flight) to provide a
complete evolutionary picture of the area, which allowed us to quickly map the structure
of the washover after its creation. After being processed with SfM algorithms, each spatial
dataset was loaded into ESRI ArcGIS for spatial analysis and sedimentary volume estimates.
Because the resulting 2021 DSM is influenced by dense and abundant vegetation and a
lower number of GCPs, it was not used to calculate the sedimentary budget and DSMoD
for the entire washover system. Instead, two cross-sections were extracted from all three
years DSMs in the central and less vegetated sectors, one nearly parallel to the main axis of
the washover and the other parallel to the shoreline, to better emphasize the topographic
evolution of the area and to make volumetric estimates of the collected sediments. However,
the cross-section parallel to the axis of the washover was manually corrected by filtering
the vegetation signal to prevent volumetric computation errors almost exclusively in the
2021 DSM.

About 8 × 104 m2 of the westernmost prograding spit on the Tratauri bank has been
surveyed using UAV to provide supporting data for the monitoring of the most important
waterbird breeding populations of conservation concern in the MGL. The bird monitoring
was carried out by the Department of Mathematics and Geosciences at the University of
Trieste in collaboration with the Biodiversity Service of Friuli Venezia Giulia Region in
accordance with Habitat Directive 92/43/CEE and Birds Directive 2009/147/CE. Five bird
censuses were conducted between May and July 2014 to monitor the Little Tern nesting
colony: on 15 May, 21 May, 3 June, 24 June, and 9 July. A NRTK GNSS receiver was used to
determine the position and elevation above m.s.l. (National datum IGM 42) of the nesting
site. In order to also know the morphological evolution of the site, the previous shoreline
position was digitized on the available aerial orthophotos taken in 2012 (courtesy of the
Friuli Venezia Giulia Civil Protection Dept.), 2011, and 2014 (courtesy of the Friuli Venezia
Giulia Region, AGEA flights), and the morphology and distribution of plant cover were
observed. The UAV-obtained DSM was compared to the maximum tide levels recorded
by the Grado tide gauge (courtesy of the Istituto Superiore per la Protezione e la Ricerca
Ambientale) during each time interval between two consecutive nesting censuses. The
DSM was classified according to altitude ranges, and the position of the nests compared to
different elevation areas, for assessing their vulnerability to inundation.

4. Results
4.1. Piscinas

Orthophotos and DSM from the 2014 survey were used to describe the morphological
characteristics of the main parabolic dune. The dune was aligned with the prevailing
direction of the Mistral wind and extended in an elongated shape for about 2 km inland
from the shore. In addition, the landform varied largely in elevation, starting from ap-
proximately 1.5 m above m.s.l. near the shore to a maximum height of almost 113 m near
the southernmost portion of the dune. It includes five large sandy accumulations shaped
like depositional lobes, which are typical of parabolic dunes (Figure 2). This information
allowed us to classify the Piscinas dune as a multilobed parabolic dune. Each lobe had an
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upwind surface with an average slope of 5◦ to 8◦, often ending in a small flat stretch (the
crest) and terminating with a short, steeply inclined surface (from 15◦ for the first lobe to
over 30◦ for the last lobe) that constitutes the precipitation ridge (slipface).
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Figure 2. The main parabolic dune of Piscinas. On the left is the UAV orthophoto of 2014, with
the representation of the five lobes ((A–E), white lines). In the middle, a comparison of the three
monitored lobes (surveys of 2014 and 2015) with the representation of the migration that occurred
after 6 months. Zoom boxes on the right allow to appreciate the different types of vegetation identified
(box 1: Marram grass; box 2: bushes; box 3: arboreal shrubs). See the text for major details.

Each aeolian sub-environment was recognized using either the accurate topographic
data or the various types of vegetation, easily identified thanks to the remarkable resolution
(right side of Figure 2): (1) the Marram grass characteristic of active areas with continuous
aeolian deposition, which was frequently detectable in the lateral margins of the lobes or
near the crest (i.e., lobe A in Figure 2); (2) the bushes of the downwind area, typical of the
areas with low wind energy (i.e., lobe B in Figure 2); and (3) the stabilizing arboreal shrubs,
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which were typical of the inactive trailing ridge and the current cover surrounding the
dune (i.e., lobe D in Figure 2).

Since each lobe was completely unvegetated, they have been recognised as active
fronts of the parabolic dune’s migration. Table 2 provides a summary of some data about
the length and elevations of lobes.

Table 2. Topographic and migration lobe parameters. The length of the lobes is the distance between
the end of the precipitation ridge of the previous lobe and the end of the precipitation ridge of the
current lobe. The length of the first lobe is measured from the backshore to the end of the precipitation
ridge of the same lobe.

Lobe
Max

Length
(m)

Elevation
(m above m.s.l.)

Cross-
Section

Mean Dune
Displacement in

6 Months (m)

Mean Lobe
Displacement in

6 Months (m)

A 790
1 3

4.3From 4.5 to 56.5 2 4
3 6

B 220 From 38 to 71
4 2.5

2.55 3
6 2

C 195 From 53.5 to 83 - - -

D 340 From 69 to 104

7 1

3.4
8 6
9 3
10 3.5

E 330 From 65 to 108 - - -

The second UAV survey permitted the acquisition of data for assessing the morpholog-
ical changes of three of the five lobes after six winter months of aeolian activity (Figure 3).
Figure 3 reports three examples of the 10 cross-sections extracted from the DSMs to analyse
the topographic variations of the three lobes. The accuracy of the surveys can be observed
in these profiles, where spikes indicating the vegetation are identical in both years. As
expected, the wind deflation affected the stoss side of the lobes, especially along the profile
of Lobe B, whereas deposition of the eroded sand occurred on the lee side, from the crest
to the whole downwind side. The process induced a dune migration, quantified for each
lobe as an average rate (Table 2) obtained by the sections presented in Figure 3: rates are
higher in the central profiles, indicating a tendency of the lobes to migrate in a parabolic
shape. The migration rate was not uniform across the whole dune: Lobe A migrates 4 m in
6 months, Lobe B migrates 2.5 m in 6 months, and Lobe D migrates 3.4 m in 6 months. The
amounts of sand involved in the migration was calculated from the DMSoD (Figure 3) and
was likewise substantial: 2145 m3 for Lobe A, 1801 m3 for Lobe B, and 3781 m3 for Lobe D.

4.2. Martignano Barrier Island (Marano and Grado Lagoon)

By comparing the collected orthophotos (Figure 4), it is possible to reconstruct the
main morphological changes of the Martignano barrier island between 2010 and 2021,
focusing on the shoreline position, emerging areas with stable vegetation or with bare
sand (with significant and recent sand deposition), intertidal salt marshes, pioneer beach
vegetation, and foredune vegetation.
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Figure 3. The morphological changes observed in the main parabolic dune of Piscinas after the
six months of monitoring. On the left, the representation of the five lobes and the position of the
extracted cross-sections; the blue ones were selected for comparison. In the middle, DSMoD of the
three monitored lobes (A, B and D) with the selected cross-section. On the right, the extracted cross-
sections representing the morphological variation of the monitored lobes between the two surveys.
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Figure 4. Evolution of the Martignano washover between 2010 and 2021. In each orthophoto, the
edges of vegetated and stable barrier island, as well as the washover system, has been mapped for
the current year, and overlapped with the previous one.

In 2010, a composite system with two barrier islands, one more active seaward and
one stabilized landward, was observed. The latter exhibited relict landforms: a breach and
a poorly evident older washover fan. The 2014 orthophoto reveals that a significant breach
has occurred, resulting in the formation of a washover structure involving both the barrier
island and consisting of a washover mouth (approximately 350 m wide), a sedimentary
overflow, a washover channel, and a washover fan approximately in the same position
as the relict one. According to the orientation of the washover system and wave data
analysis [69], the breach was most likely caused by the impact of two severe storms: the
first on 31 October 2012, with Hs = 4.10 m from the SE, and the second on 11 February 2013,
with Hs = 3.77 m from the SE. The entire washover system extended approximately 340 m
inland from the shoreline, which has receded approximately 80 m since 2010. The 2016
drone orthophoto shows the washover mouth and channel partially filled with sediment
but still connected to the fan. Only a small part of the ancient barrier facing the sea has
survived to the east, while the rest has been entirely eroded. The shoreline has been rectified
and has retreated a maximum of 30 m since 2014. In 2018, the vegetation started to develop
at the mouth and backshore. The washover channel, which was filled with sand but not jet
vegetated, is still recognizable. In 2021, the vegetation totally stabilized the areas previously
occupied by the mouth and the washover, while the washover fan preserved the whole
configuration with rare pioneer plants that have begun to colonise the peripheral intertidal
sectors. The photo also depicts the formation of vegetation typical of the foredunes on the
backshore. Since 2010, the shoreline has moved more than 100 m landward.

The DSM created thanks to the UAV 2016 and 2018 surveys, as well as the DSMoD
between these two years, permits the quantifying of the progressive rapid filling of the
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area of the washover mouth and the suture of the beach system (Figure 5). Positive
values to the south (in green), in the zone corresponding to the previous washover mouth,
indicate sedimentation up to 0.80 m thick, whereas the fan sector can be considered stable.
Comparing the topographic profiles obtained from the surveys’ DSM (2016, 2018, and 2021)
confirms these findings (Figure 5). The DSM profile A-A’ reveals that in 2016, there were
two steps flanked by a channel in the fan area (between 0 m and 110 m distance), which were
most likely caused by the two different storm events that resulted in the superimposition
of the washover fan. While the inner portion of the washover fan has stayed unchanged
over the years, the channel has progressively filled (e.g., at the progressive 100 m, there
is a vertical increment of 0.13 m between 2016 and 2018, as well as between 2018 and
2021). The majority of the deposition happened along the beach between 2016 and 2018,
regenerating the foredune, with an estimated volume of 78.1 m3/m of sand, corresponding
to a sedimentation rate of 13.3 cm/y. The isolated spikes depicted in the 2018 profile
represent the plant grown on the washover system. The peak pattern of the 2021 profile
makes this trend much clearer, confirming the resuture of the washover mouth, the spread
of vegetation, and the system’s current stability. Compared from 2016–2018, sedimentation
rates from 2018–2021 have decreased to 2.7 cm/year with the highest rate on the lee side of
the foredune. The B-B′ profile is consistent with the A-A′ profile, showing the total closing
of the washover mouth in 2018 as well as the formation of extensive vegetation cover that
consolidated the landform in the same year.

4.3. Tratauri Sand Bank (Marano and Grado Lagoon)

In 2014, a colony of Little Tern (Sternula albifrons) established itself and nested on the
western 450-m-long end of the Tratauri bank, together with two nests of Eurasian Oyster-
catcher (Haematopus ostralegus) and one nest of Kentish Plover (Charadrius alexandrinus) [70].
According to field surveys and comparisons of drone orthophotos and traditional aerial
photos, the nesting site is the terminal part of a newly formed spit that grew to the north-
west 350 m from 2011 to 2014 at a rate of 116 m/y (Figure 6A). At the time of the monitoring,
the spit still had poor maturity characteristics for at least a kilometre: mostly bare sand, a
flat shape, and a maximum elevation of just over a metre above m.s.l. (Figure 6B).

Seaward, the beach exhibits the typical wave-dominated features, such as the beach
face and the berm. Landward, a small step connects the bank to vast intertidal sandy or
muddy flats leading to the lagoon. The scarce and discontinuous vegetation has a low
degree of complexity, being of the pioneer type; only the association of Cakiletea maritimae
is prevalent.

The five censuses conducted on the site allowed for the observation of several nesting
phases: the first on 14 May and the last on 9 July 2014. The number and spatial distribution
of nests have changed over time. The number of nests reached a maximum on June 3
with 55 nests and then decayed rapidly. Spatially, the colony was mainly located on the
landward side of the spit, ultimately being moved eastward (Figure 7). Despite the fact
that the temporal evolution of the nests’ number could be considered natural (with an
increase, a maximum, and a decrease phase), a very low reproductive success has been
observed during the census. Analysing the microtopography on the 0.10-m-classified DSM,
we can put the position of the nests in relation to the micro-relief. The choice of the nest
sites appears not to be completely influenced by the elevation above m.s.l. (Figure 7). Most
of the nests are located on elevations that are not directly affected by high water levels
during the time considered; many nests are found on the landward side of the bank, which
appears to be the lowest and thus most vulnerable to high tides but is better protected
from waves. By classifying the nests according to the different tidal maximum levels for
each time interval between one avifauna census and the next, we can finally assess which
positions may have been at risk of flooding (see the histogram in Figure 7).
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Figure 5. Topographical changes of the Martignano washover. On the left column, the DSM of 2016
and 2018, and the DSMoD relative to the comparison between the two years. On the right column,
the cross-extracted sections A-A′ and B-B′, reporting the changing elevation of the complete dataset,
including the 2021 survey.
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5. Discussion
5.1. The Transgressive Dune Anatomy and Migration

The findings of the UAV surveys allow us to classify the Piscinas dune as a parabolic
multilobate aeolian dune with five distinct depositional lobes. Our work concentrates on
some of the active lobes, identifying source zones and deposition zones along a typical
source-to-sink pathway. Currently, over each observed lobe, the onshore Mistral winds
that affect the area are topographically accelerated along the stoss slope, thus eroding the
surface and transporting the sand through the crest into the precipitation ridge and beyond
it. This mechanism of deflation and deposition by wind, here precisely detected by UAV
monitoring, is extensively reported in the literature (e.g., [71–73]), and it results in the
landward migration of the lobes. The origin of the available sediment could be explained
by the cannibalization of the Quaternary aeolianites that constitute the oldest transgressive
dunes [35]. In fact, generally, cannibalization of old dunes is prevalent, especially when
newer dunes migrate across relict dunes [30]. Thanks to the UAV surveys, we registered
a migration rate between 2.5 and 4.3 m per six months of monitoring. These values are
higher than the 1.6 m per year reported by [35] as the result of monitoring the final lobe
only (lobe E), although comparable with those reported by other authors under similar
environmental conditions (e.g., [74,75]).

As demonstrated in this case study, UAV surveys permit the acquisition of information
on dune migration and pathways. As a consequence, it is possible to make assessments on
potential sand drift hazards. This assessment furnishes, in a unique case at the national
level, an evaluation of the potential risk due to the presence of the natural elements of
the SIC area and, particularly, the touristic resort about 300 m beyond the terminal lobe.
Indeed, considering (i) an average migration rate of 3.4 m per six months; (ii) this rate can
be approximated to an annual rate because of the monitoring period (during the winter and
spring seasons the winds are the strongest); and (iii) the distance of the resort, the touristic
site can be reached by the terminal lobe at least in 88 years. Monitoring dune migration
is essential to prevent sand invasion. Due to the fact that only six months of monitoring
were done, our approach produced a first estimation. In similar circumstances, longer-term
monitoring would be more effective over the course of a few years or more in order to
assess the seasonality of the wind climate, as well as the variability in sand drift potential
at the yearly scale.

In general, where settlements, tourism facilities, or natural protected areas are adjacent
to transgressive dunefields, knowledge of dune morphodynamics and potential risk due to
sand drift is necessary. The magnitude of the migration rate and the volume of sediment
involved aid in determining appropriate specific mitigation actions or adaptation policies
in order to prevent habitat loss and disruptions to human assets.

5.2. The Washover Formation and Recovery

The case of Martignano Island represents an example of monitoring storm effects and
subsequent natural recovery processes. Given the capacity to generate both DSMs and
orthophotos, the series of UAV surveys over time supported by previous data enables
not only the qualitative and quantitative detection and evaluation of morphological and
ecological changes but also the computation of sedimentary budgets.

Because we began monitoring this site well after the storm that caused the washover,
we have only been able to quantify the first stages of evolution in terms of evolutionary
mapping rather than sedimentary volumes. A shorter interval monitoring frequency, on the
other hand, would not have resulted in more information about the evolution of washover
in its complexity. We also noticed that the lower number of GCPs in the 2021 survey
compared to previous ones, as well as their concentration in the central part of the study
area, caused elevation error propagation at the DSM’s edges. As a result, the comparison
area is limited to the error-free central sector, confirming the importance of maintaining a
consistent pattern of GCP positioning during monitoring to produce reliable results.
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Despite these limitations, this work allows us to interpret important aspects of the
dynamics of the Martignano barrier island, which can be used to assess its resilience to
storms and the transgressive process associated with global sea level rise. We were able to
deduce that the island breach occurred between 2012 and 2013, at the same location as a
previous breach, indicating the presence of an erosive hot spot, thanks to the availability of
wave recordings and aerial photos. The absence of human physical constraints in this small
section of the barrier island allowed for the rapid formation of a new sand body landward
(the washover fan). The shallow depth of the backbarrier wetlands, which provides a small
accommodation space for the sedimentary supply from the beach, aided this. As several
authors [38,45,76] have pointed out, these sandy deposits can represent a remarkably
important part of the barrier island in terms of sedimentary budget and extent, allowing the
barrier to be preserved during transgressive trends. The sandy structure of the washover
fan currently exists as a relict landform in the backbarrier area; this condition has allowed
the generation of a new habitat suitable as foraging sites for populations of the Greater
Flamingo (Phoenicopterus roseus), as discovered by [57], demonstrating the importance of
episodic events, such as storm surges, in generating new landforms and habitats that can
support biodiversity in lagoon ecosystems.

Furthermore, the sediment budget of 101.4 m3/m, which correspond to a sedimen-
tation rate of 6.9 cm/year for the entire surveyed time span on the A-A’ cross-section
(Figure 5), along with the full morphological recovery of the washover channel in 8 years
before being vegetated in 2021, leads to the conclusion that the area is affected by a signif-
icant sedimentary supply. The existence of a consistent longshore sediment transport is
confirmed if we take into account that the barrier island did not fragment after the event
and that the beach and foredunes have recovered. This supports a previous study of the
nearby Sant’Andrea tidal inlet [77] and shows that there is an ongoing process of sediment
bypass from the Sant’Andrea ebb-tidal delta.

5.3. The Spit Evolution and Inundation Risk for Avifauna

This case study emphasizes the importance of combining wildlife data with geomor-
phological observations, especially in highly dynamic coastal environments where UAV
surveys are currently the best option for mapping small areas with high resolution and
accuracy. Thanks to the rapid natural formation of new emerging sandy bodies (prograding
spits), the Tratauri bank (barrier islands of the MGL) provides a resource for the Little Tern
as an alternative nesting site to the adjacent beaches, which are fully exploited for beach
tourism. Indeed, the search for new habitats has become an essential but highly uncertain
issue [78] at the worldwide level because of the increasing anthropization of the beaches [79]
in the 19th and 20th centuries, which caused the distribution and abundance of these birds
to decrease significantly. Theoretically, the relative remoteness of the location and the
existence of protection regulations are variables that support the reproductive success of
the Tratauri Bank; other factors, most notably predation, work against it. Our findings
demonstrate that the nesting colonies have selected a location whose genesis is very recent
(within the last two years), located a few centimetres above the high tide level, and highly
floodable during severe tides, storms, or high water. Due to the rising spring tides in the
study year, the risk of nest flooding rose during the nesting and breeding seasons.

The accuracy and resolution of the UAV survey appear to be acceptable in light
of the slight differences in elevation detected in the nesting region, although accuracy
is still contingent on the setup of enough ground control points and the precise nest’s
location. The need for such high resolution, high elevation accuracy, and a specific time
for surveying excludes the possibility of using other remote sensing techniques such as
satellites or LIDAR (Laser Imaging Detection and Ranging) surveys at the regional level.
Another factor that influences the choice of the most pertinent mode of survey is the colony
disturbance brought on by direct ground observations and/or by the UAV, which varies for
each bird species and depends on many factors related to the aircraft model and overflight
modes [80]. In any case, the rapidity of the survey, both via direct ground and by UAV,
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represents a condition that can restrict the disturbance. In terms of timing, a survey at the
start of the breeding season in the areas considered most suitable for nesting allows for
the optimization of two aspects: the need to check the morphological changes brought on
by the wave’s action during the winter and the avoidance of colony overflight during the
reproductive phase.

The availability of such a micro-topographic model can be a valid tool to be used for
conservation and management purposes: to know the precise characteristics of the areas
chosen by the bird species, to assess the flooding risks, and eventually to take protection
measurements.

6. Conclusions

This work presents three case studies in which coastal dynamics play an important
role, with implications for the environment and human issues. UAV monitoring with high
resolution and accuracy allows for the detection of quantitative geomorphological effects
of varying origin (wind, storms, waves) in areas where regular institutional monitoring
surveys (aerial or LIDAR) or satellite data are not available or have insufficient resolution.
Ad hoc UAV surveys allow us to capture high-quality images that are relatively simple to
elaborate in order to obtain quantitative data on various aspects: a digital terrain model and
terrain description to generate geomorphological maps; an assessment of plant cover as an
indicator of sediment movement or stability; a quantification of morphological changes; and
sediment budget in the short or medium term to identify and analyse processes in place.

The assessment of sand drift in an aeolian transgressive dunefield is the most important
result in the first analysed case (Piscinas). The Piscinas dune was identified as a parabolic
multilobate aeolian dune with five distinct depositional lobes distinguished by source and
deposition zones along a typical source-to-sink pathway. The dune is moving landward,
and a risk assessment of sand drift into the Natura2000 protected area and tourism resort
was completed. Integration with climate models as a basis for future appropriate, specific
mitigation actions, or adaptation policies could be the next step.

The main result of the second case (Martignano Island) was the assessment of the
barrier island’s resilience capacity to transgressive phenomena. The entity of washover
deposit as a result of storm impacts, as well as the progressive post-storm beach recovery
and suture of the barrier island, were detected and quantified. The data indicate that the
beach–dune system with vegetation recovered completely in eight years, with a mean
accumulation of 101.4 m3/m of sediments along the breaching axis.

The third case (Tratauri barrier island) demonstrates how the UAV-acquired micro-
topography could represent a low-impact approach for developing a risk assessment for
the flooding of bird nests in newly formed coastal sectors.

The naturally high dynamics of the examined coastal environments can be a risk
factor and a point of contention between human use and nature preservation. This work
lays the groundwork for the development of a protocol that allows for the understanding
and acceptance of the results obtained from these technologies in order to provide useful
information to decision-makers for future coastal management. This is made possible by
aerial drone acquisitions and the characterization of ongoing physical processes.
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Sedimentological maps, which are useful for understanding sediment dynamics, modelling sediment trans-

port, and supporting sediment management, are important components in analysing coastal environments. 

Usually, sedimentological maps are based on the collection of superficial samples with different spatial dis-

tributions; however, the density of sampling is often low due to the need for optimising time and cost. A low 

sampling density may not be an issue to map coasts with standard bathymetry and seaward-fining sediment 

distribution but become critical in the presence of bathymetric anomalies. In fact, both sedimentological and 

morphological settings are the result of the coastal processes, and in these cases, even advanced automatic 

interpolation techniques cannot produce maps that properly represent the sedimentological signature of the 

morphological set-up. The presence of relict landforms, the Isonzo River sediment supply, and the westward 

littoral drift make the littoral of Grado (North Adriatic Sea, Italy) a good example of such an anomalous coast. 

Here, the morphological and sedimentological settings, coupled with a sparse and irregular sampling distri-

bution, make an experienced assessment necessary to identify and solve critical issues in the sedimentological 

maps obtained through automatic algorithms. To construct more reliable maps of the study area, we propose a 

semi-automatic method based on four steps: (1) identify the incongruities of the automatic models by a match 

with the landforms; (2) draw polylines between samples to manually force the direction of interpolation; (3) 

generate simulated samples on the polylines in order to (4) interpolate both collected and simulated samples. 

In the study area, this approach was able to effectively represent the sedimentary anomalies caused by relict 

and active morphologies, both interpolating current samples and re-analysing old data with different sampling 

distribution. Each grain-size parameter distribution can be modelled using this technique, which can also 

be applied in other fields. The main benefits of this method are its ability to (1) increase useful data density 

without spending too much time on sediment sampling, (2) re-analyse old data, and (3) tune models only where 

they are unreliable.
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Abstract: The latest progress in deep learning approaches has garnered significant attention across
a variety of research fields. These techniques have revolutionized the way marine parameters are
measured, enabling automated and remote data collection. This work centers on employing a deep
learning model for the automated evaluation of tide and surge, aiming to deliver accurate results
through the analysis of surveillance camera images. A mode of deep learning based on the Inception
v3 structure was applied to predict tide and storm surges from surveillance cameras located in
two different coastal areas of Italy. This approach is particularly advantageous in situations where
traditional tide sensors are inaccessible or distant from the measurement point, especially during
extreme events that require accurate surge measurements. The conducted experiments illustrate
that the algorithm efficiently measures tide and surge remotely, achieving an accuracy surpassing
90% and maintaining a loss value below 1, evaluated through Categorical Cross-Entropy Loss
functions. The findings highlight its potential to bridge the gap in data collection in challenging
coastal environments, providing valuable insights for coastal management and hazard assessments.
This research contributes to the emerging field of remote sensing and machine learning applications
in environmental monitoring, paving the way for enhanced understanding and decision-making in
coastal regions.

Keywords: deep learning; tide; storm surge; coastal monitoring; convolutional neural network

1. Introduction

The rise in global mean sea level, attributed to human-induced climate change [1], is
resulting in a global escalation in the frequency of coastal flooding, with a multitude of
negative impacts for coastal communities, public safety, and economies [2].

The components of flooding include astronomical and meteorological water levels.
The astronomical water level is determined by the tidal cycle, which is primarily caused
by the gravitational attraction between the Moon and the Earth. Tides follow a regular
pattern and can cause a periodic rise and fall in the water level along coastlines. On the
other hand, meteorological water levels are influenced by weather events such as storms,
heavy rainfall, or strong winds. These factors can lead to a temporary increase in water
level in coastal areas, known as “storm surge”. Storm surge can significantly contribute to
coastal flooding during extreme weather events. Both of these components can result in an
elevation of the water level and contribute to flooding in coastal areas. It is important to
consider both factors when evaluating and managing the risk of flooding [3].
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Tidal patterns have significant impacts on various aspects of human life and the
ecosystem [4]. The positive outcomes of tides include preserving the marine ecosystem,
facilitating fishing and harvesting [5], controlling pollution, generating power, and influ-
encing weather circulation [6]. Tides play a vital role in many coastal ecosystems: they
influence the habitats, aid in reproductive activities, and support the food chain [7]. In
fishing, tides are used to catch fish and harvest seafood, optimizing economic returns [8].
Additionally, they contribute to the generation of renewable energy through tidal energy,
harnessing hydraulic forces [9]. Tidal currents impact the circulation of weather, leading to
the creation of more favorable climate conditions and contributing to the balance of global
temperatures. [10]. They also play a vital role in the movement of sediment along the beach.
Phases of high and low tide influence the deposition of sand, gravel, and other particles
on the beach [11]. Understanding tides offers opportunities for their optimal utilization in
modern society [12].

Significant emphasis must be placed on coastal protection measures in response to
storms and the ensuing storm surge.

A storm surge is an anomalous increase in water levels caused by a storm that ex-
ceeds the expected astronomical tide. It represents the fluctuation in water level directly
influenced by the storm’s presence [13].

The primary driver behind storm surges comes from the powerful winds associated
with cyclones [14]. The wind patterns surrounding the cloud-free area of a cyclone’s ‘eye’
are determined by a cyclonic circulation through diabatically produced potential vorticity
(PV) anomalies in the lower–mid troposphere [15,16]. In offshore areas, this circulation
remains largely undisturbed, resulting in minimal signs of storm surge [17]. When the
hurricane approaches nearshore areas, the cyclonic circulation is influenced by seabed
friction [18], determining the water flow inland [19]. Regarding coastal protection and
emergency management, it is important to emphasize that the storm surge can penetrate
far inland from the coastline [20,21].

To capture the characteristics of forcing during extreme events and the resulting
impacts on the coastal environment, a combination of direct methods (e.g., wave buoys, tide
gauges, LiDAR surveys) and indirect methods (e.g., webcam or satellite images) have long
been utilized. In recent times, the popularity of indirect methods has increased significantly
due to their ability to analyze large volumes of data using artificial intelligence techniques.

Machine learning and deep learning [22], two branches of artificial intelligence [23],
are proving to be versatile tools in the examination of coastal environments [24]. This,
in turn, can facilitate the informed and sustainable planning and management of coastal
regions [25]. Such efforts contribute to safeguarding marine ecosystems and enhancing
the tourism appeal of beaches [26]. Machine and deep learning enable the analysis of
beach areas through the processing of satellite imagery [27] or footage from surveillance
cameras [28]. For instance, machine learning algorithms can be employed to recognize
and categorize various aspects of coastal landscapes, such as beach morphology, that are
influenced by tides and currents [29]. Additionally, deep learning facilitates the creation of
specialized algorithms tailored to the detection of specific coastal features, enhancing the
precision and efficiency of monitoring and analysis systems [30]. This, in turn, positively
influences beach management by enabling a more precise evaluation of a beach’s condition
and a more timely response to potential emergencies [31].

In this study, we present the results of experiments conducted using an algorithm for
automated tide and surge measurement from images captured by a surveillance camera
system. Once an image is acquired and submitted to the system, the algorithm is capable
of providing the corresponding tidal height and, consequently, the surge [28]. These results
are highly useful in areas where the tide sensor is remotely located, necessitating time
corrections [32], and in situations of extreme events, such as Mediterranean Hurricanes,
where surge measurement becomes valuable.

The tool presented in this paper represents an upgrade of the Convolutional Neural
Network (CNN) for Tide Assessment developed in LEUCOTEA [28]. The forecasts pro-
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duced by neural networks were compared to the observational data derived from tide
gauge records. The previous code was written in MATLAB and used the GoogLeNet
model [33]. This latest update is translated into Python [34] and is based on the Inception
V3 model developed by Google [35].

The employment of a comprehensive observational system spanning multiple plat-
forms provides the opportunity for real-time feedback on the occurrence of oceanic and
atmospheric events. Moreover, this approach would enable the execution of analyses that
are typically reliant on in situ sensors [36], thereby circumventing logistical challenges and
facilitating the seamless creation of information databases [37].

The paper was organized as follows:

• Section 2 contains the methodology section, where the study areas, datasets, and deep
learning models are reported;

• Section 3 presents the results and discussion, including predictions and hyperparameters;
• Section 4 contains the conclusions.

2. Methodology

In this section, we present a detailed overview of the methodologies and techniques
employed in this study. We outline the specific approaches adopted for the remote measure-
ment of tides and surges, as well as details of the deep learning system utilized for analysis.
Additionally, we discuss the preprocessing steps applied to the surveillance camera images
and the training procedures undertaken to optimize the performance of the model. The
following subsections provide a comprehensive overview of the methodologies used in
this research endeavor.

2.1. Data Acquisition and Territorial Framework

In the preliminary step, the process begins by choosing a coastal region for investiga-
tion and assembling a pertinent set of images to effectively portray the entire spectrum
of potential tidal values. A substantial quantity of images is essential for conducting a
thorough analysis. In our case, we chose two locations in Italy, and the model was trained
and tested using images from surveillance cameras.

2.1.1. Site 1: Santa Lucia

The first site is Santa Lucia, located on the Maddalena peninsula in the municipality of
Siracusa (SR), southeastern Sicily (Figure 1a). It features numerous distinct characteristics,
various residential settlements, several commercial activities, as well as areas of natural
and archaeological interest. In 2004, the Plemmirio Marine Protected Area was established
to safeguard the surrounding marine environment and its abundant marine fauna. The
management of the Marine Area provided the images from the surveillance camera.

The coastal region of south-eastern Sicily extends over approximately 300 km and is ex-
periencing significant erosion, with the shoreline retreating at a rate of about 5 m/year [38].
This region has faced severe storms over the past few decades, experiencing waves that
have reached approximately 6 m in height and storm surges surpassing 1 m [39]. The
examined coastal region displays a mix of small rocky headlands and low-lying beach
systems, often adjacent to coastal lagoons. The impacts of numerous tsunamis have been
recorded by studying accumulations of boulders [40,41], high-energy deposits [42], and the
stratigraphy of the lagoon areas [43,44]. Furthermore, the region has also been impacted by
severe storms, resulting in the displacement of boulders and cobbles along the coastline [40].
Similar to other Mediterranean coastal areas, these storm occurrences have undergone
impacts similar to those witnessed in past extreme marine events, such as tsunamis.
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We also conducted an analysis using data recorded by the Catania wave buoy from the
National Wave Network (Rete Ondametrica Nazionale (RON)). The most powerful storm
in southeastern Sicily since 1990 was identified, characterized by a substantial wave height
(Hs) of around 6.2 m and a peak period (Tp) of 11.3 s. Several medicanes, or Mediterranean
hurricanes, have affected the coasts of south-eastern Sicily, and in recent decades, these
events have had a greater impact compared to typical seasonal storms. Between 2014 and
2023, ten cyclones passed in the Ionian Sea, with four of them—Qendresa in 2014, Zorbas in
2018, Apollo in 2021, and Helios in 2023 [45]—strongly impacting the coast of south-eastern
Sicily. While the Ionian Sea is not typically prone to the formation of tropical cyclones,
medicanes result from a process known as Tropical Transition (TT), where an extratropical
system transforms into a tropical system or induces a hybrid cyclone [46,47]. However,
some studies suggest that climate change may alter medicanes in the future, potentially
reducing their frequency but intensifying their impact [48]. Nevertheless, in the Ionian
basin, except for 2019, a medicane has crossed the region each year since 2014.

2.1.2. Site 2: Lignano Sabbiadoro

The second site is Lignano Sabbiadoro, a municipality located in the Friuli Venezia
Giulia region (Figure 1b). Here, the images, acquired from a webcam placed on the
roof of a restaurant overlooking the sea, were provided by the Panomax portal (https:
//lignano.panomax.com/ (accessed on 4 May 2023)) for tourism in the Friuli Venezia
Giulia Region. Despite only having around 7000 inhabitants, it is one of the most important
seaside resorts in the Northern Adriatic Sea, with around 3.5 million visitors (ISTAT, 2019).
Lignano is located on the peninsula made up of the eastern lobe of the Tagliamento river
delta and separates the Adriatic Sea from the Marano and Grado lagoon. The coast,
conventionally divided from the Tagliamento river mouth (to the south) to the Lignano
inlet (to the north) into the three sectors of Riviera, Pineta and Sabbiadoro, is made up of
a single sandy beach approximately 8 km long. The beach has a curvilinear shape: from
south to north, the direction rotates progressively clockwise from around 10◦ N to 45◦ N at
the locality of Sabbiadoro, where the webcam is located, and then rotates in the opposite
direction near the tidal inlet. The width of the beach varies from 23 m to 181 m. The
seabed facing Sabbiadoro beaches is characterized by the presence of the ebb tidal delta of
the Lignano inlet, whose morphological high is evident up to 1600 m from the shoreline,
beyond which the depth progressively increases from 2 to 10 m in 1500 m, resulting in an
average slope of 3.2‰ [49].

The sediment budget of the shoreface in Sabbiadoro has been positive over the last
20 years [49], although the beach has shown an erosive trend partly compensated by

https://lignano.panomax.com/
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nourishments and partly by the attempt to protect the beach using seasonal barriers made
up of plastic bags filled with sand taken in situ.

The tides in the Northern Adriatic Sea are semi-diurnal, with average mean spring
tide and mean neap tide ranges of 78 cm, 105 cm [50], and 22 cm [51], respectively.

The local wind climate is affected by two main winds, “Bora” and “Sirocco”. Although
the Bora wind (from ENE) is predominant in terms of frequency and strength [52,53],
the Sirocco wind (coming from the SSE) is statistically significant, although it holds a
subordinate position in terms of strength.

The wave regime tends to exhibit a bimodal pattern due to the prevailing wind
conditions. As per data collected from the wave buoy OGS DWRG1 (positioned offshore at
coordinates 13.24 E, 45.56 N; 16 m depth), the average significant wave height (Hs) remains
below 0.5 m. Instances of Hs exceeding 0.5 m make up 25% of the entire dataset, with
prevailing waves originating from the SE (10.7%) and ENE (10.5%). The Sirocco wind
contributes to the highest recorded waves, reaching an Hs of 4.4 m [53]. The simultaneous
influence of spring tides, seiches, winds, and low atmospheric pressure has the potential to
cause a significant elevation in sea level, resulting in a locally recognized surge referred to
as “acqua alta”.

The storm surges in the Northern Adriatic Sea are mainly related to the Sirocco and
secondly to the Bora due to their different fetches. Considering the beach of Lignano, the
fetch of the Bora is around 50 km while the Sirocco acts along the entire Adriatic basin for
around 800 km, being able to produce greater and more persistent storm surges at the end
of the basin [54].

Extreme storm events in the northern Adriatic have been the subject of multiple
studies, most of which are associated with the city of Venice due to its important artistic
and cultural heritage. The major extreme events were recorded between late October and
December (1966, 1979, 2018, and 2019), while the 1986 event occurred in February [55].
Cavaleri et al. [56] studied the event of 29 October 2018, identifying extreme storm surge
values above 150 cm, limited by the out-of-phase astronomical tide, and assuming that
much more catastrophic consequences would occur in the case of concomitant in-phase
factors. Moreover, the authors observed a significant increase in the nearshore sea level
associated with the wave set-up and surface wind stress, caused by the progressive decrease
in depth shoreward. Ferrarin et al. [57] analyzed the meteorological characteristics of the
November 2019 event, comparing it with previous extreme events in 1966, 1979, and
2018. Unlike previous events, characterized by high storm surges associated with a low
astronomical tidal range, the 2019 event showed how the in-phase concomitance of even
non-extreme factors can lead to an exceptional rise in sea level. Mel et al. [58] analyzed
the event at the end of November 2022, associated with a persistent low pressure over
central Italy which generated both Sirocco winds along the Adriatic and Bora winds over
the northern Adriatic, causing storm surges of 173 cm (refer to the Punta della Salute gauge
datum, ZMPS) and wave heights of up to 4.5 m at the CNR platform, located 12 m offshore
from the Venice lagoon.

The barrier islands of the adjacent Marano and Grado lagoon were also affected by
such extreme events, and were frequently overwashed and breached with the formation of
multiple washover fans [59].

2.2. Creation of the Dataset

The dataset creation constitutes the initial step and is essential for training the Convo-
lutional Neural Network (CNN). This task is typically performed manually by the research
team. In our case, we tested the system using two different datasets of images during
significant meteorological events. In each frame, a value was assigned based on the real
data recorded during the event from the tide gauge sensors. Starting from the historical
data that were acquired, the overall range of tidal values in the considered area is divided
into intervals, with each representing a membership class. The amplitude value must
be as representative as possible of the event type to consider the excursion values of the
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site. For site 1, a minimum value of −81.4 cm and a maximum value of 89.9 cm were
considered, while for site 2, a minimum value of −20 cm and a maximum value of 145 cm
were considered. The image datasets were split into groups based on the membership class
of the corresponding tidal value. To address class imbalances (Figure 2), a function was
implemented to calculate the respective weights for each class. These weights were then
converted into a dictionary where the keys represent the unique classes in the training data
and the values correspond to the class weights. This approach helps prevent the model
from being overly influenced by more represented classes at the expense of less represented
ones. The characteristics of each dataset are listed in Table 1.
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Since there were no sensors at the specific sites, the nearest ones were used, and all
corrections for tidal lag were applied: in the case of Santa Lucia, Capo Passero’s (SR) tide
gauge was used, while Trieste’s tide gauge was used for Lignano. For Santa Lucia, the
images of the impact of the cyclone Helios (8–11 February 2023) were analyzed (Figure 3a).
In the case of Lignano, a severe storm surge that occurred between 21 November and 23
November 2022 was analyzed (Figure 3b).
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Table 1. Dataset and site information.

Name Dataset Basement N◦ Imgs Train Test N◦ Classes Site Coordinates
UTM Wgs84

Santa Lucia Rock 3.266 2.605 661 32 Santa Lucia (SR), Italy 37◦02′03.19′′ N
15◦18′54.41′′ E

Lignano Sand 430 248 101 34 Lignano Sabbiadoro
(UD), Italy

45◦41′18.36′′ N
13◦08′51.08′′ E

2.3. Installation and Requirements

It is necessary to set up the entire script by creating an environment with the necessary
and suitable requirements for its proper functioning. The open-source TensorFlow 2 library
was used for model training [60]. For convenience and to ensure a better performance, we
proceeded to install the system on the Google Collaboratory platform, which temporarily
provides high-performance workstations [61].

In our case, the features provided by the Google Colab workstation were as follows:

• CPU: Intel Xeon 2.00 GHz (×2)
• GPU: NVIDIA Tesla T4 16 GB
• Driver Version: 525.85.12
• CUDA Version: 12.0
• RAM: 12.7 GB

2.4. Training Model Process and Testing

We opted for the Inception v3 model as our foundation, a convolutional neural network
specifically designed for image analysis and object detection [35]. Originally developed
as a module for GoogLeNet, it is the third iteration of Google’s Inception Convolutional
Neural Network. Similar to how ImageNet serves as a classified visual object database [62],
Inception assists in object classification within the realm of computer vision. The Inception
v3 architecture has found widespread use across various applications [63], and is frequently
employed in a “pre-trained” state from ImageNet. One notable application lies within the
life sciences field, where it contributes to leukemia research [64–66].

The next step involves training our dataset to enable the system to recognize high
tides based on previously organized classes. The images were automatically resized to a
dimension of 224 × 224 pixels, and augmentation techniques, including rescale, horizontal
and vertical flip, width and height shift, and zoom, were applied. The duration of the
computational processes relies on several factors, chiefly the computational capacity. Given
that the training of models encompasses CNN and image processing procedures, substantial
resource utilization is expected, particularly involving the CPU, GPU, and RAM. We
delegated the training to the GPU instead of the CPU, which has specialized functional
units such as the ‘tensor core’ and parallel computing, thereby speeding up processing
times [67]. The configuration of hyperparameters represents the second factor affecting both
the time required and the accuracy achieved by the trained model [68]. Hyperparameters
in a deep learning model are not learned directly through the training process; instead, they
are selected manually by the user or through automated hyperparameter search techniques.
These parameters play a pivotal role in controlling the model’s behavior during training
and influencing its generalization capabilities. Examples of hyperparameters include the
learning rate, the number of epochs, and the batch size.

Optimal hyperparameter selection is essential to ensure a deep learning model
achieves strong generalization capabilities without succumbing to issues like overfitting or
underfitting [69]. The hyperparameters used were chosen after repeated fine-tuning and
they are as follows: batch Size = 8, Starting LR = 0.003, Epochs = 35.

Image analysis follows a step-by-step procedure incorporating three layers: convolu-
tional layers, pooling layers, and fully connected layers. Two-dimensional convolutional
layers are employed to process two-dimensional signals, like images. These layers apply
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a convolution kernel to the image, executing convolutions at each position between the
kernel and the corresponding image segment. The kernel then shifts by a set number of
pixels, referred to as the stride. It is important to consider the stride value, as a small stride
can lead to redundant information. To control the output size, zero padding is introduced,
which adds a border of zeros (of size l) around the image. The convolutional operations
are complemented by an activation function known as the Rectified Linear Unit (ReLU),
which is typically applied as an activation layer. This is a common activation function
in deep learning neural networks that introduces non-linearity, facilitating the learning
of complex models. The advantages of ReLU include its simplicity and computational
efficiency, its ability to mitigate the vanishing gradient problem in deep neural networks,
and the promotion of sparsity in the representation of outputs, which can be beneficial in
certain contexts [70].

Moreover, to normalize each activation across different channels, a cross-channel
normalization operation was employed. It improves model performance by ensuring a
consistent scale of features, expediting convergence during training, enhancing stability,
and acting as an implicit regularization. This process contributes to more efficient and
robust model learning [71]. The CNN architecture also incorporates pooling layers, which
serve to reduce the dimensionality of the input by subsampling, either through mean-
pooling or max-pooling applied to patches of the image. Much like convolutional layers
and pooling layers, these work on different parts of the image and incorporate a stride
parameter. In the context of this specific deep learning network, 2D max-pooling layers
were employed, extracting the maximum values from within the patches [72]. To handle
inputs with the same height and width, depth concatenation layers were employed, which
concatenate the inputs along the third dimension, representing the channels. The CNN
concludes with a fully connected layer, establishing connections between each element
of the preceding layer and every element within the softmax layer. The softmax layer,
which estimates relative probabilities, is instrumental in determining the ultimate and most
probable value. The structural framework of the deep neural network is crafted around
Inception modules [33].

The Inception V3 model was trained using a deep learning technique called “transfer
learning” [73]. This involves using a pre-trained deep learning model on a large dataset
and updating the last layers of the model on a specific dataset of interest [74]. This
approach allows the knowledge gained during the pre-training of the model to improve
the model’s ability to generalize to new data [75]. These modules enable the network to
select from various convolutional filter sizes within each block, enhancing its flexibility
and adaptability.

The original architecture of Inception v3 was modified to tailor it to this application;
the last layer was removed, and a Global Average 2D pooling layer was implemented to
allow the CNN to better adapt to the specific case study. This is a special layer employed
in Convolutional Neural Networks to compress the input tensor space. Unlike traditional
pooling layers with fixed-size windows, Global Average Pooling calculates the average of
all values in the feature map, generating a single mean value for each channel. This process
reduces the spatial dimensions of the feature map while preserving crucial information
about the features. The use of this layer is often considered to reduce the number of
parameters in the model, prevent overfitting, and improve generalization. Additionally, it
makes the network less sensitive to variations in the position and size of objects in images.
Our modified architecture has 313 layers, of which 184 are trainable.

During the training process, the CNN was trained using 70% of the available images
for training purposes and the remaining 30% for validation, which is considered by the
literature as the optimal partition of the dataset for training these types of CNNs [35,76].

Figure 4 shows the training curves for the model in both case studies.
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3. Results and Discussion

The CNN outputs deliver the probabilities corresponding to tide classes linked to a
specific video frame captured by the webcams. In Figure 5a,b, the probabilities of tide
classes related to a given image are illustrated. To depict tide phases across a continu-
ous temporal spectrum, various snapshots were automatically extracted from the video
recordings, with tide classes assigned to each image. The CNN achieved an accuracy
exceeding 90%, and the Categorical Cross-Entropy Loss function yielded a value below 1 at
the conclusion of the iterations. Detailed results can be found in Table 2. The evaluation
of the CNN output metrics involved the examination of the confusion matrix (depicted in
Figure 6a,b), which illustrates the relationship between predicted classes (CNN output)
and true classes (spatial reference from field surveys). The confusion matrix stands as a
commonly employed metric in the domain of classification problem-solving. Its versatility
extends to both binary and multiclass classification scenarios. This matrix furnishes a
tabulated representation of counts stemming from predicted and actual values [77].

Table 2. Results from training.

Location Accuracy Loss

Santa Lucia 99.55% 0.25

Lignano 94.06% 0.88
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As tide classes are mutually exclusive and encompass all potential tide phases, the
most probable predicted class was chosen as a dependable representation of tide values. It
is worth noting that during storms and medicanes, exceptional values may arise, wherein
predicted classes may be linked to higher values than those typically associated with
common tide phases.

In addition to considering the accuracy and loss metrics mentioned above, F1 scores
in the various classes are presented below for a deeper understanding of the performance
of the CNN model. The F1 score combines accuracy and recall through its harmonic mean
and offers insight into the model’s effectiveness in handling class imbalances [78].

In both cases, the obtained weighted average is significantly higher, over 90%, indicat-
ing a good overall performance for all classes.

In particular, for the Santa Lucia site, the F1 scores show a weighted average of 0.9955.
Most of the classes in this series achieve perfect scores (1.0). There is a slight decrease in
the F1 score for class 2 (0.9709) and class 20 (0.9286). Although these scores are slightly
lower than the results obtained by the other classes, they are still considered good and
indicate the substantial ability of the model to correctly classify images belonging to the
respective classes.

For the Lignano site, the weighted average is 0.9339. Specifically, classes 0 and 9 show
lower F1 scores (0.5), suggesting difficulty in accurately predicting these particular tidal
classes. This could be attributed to their limited representation in the training data. In
contrast, many other classes, such as 2, 4, 5, and 6, achieve perfect scores (1.0), highlighting
the excellent performance of the model within these tidal classes. Other classes, such as 1,
3, 24, 25, and 27, show moderate F1 scores ranging from (0.8 to 0.8571), indicating areas
where improvements can be made.

Overall, the F1 scores for both sites demonstrate the effectiveness of the model in
accurately classifying tidal heights into different categories, revealing areas of strength and
scope for additional improvement.

The widespread use of deep learning models integrated with monitoring sensors, and
they are becoming a low-cost tool for engineering and oceanographic studies [4,79–81]. On
the other hand, using surveillance cameras allows for an increase in the density of data in
coastal areas without monitoring stations. Remote sensing data combined with machine
learning models have usually been applied to obtain physical features of the coastal areas,
like water depth [82,83], storm surge [10,11,84], and hydrological parameters [85]. To date,
few studies have focused on the assessment of meteo-marine parameters through deep
learning and video monitoring [86–88]. Here, classification techniques using the Inception
V3 model allowed us to obtain new observations of tide phases characterizing sandy and
rocky coasts.

In summary, the outcomes of the study are influenced by factors such as image
quality and landscape complexity. Convolutional neural networks (CNNs) have shown
impressive effectiveness in classifying data across diverse applications, but it is important
to note that using CNNs requires substantial computational resources. However, the
advantages include the high precision in image classification, demonstrated by the elevated
F1 scores at specific sites. The efficiency of CNNs is notable due to their parallel processing,
making them suitable for large datasets. Additionally, CNNs automate image identification
and classification, reducing the need for human intervention, and their customization
feature allows for adaptation to specific application requirements through fine-tuning with
representative image data.

However, from the evidence, it can be concluded that training the model is sufficient
to implement and correlate it to the new environment. Training is necessary only once,
after which it will be possible to perform classification of all the images that are inserted to
recognize the tide height.

Using a temporal denomination for the images, it is possible to recreate the time-sheet
of the extreme event to provide a better understanding of its temporal progression (Figure 7)
and also for potential comparison with real data. Regarding Lignano, the images do not
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cover the entire 24 h period as the camera does not record during the night. One of the
benefits of using systems like this is that they can reduce the workload of the operator,
who has to manually analyze and view the images, and obtain almost instantaneous
results. This approach could be relevant for the study of extreme events and for measuring
hydrodynamic parameters in order to model the high frequency in the coastal dynamic.
Similar approaches to the high-frequency dynamic are also applied to predict coastal
changes, like shoreline movements [89], sea surface temperature changes [90], and tropical
cyclone forecasting [91,92].
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The field of application is diverse and could be of interest for those institutions that
deal with the research and monitoring of beaches. Classification techniques could be
integrated with segmentation techniques for beach monitoring [93–95] in order to obtain a
reliable assessment of sedimentary balance.

4. Conclusions

In this study, we introduced a deep learning-based system for the automatic measure-
ment and classification of tides in surveillance camera images. Deep learning techniques
offer a cost-effective solution for coastal monitoring by increasing the availability of data
that are sparsely distributed along coastlines. Furthermore, video footage serves as a
valuable resource for gaining insights into high-energy occurrences, exemplified by the
impact of Helios in southeastern Sicily in February 2023. Leveraging convolutional neural
networks (CNN) in these scenarios enables the evaluation of hydrodynamic characteristics
such as storm surge, which are challenging to assess in the field during actual events.

Accumulating a significant volume of data is essential for the development of predic-
tion models that forecast the intensity of future extreme marine events. The application
of deep learning in coastal monitoring facilitates the expansion of available datasets, thus
proving valuable in this context.

The findings suggest that, even with a limited test dataset, the algorithm is capable of
accurately recognizing the value of the tide or the relative surge during extreme events. The
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trained models achieved accuracy values exceeding 90% and a loss below 1. The generated
confusion matrices also exhibited excellent results, with predicted values rarely deviating
from the reference diagonal. Furthermore, by comparing the time-series of actual values
with those predicted by the CNN for the two intense weather events, it is evident that the
curves follow very similar patterns.

The precision of the outcomes relies on multiple factors, encompassing image quality
and the intricacy of objects within the images. Overall, convolutional neural networks
have proven highly effective in tasks involving classification and measurement across
diverse applications. The incorporation of deep learning technology could yield even more
advantages. Introducing such a system would offer the chance to receive instantaneous
feedback on the consequences of atmospheric events in real-time. In addition, it would
empower remote analysis, eliminating the necessity of in-person visits. This not only
addresses logistical challenges but also facilitates the establishment of comprehensive
databases of information. Utilizing systems like this could also alleviate the workload of
operators who would otherwise need to manually analyze and review images, enabling
almost instantaneous results.
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