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A The non–standard inversion formula4

A.1 Inversion formula5

Since the wavelet Qp–transform extends the wavelet Q–transform, we prove the inversion formula for the more6

general case of the Qp–transform – the inversion formula for the Q–transform follows as a special case with7

p = 0.8

We start from the definition of the wavelet Qp–transform in the frequency domain9
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where s̃(f) =
∫ +∞
−∞ dt s(t)e−2πift is the Fourier transform of s(t). Next, we take the derivative with respect10

to the time parameter τ11
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and divide by12 (
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Note that with the original Q–transform of eq. (6a) in the main text, this result would be different, the14

following calculations could not be performed analytically, and it would not be possible to find an analytical15

inversion formula.16

Integrating over the frequency parameter ν, we find17 (
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where the integral I(f,Q, p) is defined by the expression18
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1



which includes all the ν-dependent terms. This integral can be computed using the change of variable19

γ = f/ν ⇒ dγ = − f

ν2
dν. (A.6)

Here, it is necessary to distinguish between positive and negative frequencies f20
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Then, recalling the definition of error function21

erf(x) =
2√
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0

dt e−t2 ,

eqs. (A.7a) and (A.7b) become22
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It is important to remark that the analytical calculation of the integrals I(f,Q, p) is only possible thanks23

to the chosen parameterization of the frequency derivative: indeed, as discussed above, taking a “resolution-24

dependent” frequency derivative – i.e. depending on στ and σν , and therefore on both ν and Q – allows the25

factorization of the exponential part of the frequency derivative. Trivially, this result also holds in the case of26

p = 0 (wavelet Q–transform). Plugging this result into eq. (A.4), we find27 (
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Taking the real part of (A.9) we find the general inversion formula, which holds for both the wavelet Qp–28

transform and for the wavelet Q–transform (setting p = 0):29
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A.2 Denoising formula30

We turn now to the time-frequency denoising formulas of eqs. (21) and (22) in the main text. In practice,31

denoising amounts to carrying out the following substitution in the reconstruction formula of eq. (A.10)32

∂

∂τ
T (τ, ν,Q) → 1C(τ, ν)

∂

∂τ
T (τ, ν,Q) (A.11)
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where 1C(τ, ν) is the indicator function introduced in the main text. Then eq. (A.10) becomes33
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where sD(τ) is the denoised signal and where we have introduced the time-frequency denoising window34

w(τ, f,Q, p).35

Now, we fix Q and p, and for each τ we define a generic indicator function 1C(τ, ν) which selects a (finite)36

set of intervals
[
νlowl (τ), νhighl (τ)

]
with l = 1, ... , L, so that the denoising time-frequency window becomes:37
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Finally, the compact representation of the denoising formula is38

sD(τ) = Re
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]
(A.15)

with the denoising window39
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B The pdf of |T (τ, ν,Q, p)|2 for a Gaussian white noise background40

Following the standard numerical implementations of the Fourier transform, we obtain a straightforward41

discretization of eq. (19c) as follows42

T (τ, ν,Q, p) =
fs
N

∑
m

s̃(fm)ψ∗(fm; τ, ν,Q, p), (B.1)

As already mentioned in Section III C of the main text, in addition to the standard version of eq. (19c)43

our code also implements a scaled (dimensionless) version of the wavelet Q– and Qp–transform, which is44

Tnd(τ, ν,Q, p) =

√
fs
N

∑
m

s̃(fm)ψ∗(fm; τ, ν,Q, p), (B.2)

or, in the time domain,45

Tnd(τ, ν,Q, p) =
1√
fs

∑
k

s(tk)ψ
∗(tk; τ, ν,Q, p), (B.3)

where s̃(fm) =
∑

k s(tk)e
−2πifmtk , m = −N/2 + 1, ...,+N/2 and k = 0, ..., N − 1.46

The scaled version of the transform is particularly well–suited to the analysis of the fluctuations of stochastic47

signals such as GW interferometer noise. To see why this is so, we start from a discretized version of the original48

transform, eq. (19a)49

T (τ, ν,Q, p) =
1

fs

∑
k

n(tk)ψ
∗(tk; τ, ν,Q, p), (B.4)

where n(tk) represents a zero-mean Gaussian white noise with ⟨n(tk)n(tl)⟩ = σ2 δkl, where the angle brackets50

indicate the ensemble average.51

We start by writing the Qp–wavelet as follows52

ψ∗(tk; τ, ν,Q, p) = g(tk; τ, ν,Q)e
−2πi

[
ν+ 1

2π

(
2πν
Q

)2
2pQ(tk−τ)

]
(tk−τ)

(B.5a)

g(tk; τ, ν,Q) =

(
8πν2

Q2

)1/4

e
−
(

2πν(tk−τ)

Q

)2

. (B.5b)

where g is the Gaussian window function used in the definition of the wavelet Q–transform. Next, we split53

T (τ, ν,Q, p) into real and imaginary parts, respectively a and −b, as follows54

T (τ, ν,Q, p) = a− ib (B.6a)

a =
1√
fs

∑
k

n(tk)g
∗(tk; τ, ν,Q, p) cos

Q
[
2πν(tk − τ)

Q
+ 2p

(
2πν(tk − τ)

Q

)2
], (B.6b)

b =
1√
fs

∑
l

n(tl)g
∗(tl; τ, ν,Q, p) sin

Q
[
2πν(tl − τ)

Q
+ 2p

(
2πν(tl − τ)

Q

)2
]. (B.6c)

We find that both a and b have zero mean that and asymptotically they are nearly statistically independent55

from each other. Indeed, for a large number (N ≫ 1) of data samples, and using the shorthand notation56

xk = 2πν(tk − τ)/Q and g(tk; τ, ν,Q) = g(xk), we find57
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⟨a⟩ = 1
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∑
k

g(xk) cos
[
Q(xk + 2px2k)

]
⟨n(tk)⟩︸ ︷︷ ︸

= 0

= 0 (B.7a)

⟨b⟩ = 1

fs

∑
l

g(xl) sin
[
Q(xl + 2px2l )

]
⟨n(tl)⟩︸ ︷︷ ︸

= 0

= 0 (B.7b)

⟨ab⟩ = 1
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∑
k,l

g(xk)g(xl) ⟨n(tk)n(tl)⟩︸ ︷︷ ︸
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]
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∑
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]
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(B.7d)

≃ σ2
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√
2
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−∞
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]
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= −σ
2
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1

8
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1
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2
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3
(
sin (z1 + z2)− 2pQ cos (z1 + z2)

)
+
√
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where58

z1 = pQ
Q2

1 + (2pQ)2
(B.8)

z2 =
1

2
arctan (2pQ). (B.9)

Eq. (B.7f) is exact for p = 0, i.e., for the case of the wavelet Q–transform, and maintains very high precision59

for all practical choices of Q and p (i.e., as explained in Section III in the main text, Q ≳ 2π and p ≲ 1/Q):60

even if the result of the integral is not monotone in Q and p, it is well approximated by the exponential term,61

which for Q > 2π and p < 0.1 is less than 4.7×10−4, and, therefore, a and b have almost vanishing correlation62

when compared to the the σ2/fs prefactor.63

We find similar expressions for the variances of a and b64
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)
(B.10a)
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[
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]
(B.10b)

≃ σ2
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√
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π
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−∞
e−2x2

cos2
[
Q(x+ 2px2)

]
dx (B.10c)

=
σ2

fs

1

2

1 +
[
1 + (2pQ)2

]−1/4

e
− 1

2

(
Q√

1+(2pQ)2

)2

cos

pQ( Q√
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)2

− 1

2
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 ,

(B.10d)

65

σ2
b = ⟨b2⟩ = 1

f2s

∑
k,l

g(xk)g(xl) ⟨n(tk)n(tl)⟩︸ ︷︷ ︸
= δklσ2

· sin
(
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)
sin
(
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)
(B.11a)

=
σ2

f2s

∑
k

g(xk)
2 sin2

[
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]
(B.11b)
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≃ σ2

fs

√
2

π

∫ +∞

−∞
e−2x2
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[
Q(x+ 2px2)

]
dx (B.11c)

=
σ2

fs

1

2

1−
[
1 + (2pQ)2

]−1/4

e
− 1

2

(
Q√
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)2
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pQ( Q√
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)2

− 1

2
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 ,

(B.11d)

The above formulas are simpler if we use the scaled version of the discretized transform in the analysis of the66

noise background, because the dependence on sampling rate disappears. Note that this dependence does not67

show up in the analysis of deterministic signals, where ⟨s(tk)s(tl)⟩ = s(tk)s(tl).68

The corresponding formulas for the scaled transform are69

(σ2
a)nd =

1

2

1 +
[
1 + (2pQ)2

]−1/4

e
− 1

2

(
Q√

1+(2pQ)2

)2

cos

pQ( Q√
1 + (2pQ)2

)2

− 1

2
arctan (2pQ)


(B.12a)

(σ2
b )nd =

1

2

1−
[
1 + (2pQ)2

]−1/4

e
− 1

2

(
Q√

1+(2pQ)2

)2

cos

pQ( Q√
1 + (2pQ)2

)2

− 1

2
arctan (2pQ)

 ,

(B.12b)

which become even simpler in the case of the Q–transform (p = 0)70

(σ2
a)nd = (1 + e−Q2/2)/2 (B.13a)

(σ2
b )nd = (1− e−Q2/2)/2 (B.13b)

For Q > 2π, eqs. (B.13a) and (B.13b) differ by less than about 3× 10−9. The difference between eqs. (B.12a)71

and (B.12b) is larger, but still small in absolute terms, e.g., for Q > 2π and p = 0.1 it is smaller than 3.7×10−4.72

This means that, for all practical values of Q and p, (σ2
a)nd ≃ (σ2

b )nd ≃ 1/2.73

Combining these results, we find that we can treat a and b as independent, identically distributed random74

variables. Moreover, being n(tk) a Gaussian variate, a and b are Gaussian as well with nearly the same variance75

(σ2
a)nd ≈ (σ2

b )nd ≈ (σ2)nd ≡ 1/2. Using these approximations, it is easy to show that |Tnd(τ, ν,Q, p)|2 =76

|a|2 + |b|2 has a χ2 probability density function (pdf) with 2 degrees of freedom1
77

P (|Tnd(τ, ν,Q, p)|2) =
1

2 · (σ2)nd
e
− |Tnd(τ,ν,Q,p)|2

2·(σ2)nd = e−|Tnd(τ,ν,Q,p)|2 . (B.14)

We use this pdf to establish the statistical significance of the energy thresholds used in the filtering process78

described in the main text. For example, only 0.1% of time-frequency regions due to Gaussian noise are79

above the energy threshold Ethr = 7 used in this paper. As explained in the paper, this threshold requires a80

careful setting to avoid rejecting weak signals. Clearly, lowering the energy threshold increases the Gaussian81

noise contribution: as an example, 0.7% of time-frequency regions due to Gaussian noise are above the energy82

threshold Ethr = 5 used for GW190521 Virgo data.83

Finally, it is also interesting to note that this probability density function does not depend on the values84

of either Q or p (for reasonable values of both).85

1For a proof see, e.g., [4], Section 6.1.3, Theorem 6.1.1, which deals with the very similar case of the power spectral density
estimated with the discrete Fourier transform
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C Two–point correlation function of the wavelet Qp–transform in86

the time–frequency domain87

It is well–known that continuous wavelet transforms are highly redundant (see, e.g., [34]), and our sampled88

version of Section III C is no exception. Here, assuming Gaussian noise, i.e., σ2 = 1, we derive an explicit89

expression for the statistical two-point correlation function of Qp–wavelets that represents a mathematical90

statement of the sampled wavelet redundancy.91

Consider the discretized transform, evaluated at two different points in the time–frequency plane92

T (τ0, ν0, Q, p) =
1

fs

∑
k

n(tk)ψ
∗(tk; τ0, ν0, Q, p) (C.1a)

T (τ, ν,Q, p) =
1

fs

∑
l

n(tl)ψ
∗(tl; τ, ν,Q, p). (C.1b)

and, just as in the previous section, define the following variables93

xk =
2πν0(tk − τ0)

Q
(C.2a)

yl =
2πν(tl − τ)

Q
≡ βxl + γ (C.2b)

with β = ν/ν0 and γ = [2πν(τ0 − τ)]/Q. With these definitions, the wavelets in eqs. (C.1) can be written as94

ψ∗(tk; τ0, ν0, Q, p) =

(
8πν20
Q2

)1/4

e−x2
k−iQxk(1+2pxk) ≡ ψ∗(xk) (C.3a)

ψ∗(tl; τ, ν,Q, p) =

(
8πν2

Q2

)1/4

e−y2
l −iQyl(1+2pyl) ≡ ψ∗(yl). (C.3b)

We can now compute the correlation between the transform at two different points (τ0, ν0) and (τ, ν)95

⟨T ∗(τ0, ν0, Q, p)T (τ, ν,Q, p)⟩ =
1

f2s

∑
k,l

⟨n(tk)n(tl)⟩︸ ︷︷ ︸
= σ2δkl

ψ(xk)ψ
∗(yl) (C.4a)

=
σ2

fs

1

fs

∑
k

√
8πν20
Q2

√
βe−(x2

k+y2
k)+iQ[xk(1+2pxk)−yk(1+2pyk)] (C.4b)

≃ σ2

fs

√
2β

π

∫ +∞

−∞
e
−(x2+(βx+γ)2))+iQ

[
x(1+2px)−(βx+γ)·(1+2p(βx+γ))

]
dx (C.4c)

=
σ2

fs

√
2β

1 + β2 + i2pQ(β2 − 1)
exp

−γ2 +
(

(1−β)Q
2 + 2pQγ

)2
+ i(1 + β)γQ

1 + β2 + i2pQ(β2 − 1)


(C.4d)

Note that the dependence on sampling rate disappears if we consider the same correlation for the scaled96

version of the transform97

⟨T ∗
nd(τ0, ν0, Q, p)Tnd(τ, ν,Q, p)⟩ =

√
2β

1 + β2 + i2pQ(β2 − 1)
exp

−γ2 +
(

(1−β)Q
2 + 2pQγ

)2
+ i(1 + β)γQ

1 + β2 + i2pQ(β2 − 1)

.
(C.5)

Figure 1 shows a few selected examples of the module of the correlation function for the scaled version of98

the transform, i.e. |⟨T ∗
nd(τ0, ν0, Q, p)Tnd(τ, ν,Q, p)⟩|, for different values of Q and p.99
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Figure 1: The module of the expected value for the correlation between T ∗
nd(τ0, ν0, Q, p) and Tnd(τ, ν,Q, p),

i.e. |⟨T ∗
nd(τ0, ν0, Q, p)Tnd(τ, ν,Q, p)⟩|, evaluated as a function of τ and ν, assuming Gaussian noise.

D Tables and Figures100

In this section we report tables and figures referenced in Section IV in the main text.101

GW150914

L1 H1
Q Qp % Q Qp %

Energy peak 43.33 68.25 57.51% 80.31 106.79 32.97%

Energy density 18.30 23.79 29.98% 27.02 33.93 25.56%

TF area 4.84 3.89 −19.71% 6.97 5.73 −17.73%

Overlap with LAL 0.933 0.934 0.0% 0.967 0.972 0.52%

Residuals std dev 0.966 0.960 - 1.035 1.033 -

Table 1: Energy peak, energy density, TF area and overlap with LALInference waveform obtained for
GW150914, for the L1 and H1 interferometers. The energy peak, energy density and the TF area are reported
for both transforms, as well as the fractional difference between the two. The overlap has been calculated for
both transforms with the waveforms obtained using the denoising formula of eqs. (21) and (22) or (12) and
(13) and selecting the TF regions where the transform energy is larger than 7. Finally, the standard deviations
of the respective residuals are also reported for both transforms.
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GW190521

L1 H1 V1
Q Qp % Q Qp % Q Qp %

Energy peak 67.15 71.58 6.59% 26.59 32.80 23.33% 6.44 7.18 11.4%

Energy density 25.37 26.40 4.06% 14.47 15.59 7.76% 5.68 5.91 3.95%

TF area 2.76 2.67 −3.11% 1.84 1.77 −4.08% 0.27 0.36 31.69%

Overlap with LAL 0.943 0.943 0.0% 0.939 0.944 0.10% 0.539 0.692 28.39%

Residuals std dev 0.988 0.988 - 1.040 1.039 - 0.973 0.971 -

Table 2: Energy peak, energy density, TF area and overlap with LALInference waveform obtained for
GW190521, for the L1, H1 and V1 interferometers. The energy peak, energy density and the TF area are
reported for both transforms, as well as the fractional difference between the two. The overlap has been
calculated for both transforms with the waveforms obtained using the denoising formula of eqs. (21) and (22)
or (12) and (13) and selecting the TF regions where the transform energy is larger than 7 for L1 and H1 and
larger than 5 for V1. Finally, the standard deviations of the respective residuals are also reported for both
transforms.
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Figure 2: Q- and Qp-reconstruction of the first event GW150914, using data from L1 (left column) and H1
(right column). Rows a) and b) show, respectively, the wavelet Qp–transform and the wavelet Q–transform;
the colorbars display the energy scale, i.e., the value of |Tnd(τ, ν,Q, p)|2. Row c) displays the original strain
data (green), the waveform reconstructed with LALInference (blue) reported in [5] and the waveform obtained
with the denoising eqs. (21) and (22) for the wavelet Qp–transform (red). Row d) shows the residuals
corresponding to the wavelet Qp–transform reconstruction and row e) shows empirical distribution of these
residuals. Row f) shows the same as row c) but for wavelet Q–transform, using the corresponding denoising
eqs. (12) and (13). 10
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Figure 3: Q- and Qp-reconstruction of the first event GW190521, using data from L1 (left column), H1
(central column), and V1 (right column). Rows a) and b) show, respectively, the wavelet Qp–transform and
the wavelet Q–transform; the color bars display the energy scale, i.e., the value of |Tnd(τ, ν,Q, p)|2. Row c)
displays the original strain data (green), the waveform reconstructed with LALInference (blue) reported in [11]
and the waveform obtained with the denoising eqs. (21) and (22) for the wavelet Qp–transform (red). Row
d) shows the residuals corresponding to the wavelet Qp–transform reconstruction and row e) shows empirical
distribution of these residuals. Row f) shows the same as row c) but for wavelet Q–transform, using the
corresponding denoising eqs. (12) and (13).
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Figure 4: TF representation of the wavelet Qp–transform of the L1 data for GW170817. The first row
represents the original data including a strong glitch; the color bar saturates at E = 25. The second row shows
the result of a simple filtering operation where we have set to zero all the values of |Tnd(τ, ν,Q, p)|2 with an
energy greater than 25. Finally, the glitch is almost completely removed.
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