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Abstract: Due to the decreasing availability of virgin materials coupled with an increased awareness
of environmental sustainability issues, many researchers have focused their efforts on investigating
innovative technological solutions in the civil engineering domain. This paper aims to evaluate
the suitability of construction and demolition waste (C and DW) and reclaimed asphalt pavement
(RAP) reused within asphalt mixtures (AMs) prepared for the binder layer of road pavements.
Both hot and cold mixing methodologies were investigated. The technical assessment was based
on the volumetric and mechanical suitability, according to saturated surface dry voids (SSDV)
and indirect tensile strength (ITS) tests carried out at 10 ◦C, respectively. Laboratory findings
showed that all the hot AMs matched the desired target SSDV at the design gyrations number at
different optimum bitumen content levels, alternatively showing a non-significant variation or a
significant increase in ITS compared to conventional hot mix asphalt. Conversely, the cold AMs with
cement and emulsion bitumen showed a greater volume of voids and moisture sensitivity, and lower
temperature susceptibility compared to hot AMs, reaching, on average, 11% lower ITS when using
coarse C and DW aggregates and 43% lower ITS when using filler from C and DW. These volumetric
and mechanical properties were modeled by means of support vector machines and categorical
boosting (CatBoost) machine learning algorithms. The results proved to be satisfactory, with CatBoost
determination coefficients R2 referring to SSDV and ITS equal to 0.8678 and 0.9916, respectively. This
allowed for the mechanical performance of these sustainable mixtures to be predicted with high
accuracy and implemented within conventional mix design procedures.

Keywords: road pavement; asphalt mixtures; construction and demolition waste; RAP; machine
learning; support vector machine; categorical boosting

1. Introduction

In 2015, the United Nations announced 17 sustainable development goals (SDGs) to
focus the attention of all member states on several economic, environmental, and sustain-
ability issues [1,2]. In particular, the 9th SDG is related to the topics of resilient infrastructure
building, sustainable industrialization, and resource consumption reduction [3]. Achieving
these goals is not only interesting from a technical feasibility perspective, but also extremely
important to successfully reach the transition towards the circular economy planned for
2030 [4,5].

Within this framework, the road pavement construction field has always been par-
ticularly sensitive to sustainability issues, and for many years researchers have devoted
their efforts to the reuse of so-called secondary raw materials [6–11]. Increasingly cutting-
edge technological solutions have been developed to allow for end-of-life materials and
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industrial by-products to be properly recycled in the production of asphalt mixtures (AMs).
Nevertheless, technical considerations must always be made to evaluate the mechani-
cal performance of the end-of-life materials and industrial by-products used to prepare
sustainable AMs [12].

By way of example, polyethylene waste plastic was investigated in both high-density
and low-density forms. The former proved to be suitable as a binder modifier, decreasing
permanent deformation [13,14]. On the other hand, the latter allowed for AMs to be
more resistant to rutting phenomena [15]. With the aim of achieving the so-called “zero
waste” goal [16], electric arc furnace steel slags have been investigated over the years
as a substitute for natural aggregate. These have not only shown chemical and physical
characteristics fully consistent with their intended purposes but also provide suitable
mechanical performance, reduce water damage and consequently improve durability both
in asphalt- and cement-bound mixtures [17].

With the aim of further improving the sustainability of the produced AMs, innovative
procedures related to the predictive modeling of their mechanical behavior have been
also investigated in the last decades [18–21]. In fact, being able to know in advance the
volumetric properties or the mechanical behavior of asphalt mixtures based on a few
compositional variables can provide several advantages. By way of example, (i) the
estimation of parameters that need to be used within the traditional road pavement design
procedures can be considerably faster and more accurate; and (ii) both time and money
required to prepare additional samples for testing can be saved, limiting the consumption
of additional raw materials and waste production [22].

As a result, many researchers have begun to explore several alternatives for predictive
methodologies. Empirical ad hoc equations, as well as constitutive equations, have been
developed over the years [23–26]. More recently, machine learning (ML) models have been
designed to identify reliable relationships between analyzed variables and provide even
more accurate predictions [27–36]. Two of the well-established ML algorithms implemented
in these methodologies are related to support vector machines (SVMs) and decision trees
(DTs); the former were proposed by Vapnik [37] and are able to accomplish supervised
learning tasks. They have found many interesting applications within the asphalt pave-
ment field by successfully predicting the international roughness index [38], or the icing
phenomenon and its influencing factors [39]. The latter have been deeply explored in
their boosting variants, namely LightGBM [40], XGBoost [41] and CatBoost [42], for the
prediction of the rutting depth of asphalt concrete containing reclaimed asphalt pavement
(RAP) [43].

The main goals of the present study can be contextualized within this framework
since they deal with: (i) the investigation of both hot and cold asphalt mixing technolo-
gies, to evaluate if suitable mechanical performance can be achieved while also lowering
the mixing temperatures; (ii) the possibility of reusing waste materials like construction
and demolition waste (C and DW) in different sizes and RAPs that would otherwise be
disposed of in landfills, without significantly affecting the main volumetric and mechanical
parameters that the mixtures should meet to actually be used to build road pavements; and
(iii) performance modeling using several ML algorithms.

To achieve these goals, an extensive experimental campaign was carried out on several
mixtures prepared for the binder course layer of road pavements with both hot and cold
mixing technologies using C and DW and RAP as a partial replacement for primary
materials like limestone aggregates and limestone filler. The indirect tensile strength (ITS)
at 10 ◦C was evaluated to determine the mechanical suitability of these sustainable mixtures.
Subsequently, laboratory results were processed by means of SVM and CatBoost algorithms
to develop an ML methodology for the prediction of the mixtures’ volumetric properties
and mechanical behavior.

The paper is therefore structured as follows: Section 2 outlines a detailed description
of the materials analyzed, the testing procedures, the resulting dataset, and the main soft-
computing techniques investigated. Section 3 describes the results obtained from both
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the experimental campaign and the machine learning modeling, comparing the goodness-
of-fit metrics achieved by each developed model and focusing the attention on the best-
performing one. A sensitivity analysis was then carried out to get a deeper comprehension
of the resulting predictions. Finally, Section 4 provides the main conclusions that can be
drawn from the present study, pointing out its limitations and aspects that will need further
investigation with future developments.

2. Materials and Methods
2.1. Asphalt Mixtures

The object of the present study is the mechanical investigation of 7 alternative AMs,
produced using both hot and cold mixing technologies and different secondary raw materi-
als contents, for the binder layer of road pavements.

Asphalt mixtures are produced by mixing mineral aggregates with asphalt-based
binders. In the present study, different limestone products, namely 3 coarse aggregate sizes
(3/6 mm, 6/12 mm and 10/20 mm), a limestone sand (0/4 mm) and a limestone filler,
were used; the secondary raw materials introduced in the asphalt mixtures as a substitute
for natural ones were the reclaimed asphalt pavement (RAP), with a size designation,
according to UNI EN 13108-8 [44], of U RA 0/8, and construction and demolition waste (C
and DW) sampled from a recycling facility in the form of a coarse aggregate, namely, C and
DW1 (2/16 mm), and a filler (C and DW2).

All the aggregates underwent a preliminary characterization to assess their compliance
with the main Italian technical specifications for road pavement binder layers [45] in terms
of: (a) Los Angeles value (UNI EN 1097-2) [46] and flattening index (UNI EN 933-3) [47]
measured on all aggregates with sizes greater than 4 mm, which were lower than 25% and
15, respectively, for all the aggregates analyzed; and (b) the sand equivalent value (UNI EN
933-8) [48], measured on all aggregates with sizes below 4 mm, which was always lower
than the threshold value of 60%.

For the asphalt binders, a commercial 50/70 penetration-grade neat bitumen and a
hard modified bitumen PMB 10/40–70, obtained through the addition of 5% SBS polymer
to a 70/100 penetration-grade neat bitumen, were adopted to produce the hot mix asphalts.
A Portland cement 325R and an over-stabilized bitumen emulsion (made up of 40% water
and 60% bitumen modified with an SBS polymer) were used in the mix design of the cold
recycled solutions.

The 7 investigated asphalt mixtures are as follows:

• HMAmod as the conventional hot mix asphalt with 100% limestone aggregates and
an SBS polymer-modified bitumen (9 observations);

• HMAC and DW1 as the hot mix asphalt with neat bitumen 50/70, where 40% of
the limestone aggregates are substituted with construction and demolition waste
aggregates (C and DW1) (6 observations);

• HMAmodC and DW1 as the hot mix asphalt with modified bitumen, where 40% of the
limestone aggregate is substituted with construction and demolition waste aggregates
(C and DW1) (9 observations);

• CMA as the conventional cold mix asphalt with 76% RAP and limestone aggregates
mixed with bitumen emulsion, cement, water, and additives (9 observations);

• CMAC and DW1 as the cold mix asphalt with 30% RAP, construction and demoli-
tion waste aggregates (C and DW1) and limestone aggregates mixed with bitumen
emulsion, cement, water, and additives (9 observations);

• CMAC and DW2_1 as the cold mix asphalt with 76% RAP, 4% filler from construction
and demolition waste (C and DW2) and limestone aggregates mixed with bitumen
emulsion, cement, water, and additives (10 observations);

• CMAC and DW2_2 as the cold mix asphalts with 30% RAP, 6% filler from construction
and demolition waste (C and DW2) and limestone aggregates mixed with bitumen
emulsion, cement, water, and additives (18 observations).
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For the hot asphalt mixtures, given the aggregate composition that meets the main
Italian technical specifications for the grading curve of the asphalt mixtures for the binder
layer of road pavements [45], 3 specimens were compacted using a gyratory compactor
for the final number of gyrations for each trial bitumen content, until these reached the
target saturated surface dry voids (SSDV), equal to 4%, determined experimentally and
calculated according to the design number of gyrations specified by EN 12697-6 [49] and EN
12697-8 [50]. After proper conditioning at the 10 ◦C test temperature, the same specimen
underwent ITS testing (EN 12697-23) [51] to check the maximum tensile stress at failure
arising in the diametral plane of a cylindrical specimen due to compressive loading.

For the cold mix asphalts, a similar procedure was applied with some major differences,
as follows: (a) the object of the mix design is the emulsion bitumen content that minimizes
air voids, while the optimum content of water and cement in each mixture has been mostly
defined upstream of the mix design process to maximize the dry density of the mixture of
aggregates bonded with cement and water; and (b) the specimens are conditioned in an
oven at 40 ◦C for 72 h to allow for curing before measuring the air voids and ITS.

2.2. Database Description

The goal of this section is to provide both qualitative and quantitative descriptions
of the 11 analyzed variables that will later be involved in the design of machine learning
models. These descriptions will also be useful in understanding the applicability limitations
of the developed models and defining their improvement potential.

The distribution of the sampled points with respect to the measured values of indirect
tensile strength at 10 ◦C can be observed in Figure 1. In each subplot, the y-axis shows the
corresponding value of ITS while the x-axis shows the value of the following investigated
variables: the gyratory revolutions (GR); construction and demolition waste contents (C and
DW1 and C and DW2); reclaimed asphalt pavement (RAP); water content (WC); cement
content (CC); emulsion bitumen content (EBC); total bitumen content (TBC, sum of the fresh
bitumen, bitumen in the emulsion and rejuvenated bitumen in the RAP); and saturated
surface dry voids (SSDV). It can be seen that each point on the graphs is associated with
a different color depending on the corresponding mixing technology used (identified by
means of a categorical variable). Furthermore, equally colored histograms are shown to
provide insight into the number of observations for each category.

A statistical description of the investigated variables is provided in Table 1. Thus,
the unit of measurement, the total number of observations, and the respective minimum,
maximum, mean, and standard deviation values are reported. Modeling efforts will be
subsequently aimed at identifying machine learning algorithms capable of accurately and
reliably predicting ITS values at 10 ◦C and SSDV solely based on the mixing technology, the
number of gyratory revolutions, and all the percentage contents of secondary raw materials,
water, cement, and bitumen. In this way, the investigated mixtures can be characterized
both from volumetric and mechanical points of view, allowing for the predictions to be
used within the conventional mix design procedures for road pavement construction.

The Pearson correlation matrix based on the analyzed dataset is shown in Figure 2.
For the subsequent modeling operations, it is important to observe that the SSDV showed
a strong positive correlation with the RAP percentage (R = +0.84), highlighting the high
value of the relationship’s strength and a direct proportionality between them. On the other
hand, ITS at 10 ◦C showed several strong negative correlations with EBC (R = –0.88), WC
(R = –0.79), CC (R = –0.73), and RAP (R = –0.72).
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Table 1. Statistical description of the analyzed variables.

Variable Description U.M. Min 1 Max 1 Average 1 Std Dev 1

Categorical Mixing Technology – – – – –
GR Gyratory Revolutions – 160.00 180.00 165.14 8.80

C and DW1 Construction and Demolition Waste Aggregates Content % 0.00 40.00 12.43 17.56
C and DW2 Construction and Demolition Waste Filler Content % 0.00 6.00 2.11 2.68

RAP Reclaimed Asphalt Pavement Content % 0.00 76.00 32.20 29.85
WC Water Content % 0.00 15.00 6.13 5.85
CC Cement Content % 0.00 7.50 2.86 2.95

EBC Emulsion Bitumen Content % 0.00 5.00 2.63 2.02
TBC Total Bitumen Content % 4.50 7.50 6.57 0.78

SSDV Saturated Surface Dry Voids % 2.06 13.35 6.48 3.42
ITS at 10 ◦C Indirect Tensile Strength at 10 ◦C kPa 202.08 3529.01 1237.25 1036.81

1 Descriptive statistic is based on 70 observations.
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2.3. Support Vector Machine Modeling

Support vector machines (SVMs) represent supervised machine learning methodolo-
gies that are remarkably suited to addressing both classification (SVC) and regression (SVR)
tasks, even in the presence of a limited dataset size and high dimensionality problems [52].
SVMs are widely used in pavement engineering and have been successfully implemented
in recent years for different predictive modeling purposes [39,53].

The main goal of an SVR is to identify the hyperplane f (x) that, based on the loss
function L, maximizes the margin ε accounting not only for the predictive error, but also for
the model generalization capabilities determined according to the trade-off parameter C.

Root mean squared error (RMSE) was implemented as the loss function, and its
mathematical formulation is reported in Equation (1):

RSME =

√
1
n

n

∑
i=1

(
yTi − yPi

)2 (1)

where subscripts T and P stand for targets and predictions, respectively.
Given a dataset D = {(xi, yi), i = 1, 2, . . . , n}, where xi represents the feature vector

in the input space and yi represents the corresponding target value, the mathematical
framework of an SVR model can be described as shown in Equations (2) and (3):

f (x) = ωT ϕ(x) + b (2)

Lε( f (xi)− yi) =

{
0 i f | f (xi)− yi| ≤ ε

| f (xi)− yi| − ε i f | f (xi)− yi| > ε
(3)

Assuming that the experimental observations are not linearly separable in the original
space, it is common practice to apply a transformation K

(
xi, xj

)
that maps the starting data

into a higher dimensional feature space. Such a procedure is called the kernel method, and
the most frequently used transformations are linear (Lin), polynomial (Poly), radial basis
function (RBF), and sigmoidal (Sigm) [54]. These were implemented in the present study
and are mathematically described in Equations (4)–(7):

K
(
xi, xj

)
= xi

Txj (4)
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K
(
xi, xj

)
=
(
−γ·xi

Txj + 1
)d

(5)

K
(
xi, xj

)
= exp

(
−γ
∥∥xi − xj

∥∥2
)

(6)

K
(
xi, xj

)
= tanh

(
−γ·xi

Txj + 1
)d

(7)

C, γ, d and the transformation function represent important hyperparameters that can
be properly optimized.

2.4. CatBoost Modeling

An innovative decision-tree-based supervised ML algorithm to accomplish both clas-
sification and regression tasks was proposed in 2017 by Prokhorenkova et al. [42]. It was
called CatBoost and, as suggested by the name, combined a gradient-boosting algorithm
with the capability of handling categorical features. It consists of an ensemble method that
obtains a strong learner based on the combination of multiple weak base learners, usually
represented by decision trees [55].

Assuming that the dataset can be again summarized as D = {(xi, yi), i = 1, 2, . . . , n},
the goal of the supervised learning process is to identify a function F(x) so that the ex-
pected loss L(F) := EL(y, F(x)) is minimized. A standard gradient-boosting algorithm
iteratively updates the function F(x) and can be mathematically summarized as follows, in
(Equations (8) and (9)):

Ft+1 = Ft + α·ht+1 t = 0, 1, . . . (8)

ht+1 = argmin
h∈H

L(Ft + h) = argmin
h ∈ H

EL
(
y, Ft(x) + h(x)

)
(9)

where α and ht+1 represent the learning step size and a weak base predictor, respectively.
Defining −gt(x, y) := ∂L(y,s)

∂s |s=Ft(x), ht+1 can then be expressed as shown in
Equation (10):

ht+1 = argmin
h ∈ H

E
(
−gt(x, y)− h(x)

)2 (10)

For a comprehensive overview of the entire algorithm, please refer to the research
proposed by Prokhorenkova et al. [42]. CatBoost was developed to successfully address
two main issues related to the functioning of the conventional gradient-boosting algorithm,
namely, prediction shift and target leakage [42]. The advantages of using CatBoost rather
than other traditional implementations of gradient-boosting can be summarized as follows:
(i) base learners consist of decision tables (also called level-wise symmetric trees) [56–58]
that use the same split criterion for each level; (ii) ordered boosting replaces traditional meth-
ods for residuals evaluation and subsequent gradient estimation; (iii) random permutation
is performed to randomly arrange samples during the ordered boosting; (iv) categorical
features can be automatically handled by means of one-hot encoding, which converts them
into target statistics. The resulting tree architecture is more balanced and allows for faster
evaluations during the testing phase, reducing the occurrence of overfitting [59].

Since multiple simultaneous predictions are allowed while using the CatBoost algo-
rithm, MultiRMSE was selected in this case as the loss function (Equation (11)):

MultiRMSE =

√√√√ 1
N

N

∑
i=1

D

∑
d=1

(
yTi,d − yPi,d

)2
(11)

where D represents the total number of output variables.
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2.5. Algorithm Optimization

For modeling purposes, the dataset was randomly arranged as follows: roughly 80%
of the total data (55 observations out of 70) was aimed at training the model, whereas
roughly 20% (15 observations out of 70) was aimed at testing it. However, before starting
with the training process, two pre-processing procedures were implemented. Min–max
normalization was implemented to improve both the convergence time and prediction
accuracy of each investigated algorithm. It consisted of scaling each observation to a
range between [0, +1] so that the minimum (xmin) and the maximum (xmax) values of each
variable corresponded to 0 and +1, respectively. The resulting normalized values (xnorm)
were subsequently used for modeling purposes. The mathematical formulation of the
min–max normalization procedure is provided in Equation (12).

xnorm =
x− xmin

xmax − xmin
(12)

K-fold cross-validation (CV) is one of the best-performing strategies for the proper
training of a model, and it was implemented here to optimize the investigated algorithms.
K-fold CV is an iterative procedure that performs a random partitioning of the training
dataset into k different folds. Then, for each of the k iterations, k–1 partitions are used
to actually train the model while the remaining one is used to validate it. As a result, k
validation scores are obtained, and the model training performance is evaluated as the
average of the k-scores. According to well-established bibliographic references, k was
assumed to be equal to 5 [60].

To identify the best combination of hyperparameters for each developed model, an
extensive grid search was carried out for the several investigated algorithms. Regarding
SVMs, the optimized hyperparameters were determined according to the kernel function,
namely, C for Lin-SVR, C and d for Poly-SVR, and C and γ for both RBF-SVR and Sigm-
SVR. For CatBoost, three hyperparameters were optimized: the tree maximum depth, the
learning rate, and the total number of iterations performed during the training phase. The
first one is related to the model architecture, whereas the last two hyperparameters are
related to the algorithmic functioning. The corresponding search ranges were identified
according to the relevant literature [61] and are summarized in Table 2.

Table 2. Search ranges of hyperparameters investigated during the grid search.

ML Model Feature Grid Selected Value

Lin-SVR C 0.01, 0.1, 1, 10, 100 1

Poly-SVR C 0.01, 0.1, 1, 10, 100 10
d 2, 3, 4 2

RBF-SVR
C 0.01, 0.1, 1, 10, 100 100
γ 0.0001, 0.001, 0.01, 0.1, 1, 10 0.1

Sigm-SVR C 0.01, 0.1, 1, 10, 100 100
γ 0.0001, 0.001, 0.01, 0.1, 1, 10 0.01

CatBoost
Maximum depth 3, 4, 5, 6 3

Iterations 500, 1000, 5000 1000
Learning rate 0.005, 0.01, 0.05 0.05

Finally, to prevent the overfitting phenomenon, an overfitting detector was imple-
mented. As the training process proceeded, if the validation scores no longer decreased
significantly during subsequent iterations (the threshold was equal to 10−4), then the train-
ing phase was stopped. The number of successive iterations was set at 20, in accordance
with the relevant literature [62].

All the pre-processing techniques, the overfitting detection algorithms, and the inves-
tigated ML models were developed and implemented in Python 3.9.12.
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3. Results and Discussion
3.1. Laboratory Results

As shown in Figure 1, for the hot asphalt mixtures involving variable percentages of
secondary raw materials, all the alternatives matched the desired target air voids content
at the design number of gyrations at 5%, 7.5% and 6.5% TBC, respectively, for HMAmod,
HMAC and DW1 and HMAmodC and DW1; the average ITS at 10 ◦C at 4% SSDV low-
ered by 15% when using the C and DW1 (HMAmodC and DW1) instead of limestone
(HMAmod), while it increased by 47% when using the neat bitumen 50/70 (HMAC and
DW1) instead of modified bitumen (HMAmodC and DW1) in combination with the C
and DW1.

In general, the cold asphalt mixtures have greater SSDV content and moisture sensi-
tivity, lower ITS and temperature susceptibility compared to hot asphalt mixtures; using
secondary raw materials (construction and demolition waste aggregates and filler in any
percentage) requires greater optimum water and cement contents to reach the target dry
density and allow for proper strength after curing. Nevertheless, the CMAC and DW1 with
4% EBC has, on average, 11% lower ITS compared to CMA, while the mixtures with C and
DW2 (CMAC and DW2_1 with 5% EBC and CMAC and DW2_2 with 7.5% CC and 5%
EBC) have, respectively, 32% and 55% lower ITS compared to CMA.

3.2. Machine Learning Modeling Results

To define the best performing model to accomplish the predictive modeling task, it
is important to observe the histogram plot reported in Figure 3 where direct comparisons
between target values and the corresponding predictions performed by each model are
shown. The above and the bottom diagrams refer to the SSDV and ITS at 10 ◦C predictions,
respectively. On the x-axis, the IDs of each testing observation used during the testing
phase are reported. Conversely, on the y-axis, black, cyan, orange, gray, purple, and
green histograms represent the target values and the predictions made by CatBoost, RBF-
SVR, Poly-SVR, Sigm-SVR, and Lin-SVR, respectively. For both SSDV and ITS, it can be
observed that the models’ predictions do not greatly differ from the target values. This
aspect is particularly significant from an engineering point of view, since it confirms that
all the developed models make reliable predictions both in terms of SSDV and ITS, thus
allowing for a detailed characterization of the analyzed mixtures, both from volumetric
and mechanical perspectives. To further evaluate model performance, six goodness-of-fit
metrics were considered: mean absolute error (MAE), mean squared error (MSE), root
mean squared error (RMSE), mean absolute percentage error (MAPE), Pearson correlation
(R), and the determination coefficient (R2). Besides the RMSE described in Equation (1), the
mathematical formulation of the other implemented metrics can be expressed as shown in
Equations (13)–(17):

MAE =
1
n

n

∑
i=1

∣∣yTi − yPi

∣∣ (13)

MSE =
1
n

n

∑
i=1

(
yTi − yPi

)2 (14)

MAPE =
1
n

n

∑
i=1

∣∣∣∣yTi − yPi

yTi

∣∣∣∣× 100 (15)

R =
1

n− 1

n

∑
i=1

(
yTi − µyTi

σyTi

)(
yPi − µyPi

σyPi

)
(16)

R2 = 1− ∑n
i=1
(
yTi − yPi

)2

∑n
i=1

(
yTi − µyTi

)2 (17)
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where µ and σ stand for the corresponding mean and the standard deviation, respectively.
The results are reported in Table 3.
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Table 3. Performance metrics evaluation.

ML Model
Performance Metric for SSDV Predictions

MAE [%] MSE [%2] RMSE [%] MAPE [%] R R2

Lin-SVR 0.93 1.31 1.14 19.29 0.9280 0.8591
Poly-SVR 0.72 0.96 0.98 11.93 0.9551 0.8966
RBF-SVR 0.78 0.85 0.92 13.46 0.9541 0.9083
Sigm-SVR 0.93 1.31 1.14 19.27 0.9281 0.8593
CatBoost 0.74 1.23 1.11 15.34 0.9382 0.8678

Performance Metric for ITS at 10 ◦C Predictions

MAE [kPa] MSE [kPa2] RMSE [kPa] MAPE [%] R R2

Lin-SVR 212.65 92,854.86 304.72 22.69 0.9425 0.8765
Poly-SVR 325.60 159,005.13 398.75 38.06 0.8991 0.7885
RBF-SVR 243.31 88,112.77 296.84 30.63 0.9478 0.8828
Sigm-SVR 212.66 92,865.59 304.74 22.70 0.9425 0.8765
CatBoost 66.23 6308.81 79.43 8.55 0.9960 0.9916

In terms of SSDV predictions, the performance of all models was fully satisfactory.
The results showed MAE values ranging from 0.72% to 0.93%, whereas R2 values roughly
ranged from 0.86 to 0.91, thus demonstrating a balanced performance between the algo-
rithms. In this sense, the investigated ML models returned quite a similar level of reliability.
However, the same consideration cannot be made in terms of ITS at 10 ◦C predictions
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because the CatBoost model outperformed the SVR-models, thus returning a higher accu-
racy. The MAE evaluated with CatBoost predictions were an order of magnitude lower
than those returned by the SVR models. Furthermore, CatBoost provided a coefficient of
determination equal to 0.99, considerably higher than the value returned, for example, by
the Poly-SVR (roughly 0.79).

To further display the predictive performance of the investigated ML models, Figure 4
shows the two regression plots expressed in terms of SSDV predictions on the left and ITS
predictions on the right. To remain consistent with the histogram graph, the same colors
were used to identify the different models. The x-axis represents the value of the target
observation, while the y-axis represents the corresponding prediction made by each model.
The black solid line inclined at 45◦ represents the ideal condition of perfect accuracy, in
which the observed and predicted values exactly coincide. The closer the diamonds are
to this line, the greater the predictive accuracy of the model. Again, it can be observed
that, in terms of SSDV, there is substantial equivalence of the different models’ predictive
performance; conversely, in terms of ITS, it is evident that the CatBoost model achieves
remarkable levels of accuracy, outperforming the other SVR models.
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For this reason, it was decided to focus attention on the CatBoost model, and a
sensitivity analysis was performed (Figure 5) to evaluate how much its predictions changed
on average if each input feature changed. The cumulative importance of all the different
features was set as equal to 100%, and a higher value of importance corresponded to
greater variations in the predictions made by the model. Different features were then sorted
from top to bottom according to decreasing importance values. As can be observed, RAP
(24.67%), WC (21.53%), and the categorical variable (18.56%) represented the three most
critical features. These were then followed by EBC (12.30%), TBC (8.91%), and CC(7.05%).
Finally, C and DW1 and C and DW2 contents and GR (jointly 6.98%) represented the three
less critical features and their importance was comparatively low when volumetric (SSDV)
and mechanical (ITS) parameters were predicted.
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4. Conclusions

During the assessment of the technical suitability of AMs prepared with secondary raw
materials, it is essential that the investigated sustainable technological solution matches the
threshold values of the road materials’ tender specifications, above all the volume of voids
and indirect tensile strength. This study aimed to investigate several alternative solutions
for the binder course layer of asphalt pavements prepared using different wastes recycled
as secondary raw materials as partial replacements for primary materials like limestone
aggregates and fillers. Indirect tensile strength tests at 10 ◦C were carried out to determine
the mechanical performance of the mixtures. Subsequently, different ML algorithms (i.e.,
support vector machines and decision tree-based categorical boosting) were exploited to
develop a reliable model for the prediction of the volumetric and mechanical features of
the prepared asphalt mixtures. These soft-computing techniques allowed for the obtained
laboratory results to be processed in order to train, validate and subsequently test the
designed predictive methodologies. Six goodness-of-fit metrics were evaluated to fully
describe the performance achieved by each model. Based on the obtained findings, the
following conclusions were drawn:

• The experimental laboratory phase consisted of the identification of the optimum
bitumen content, in the case of hot asphalt mixtures, to reach the target air voids
content of 4% by varying the content of construction and demolition waste aggregates
and the bitumen type (i.e., neat and SBS-modified bitumen); independently from the
percentage content of construction and demolition waste aggregates and from the
bitumen type, all the alternative mixtures required a higher optimum bitumen content
compared to the traditional one. Similarly, the optimum composition of cold asphalt
mixtures with construction and demolition waste that minimizes the volume of voids
often matched higher cement and water demand compared to the traditional cold mix
asphalt, apparently showing a significantly lower ITS when substituting the limestone
filler with the recycled filler;

• The extensive grid search allowed for the best hyperparameters to be properly identi-
fied with respect to each investigated soft-computing technique, returning remarkable
predictive performances;

• Based on a categorical variable identifying the mixing technology, the number of
gyratory revolutions, and the percentage contents of RAP, water, emulsion bitumen,
total bitumen, cement, and construction and demolition wastes, both the SVR and
CatBoost models were capable of properly predicting SSDV, with similar R2 values
ranging from 0.86 to 0.91;

• CatBoost outperformed the SVR models in terms of ITS predictions, achieving a
coefficient of determination of R2 equal to 0.99. This was significantly higher than
those obtained evaluating different SVR model predictions since the second-highest
value resulted from RBF-SVR and was roughly equal to 0.88. The lowest R2 score was
obtained by the Poly-SVR (roughly 0.79);
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• A sensitivity analysis was carried out to identify the features that most influenced
CatBoost predictions of SSDV and ITS. The results highlighted that RAP percent-
age content was the most critical feature (with a normalized importance of 24.67%),
followed by WC (21.53%), and the categorical variable (18.56%). Conversely, the
importance of C and DW contents and GR was comparatively low;

• With respect to the experimental study, current shortcomings are related to the lack
of fatigue life and/or permanent deformation resistance investigations. On the other
hand, with respect to the predictive modeling, the developed methodology has a
limitation in its validation since it was developed to be applied to all mixture types,
but it was actually only validated based on the investigated types. Furthermore, other
machine learning algorithms, namely, artificial neural networks, could be adopted to
model such volumetric and mechanical properties, and other regression techniques
could be used for direct comparisons. However, the results obtained from both the
laboratory analyses and predictive modeling using the CatBoost algorithm were very
promising. This strongly encourages future developments in several areas such as:
(i) the study of mixtures prepared with higher percentages of recycled materials to
achieve increasingly higher standards of circularity and environmental sustainability;
(ii) the prediction of the dynamic behavior of the asphalt mixtures in terms of the
stiffness modulus, resistance to fatigue cracking, and accumulation of ruts; and (iii) the
search for increasingly advanced and innovative machine learning algorithms in order
to make predictive modeling even more accurate and reliable.
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