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We consider the open symmetric exclusion (SEP) and inclusion (SIP)
processes on a bounded Lipschitz domain �, with both fast and slow bound-
ary. For the random walks on � dual to SEP/SIP we establish: a functional-
CLT-type convergence to the Brownian motion on � with either Neumann
(slow boundary), Dirichlet (fast boundary), or Robin (at criticality) bound-
ary conditions; the discrete-to-continuum convergence of the correspond-
ing harmonic profiles. As a consequence, we rigorously derive the hydrody-
namic and hydrostatic limits for SEP/SIP on �, and analyze their stationary
nonequilibrium fluctuations. All scaling limit results for SEP/SIP concern
finite-dimensional distribution convergence only, as our duality techniques
do not require to establish tightness for the fields associated to the particle
systems.
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1. Introduction. Stationary nonequilibrium states (SNS) of open microscopic interact-
ing particle systems play a major role in the development of a macroscopic theory of ther-
modynamical fluctuations out of equilibrium. In particular, exactly solvable systems serve as
important models to link the emergence of long-range correlations at the microscale, as first
observed by H. Spohn [68], and the nonlocality of the action functionals at the macroscale
(see, e.g., the surveys [9, 26], the recent articles [12, 38], and references therein).

For one-dimensional nearest-neighbor systems coupled with reservoirs at the two ends of
the chain, a number of rigorous results for a broad class of interacting systems is available.
For the symmetric exclusion process (SEP), for instance, Derrid et al. [27] provided explicit
matrix representations of SNS, while [29, 31, 56] proved scaling limits (hydrodynamics, large
deviations and fluctuations, respectively); more recently, sharp convergence to stationarity
in total variation has been shown in [41, 43]. The introduction of an additional parameter
tuning the interaction rate of the bulk of the system with the boundary has also received an
increasing attention in the past decade, leading to new macroscopic scenarios (see, e.g., [6,
28, 36, 42]). Moving to other one-dimensional systems, we mention, among many: the open
asymmetric exclusion and symmetric harmonic processes, for which exact solutions have
been derived (see, e.g., [27, 37]); the KMP model and the symmetric inclusion process (SIP),
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whose structure of k-point correlations and scaling limits have been considered (see, e.g.,
[10, 17, 35, 51]).

On more general geometries, mainly due to the lack of closed-form expressions, the lit-
erature is far more sparse. Hydrodynamic limits on d-dimensional hypercubes have been
recently studied in [72] for SEP in contact with slow reservoirs. As for microscopic proper-
ties of SNS, a universal factorized form of the k-point correlations and cumulants has been
shown on general finite graphs coupled with two particle reservoirs for SEP and SIP [33].

Main results. In the present work, we provide for the first time a complete characterization
of the scaling limits for SNS (hydrostatics and corresponding fluctuations) in the generality
of both fast and slow boundaries in Lipschitz domains.

In spite of the lack of explicit representations for SNS:

• we rigorously derive the hydrostatic limit, Theorem 3.9,
• and analyze the corresponding fluctuations, Theorem 3.13,

for SEP and SIP on arbitrary bounded Lipschitz domains in R
d , d ≥ 2, in contact with both

fast and slow reservoirs. The reservoirs are placed so to approximate the Lipschitz boundary,
and we do not require their densities to attain only two values, but let them vary continuously
in space. In close relation with such scaling limits for SNS:

• we prove the hydrodynamic limit for these particle systems when starting out of stationar-
ity, Theorem 3.8,

• and show that the k-point stationary correlations vanish uniformly in space, thus, estab-
lishing a weak form of local equilibrium for SNS, Theorem 3.10.

Due to the roughness of the Lipschitz boundary, standard discrete-to-continuum approx-
imations testing against smooth functions do not suffice to close the evolution equations
for the microscopic systems. We overcome this difficulty by improving the existing tech-
niques in proving hydrodynamic limits, only relying on the continuity of test functions and
mild solution representations of the empirical density fields. The main feature of the micro-
scopic systems which allows this decomposition is duality (see, e.g., [17, 33]), a form of
exact solvability: by means of a few “dual” interacting particles having the original exter-
nal reservoirs as absorbing states, we give all moments of the original particle systems an
alternative probabilistic representation. Thanks to duality, all steps in the proof of the hydro-
dynamic and hydrostatic limits can be recast into results for the “simpler” dual processes.
Moreover, our approach via duality—although much less adaptable to perturbations of the
particle dynamics—comes with some advantages over the so-called “entropy” and “relative
entropy methods” [50]: on the one side, it avoids the technical steps of establishing replace-
ment lemmas near the boundary; on the other side, it grants more general convergence results,
as it allows us to also deal with degenerate reservoirs’ densities. Finally, let us note that tight-
ness of the discrete fields in the path space does not follow from our methods. In fact, it is one
other advantage of our approach that we can prove limit theorems for (the finite-dimensional
distributions of) the discrete fields without establishing tightness for their paths.

The main steps in our argument are the following two convergence results:

• a functional central limit theorem (FCLT) for a single random walk, Theorem 3.1;
• a uniform convergence of discrete harmonic functions (also denominated as harmonic pro-

files or harmonics) to their continuum counterparts, Theorem 3.2.

Depending on the intensity of the rate of absorption at the boundary, in the continuum limit
we recover Brownian motions and harmonics corresponding to different boundary condi-
tions: Neumann for a sufficiently slow interaction, Dirichlet for a fast one, and Robin at the
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threshold between the two. As already mentioned above, such convergence results are de-
rived without assuming smoothness of test functions near the Lipschitz boundary, but only
by proving and exploiting the fact that continuous functions up to the boundary behave nicely
under the action of the Brownian motions’ semigroups. Further, we emphasize that, while in
the one-dimensional nearest-neighbor case explicit formulas for both discrete and continuous
harmonics are known, in our setting no such expressions are available, nor is the conver-
gence of discrete harmonics a direct consequence of the finite-time horizon FCLTs of the
corresponding random walks.

Next to deriving the hydrostatic and hydrodynamic limits, we extract properties of suit-
able intrinsic nuclear spaces and establish CLTs for the fluctuations associated to SNS. The
limiting fields are centered Gaussian, with covariances determined without relying on reg-
ularity assumptions other than the Lipschitz boundary and continuity of the boundary data.
In particular, covariances in the Robin and Dirichlet regimes are identified requiring neither
strong differentiability nor existence of weak derivatives near the boundary for neither the
test functions nor the harmonics.

About our method, we believe the convergence results on random walks and harmonics and
the techniques we use to prove them to be of independent interest, as potentially generalizable
to other classes of spaces (e.g., fractal-like) for which suitable continuity estimates of discrete
and continuum heat kernels can be established. For the statements on fluctuations, however,
we expect that it is not possible to improve our results to rougher (e.g., Hölder) domains,
since, for example, we crucially use compatibility properties of L2- and Cb-Laplacians which
fail on general non-Lipschitz domains (see Section A.1.3 and Section 3.4).

Finally, besides providing a concrete example of scaling limits of particle systems in rough
domains with external reservoirs, we extend the usual arguments [25, 50] so to ensure con-
vergence in contexts in which the (predictable) quadratic variations of the so-called Dynkin’s
martingales associated to the particle systems contain unbounded terms. This allows us to in-
clude in our analysis singular (i.e., delta-like) initial conditions which relax at positive times
(see, e.g., [54] for hydrodynamics with nonrelaxing Dirac measures forming due to particles’
slow-down), and scaling limits of systems with fast boundary and an unbounded number of
particles per site. This improvement is achieved by exploiting the smoothening action of the
random walks’ semigroups, and employing mild (in place of weak) solutions to the hydrody-
namic equations.

Organization of the paper. The paper is organized as follows. In Section 2, we introduce the
continuum and discrete geometric setting, as well as the interacting particle systems coupled
with external reservoirs. In Section 3, we present the main results of the paper: the conver-
gence results for random walks, and for discrete harmonics are the contents of Section 3.1
and Section 3.2, respectively. The hydrodynamic and hydrostatic limits, as well as the local
equilibrium for SNS, are all stated in Section 3.3, while the stationary nonequilibrium fluc-
tuations in Section 3.4. The remaining sections are devoted to the proofs of the main results:
after deriving some auxiliary results in Section 4 (part of which is postponed to Sections
A.2, A.3), the proofs of the main results in Section 3.1 and Section 3.2 are contained in Sec-
tion 5 and Section 6, respectively. In Section 7, we present the necessary duality relations,
related properties, and the proofs of the results from Section 3.3; in Section 8, those of the
CLTs for the stationary nonequilibrium fluctuations. Let us stress that the proofs of scaling
limits in Sections 7, 8 may be read independently from Section 4–6. Finally, known and
new results on Laplacians, their corresponding semigroups and intrinsic function spaces on
bounded Lipschitz domains are collected in Section A.1.

2. Setting and models. Everywhere in the following we let d ≥ 2 be an integer, and ε ∈
(0,1). All the asymptotic notation is understood in the limit ε→ 0.
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General notation. Let N := {1,2, . . .}, N0 := N ∪ {0}, R+ := (0,∞), and R
+
0 := R

+ ∪ {0}.
For all B ⊆ R

d , we denote by #B ∈ N0 := N0 ∪ {∞} the cardinality of B . Throughout this
work, |·| stands for the Euclidean norm, while dist, resp. distH, denotes the usual Euclidean
distance between points and sets, resp. the Hausdorff distance between sets. For a set U ⊂R

d ,
Cb(U) denotes the space of bounded and continuous functions on U . If U is open and k ∈N0,
Ck
c (U), resp. Ck(U), denotes the subspace of Ck(U) of compactly supported functions, resp.

of functions whose derivatives of all orders up to k continuously extend to the closure of U .
When k = 0, we write C(U)= C0(U) and let C0(U) denote the subspace of C(U) of identi-
cally vanishing functions on ∂U . For all f ∈ Cb(U) and any finite, resp. finite signed, measure
μ ∈M+

b (U), resp. Mb(U), we write 〈μ|f 〉 := ´
f dμ, and denote by 〈·|·〉H the inner prod-

uct on a Hilbert space H . All throughout, C,C′,C1,C2, . . . denote positive constants whose
value is unimportant and may change from line to line.

2.1. Lattice approximations of bounded Lipschitz domains. If not stated otherwise, � al-
ways denotes a (connected) bounded Lipschitz domain. Without loss of generality, we assume
that 0 ∈�. We denote by μ� the standard Lebesgue measure on �, and by σ∂� the surface
measure of ∂�, that is, the restriction to ∂� of the (d − 1)-dimensional Hausdorff measure
Hd−1 on R

d .

2.1.1. The discrete domain �ε and its volume measure με . Let εZd be the union of all
closed line segments joining nearest neighbors in εZd , and �∗ε be the connected component
of � ∩ εZd containing the origin. Set �ε := �∗ε ∩ εZd . For x, y ∈ �ε we write x ∼ y to
indicate that |x − y| = ε, the dependence on ε being implicit in the notation ∼ and always
apparent from context.

Further let με := εd
∑

x∈�ε
δx be the (discrete) “volume measure” of �ε . For any uni-

formly bounded and equicontinuous family F in Cb(Rd), we have that

(2.1) lim
ε↓0

sup
f∈F

∣∣〈με|f 〉 − 〈μ�|f 〉
∣∣= 0.

As a consequence, there exists C = C� ≥ 1 such that

(2.2) C−1 ≤ με(�ε)≤ C.

2.1.2. The discrete inner boundary ∂�ε and its measure σε . Letting degε(x) denote the
degree of the vertex x ∈�ε , we define the discrete inner boundary

(2.3) ∂�ε := {
x ∈�ε : degε(x) < 2d

}
.

Note that ∂�ε �=∅, since 0 ∈�ε . Since � is a bounded Lipschitz domain,

(2.4) #∂�ε =O
(
ε1−d).

To a family of weights {αε(x)}x∈∂�ε ⊂R
+ we associate the discrete measure on ∂�ε

(2.5) σε := εd−1
∑

x∈∂�ε

αε(x) δx.

Everywhere in the following, we assume:

• uniform ellipticity: there exists C ≥ 1 such that, for all ε ∈ (0,1),

(2.6) C−1 ≤ αε(x)≤ C, x ∈ ∂�ε;
• weak convergence to the surface measure of ∂�: for any continuous f ∈ Cb(Rd),

(2.7) lim
ε↓0

∣∣〈σε|f 〉 − 〈σ∂�|f 〉
∣∣= 0.

We call any measure σε as in (2.5) and satisfying (2.6)–(2.7) a discrete inner-boundary mea-
sure of �ε .
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An explicit construction of ∂�ε and σε . Let (M�,N�) be the Lipschitz character of �;
see, for example, [67], Chapter 8. Informally, N� is the minimal number of Lipschitz charts
covering � and with Lipschitz constant at most M�. The results in [32], Lemma 2.1, and
[20], Lemma 2.4, guarantee that there exist C ≥ 1 and finite measurable partitions Aε of ∂�

such that:

• the partition Aε is uniformly elliptic, that is,

(2.8) C−1 ≤ σ∂�(A)

εd−1 ≤ C, A ∈Aε;
• for any uniformly bounded and equicontinuous family F in Cb(Rd),

(2.9) lim
ε↓0

sup
f∈F

∑
A∈Aε

σ∂�(A) osc
A

f = 0, osc
A

f := sup
A

f − inf
A

f ;

• for all A ∈Aε , there exist at most C points x ∈ ∂�ε such that dist(x,A)≤ ε(1+M2
�)1/2.

As a consequence of the definition of ∂�ε , for all x ∈ ∂�ε , there exists A ∈ Aε such that
dist(x,A) ≤ ε, and at most C sets A ∈Aε such that dist(x,A) ≤ ε. Hence, one can always
associate to each A ∈Aε a nonempty set ∂�A

ε ⊂ ∂�ε such that

distH
(
∂�A

ε ,A
)≤ ε

(
1+M2

�

)1/2
,

⋃
A∈Aε

∂�A
ε = ∂�ε.

Finally, letting

(2.10) αε(x) := 1∂�ε(x)
∑

A∈Aε

∂�A
ε �x

1

#∂�A
ε

σ∂�(A)

εd−1 , x ∈�ε,

the corresponding discrete inner-boundary measure σε satisfies (2.6)–(2.7) by construction.

2.1.3. The discrete outer boundary ∂e�ε and its measure σe,ε . Next to the set ∂�ε and
its measure σε , we consider the discrete outer boundary ∂e�ε of �ε with its associated mea-
sure σe,ε . Precisely, let ∂e�ε ⊂R

d \� be any (up to) countable set. For each x ∈ ∂�ε , we let
qε(x, ·) be a probability kernel on ∂e�ε satisfying

(2.11) lim
ε↓0

sup
x∈∂�ε

∑
z∈∂e�ε

qε(x, z)|z− x| = 0,

and we define

(2.12) σe,ε := εd−1
∑

z∈∂e�ε

( ∑
x∈∂�ε

αε(x) qε(x, z)

)
δz.

Note that the precise definition of the set ∂e�ε is not important: what matters is the behaviour
of the probability kernel qε as in (2.11).

REMARK 2.1. By (2.11), the convergence in (2.7) holds true with σe,ε in place of σε .

Whenever x ∈ ∂�ε , z ∈ ∂e�ε and qε(x, z) �= 0, we write z∼ x and we set

(2.13) αxz
ε := αε(x) qε(x, z).

REMARK 2.2. Several choices of ∂e�ε and {qε(x, ·)}x∈∂�ε (thus, of σe,ε) are possible.
For instance, ∂e�ε may be chosen as εZd ∩ (Rd \�) and qε(x, ·) as the uniform measure on
points in ∂e�ε at distance from x ∈ ∂�ε at most ε(1+M2

�)1/2.

Finally, let us denote by �ε :=�ε ∪ ∂e�ε the totality of �ε and its outer boundary points.
A graphic representation of the lattice approximations of a Lipschitz domain is given in Fig-
ure 1.
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FIG. 1. A bounded Lipschitz domain �, in light gray, and its lattice approximations for different values of ε. The
set �∗ε is not connected in Fig. 1(b), 1(c), while it is connected in Fig. 1(d)–1(f). For sufficiently small ε ∈ (0,1),
the outer boundary ∂e�ε has been chosen to be the set of points in εZ2 ∩ (R2 \�) having at least one neighbor
in �. Inner edges are depicted in light gray, outer edges in dark gray.

2.2. Symmetric exclusion and inclusion processes in contact with reservoirs. For σ =±1
define the configuration space 
ε,σ by 
ε,−1 := {0,1}�ε and 
ε,1 :=N

�ε

0 . For η ∈
ε,σ , we
interpret η(x) as the number of particles at x ∈�ε , and further denote by ηx,·, resp. η·,x , the
annihilation, resp. creation, of a particle at x ∈�ε , namely

ηx,·(z) :=
{
η(x)− 1 if z= x, η(x) > 0,

η(z) otherwise,

η·,x(z) :=
{
η(x)+ 1 if z= x,σ = 1 or z= x,σ =−1, η(x)= 0,

η(x) otherwise.

Similarly, we let ηx,y := (ηx,·)·,y .

2.2.1. Particle dynamics. Throughout this work, unless stated otherwise, we fix β ∈ R

and ϑ ∈ Cb(Rd) with ϑ ∈ [0,1] if σ = −1, ϑ ∈ R
+
0 if σ = 1. We consider the continuous-

time Markov processes η
ε,β,σ,ϑ
t with state spaces 
ε,σ and laws (P

ε,β,σ,ϑ
η )η∈
ε,σ defined by

the infinitesimal generator Lε,β,σ,ϑ acting on f :
ε,σ →R as

(2.14)

(
Lε,β,σ,ϑf

)
(η) := ε−2

∑
x∈�ε

∑
y∈�ε
y∼x

η(x)
(
1+ ση(y)

)(
f
(
ηx,y)− f (η)

)

+ εβ−2
∑

x∈∂�ε

∑
z∈∂e�ε
z∼x

αxz
ε η(x)

(
1+ σϑ(z)

)(
f
(
ηx,·)− f (η)

)

+ εβ−2
∑

x∈∂�ε

∑
z∈∂e�ε
z∼x

αxz
ε ϑ(z)

(
1+ ση(x)

)(
f
(
η·,x

)− f (η)
)
.

For simplicity of notation, we often omit the specification of σ and ϑ .
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FIG. 2. A time sample of a fixed SEP path with β = 100 and ϑ ≡ 1/3.

The infinitesimal generators in (2.14) describe the evolution of particle systems on �ε ,
in which particles jump and interact within �ε on a diffusive timescale, and are created
and annihilated at ∂�ε at rates proportional to εβ−2. The parameter σ =±1 stands for two
different types of interaction. When σ = −1, the process η

ε,β
t is called symmetric exclu-

sion process (SEP) with particle reservoirs. Here, particles evolve on the bulk of the sys-
tem jumping to nearest-neighbor sites at rate ε−2, while being subject to the exclusion rule,
that is, jumps to already occupied sites get suppressed. See Figures 2 and 3 for the effect
of ϑ in this case. When σ = 1, the process η

ε,β
t is called symmetric inclusion process (SIP)

with particle reservoirs. In this case, particles on �ε jump to nearest-neighbor sites at rate
ε−2, as well as join the position of each nearest-neighbor particle with the same rate. This
mechanism of mutual particle attraction goes under the name of inclusion rule. For both pro-
cesses, particle creation and annihilation rules mimic those governing the evolution within
the bulk, with sites z ∈ ∂e�ε representing unlimited particle reservoirs set at density equal to
ϑ(z)

∑
x∈∂�ε

αxz
ε .

Both particle systems are well-posed. Indeed, ηε,β
t is a finite-state Markov chain for σ =

−1; when σ = 1, albeit 
ε is countable, the chain is nonexplosive (see, e.g., [35], Proposi-
tion 2.1).

2.2.2. Stationary nonequilibrium states. For both SEP and SIP described above, it is
wellknown (see, e.g., [33], Section 3) that there exists a unique invariant measure, denoted
by ν

ε,β
stat . Unless the function ϑ is constant on ∂e�ε—in which case ν

ε,β
stat is fully available and

in product form—, these invariant measures are in general not explicit. (An exception to this
is represented by SEP and its asymmetric variants on one-dimensional lattices, for which a
special matrix formulation due to Derrida et al. [27] is available.)

REMARK 2.3 (SEP(α) and SIP(α)). Variants of SEP and SIP parameterized by α (in
N if σ = −1, in R

+
0 if σ = 1) have also been recently considered (see, e.g., [33, 35]). Our

models correspond to the choice α ≡ 1; however, all our main results and proofs carry over
to this most general setting with no substantial change.

FIG. 3. A time sample of a fixed SEP path with β =−1 and ϑ ≡ 0.
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3. Main results. Everywhere in the following we denote by “∂” either of the abbreva-
tions “N”, for Neumann boundary conditions, “D” for Dirichlet boundary conditions, or “”
for Robin boundary conditions with 0 <  ∈ Cb(∂�). When β and ∂ appear in the same
statement, it is always tacitly understood that

∂ = D if β < 1, ∂ =  := 1 if β = 1, ∂ = N if β > 1.

In particular, in all convergence statements for Robin boundary conditions (Theorems 3.1,
3.2, 3.8, 3.9, and 3.13), the function  is constantly equal to 1.

3.1. Duality, random walks, and Brownian motions. The particle systems η
ε,β
t intro-

duced in Section 2.2 are in duality with purely absorbing interacting (labeled) particle sys-
tems Xε,β,k

t , with k ∈ N (see, e.g., [33], Section 2.2). As we show in Section 7 below, these
dual processes play a key role in our proofs of scaling limits for the particle systems η

ε,β
t .

In the “bulk” �ε , the systems Xε,β,k
t follow the same interaction rules as η

ε,β
t . At the

inner boundary ∂�ε however, the interaction of Xε,β,k
t with the outer boundary ∂e�ε only

consists of the absorbtion of particles at ∂e�ε; furthermore, the jump rates do depend on
the underlying structure of �ε and its discrete outer-boundary measure σe,ε , but not on the
parameter ϑ ∈ Cb(Rd).

In this section, we only consider one-particle dual systems (i.e., Xε,β
t = Xε,β,k=1

t consist-
ing of the random walks in �ε defined in Section 3.1.1 below), and refer to Section 7.1 for
the complete definitions and properties of the dual processes for general k ∈ N. In Section
3.1.3 we prove a functional central limit theorem for X

ε,β
t , with the Brownian motion on �

with boundary condition ∂ (see Section 3.1.2) as its limiting process.

3.1.1. Random walks. For f ∈R
�ε and every x, y ∈�ε we write

(3.1) ∇ε
x,yf := ε−1(f (y)− f (x)

)
.

We denote by ((X
ε,β
t )t≥0, (P

ε,β
x )x∈�ε

) the continuous-time random walk in the Skorokhod
space D(R+0 ;�ε) with infinitesimal generator

(3.2)
Aε,βf (x)= 1�ε(x) ε

−1
∑
y∈�ε
y∼x

∇ε
x,yf + 1∂�ε(x) ε

β−1
∑

z∈∂e�ε
z∼x

αxz
ε ∇ε

x,zf.

We further let (P ε,β
t )t≥0 be the corresponding Markov semigroup on R

�ε , with correspond-
ing heat kernel

(3.3) p
ε,β
t (x, y) := Pε,β

x

(
X

ε,β
t = y

)
, x, y ∈�ε, t ≥ 0.

We stress that Aε,βf ≡ 0 on ∂e�ε , that is, the outer boundary ∂e�ε is a set of absorbing
states for the random walk X

ε,β
t . Furthermore, Aε,β , and thus P

ε,β
t , globally fixes the space

of functions f : �ε → R identically vanishing on ∂e�ε . We identify the latter space with
Lp(�ε) for any p ∈ [1,∞], endowed with the standard norm (w.r.t. με , cf. Section 2.1.1)

(3.4) ‖f ‖pLp(�ε)
:= εd

∑
x∈�ε

∣∣f (x)
∣∣p, p ∈ [1,∞), ‖f ‖L∞(�ε) := sup

x∈�ε

∣∣f (x)
∣∣.

With a slight abuse of notation, we further let Aε,β and P
ε,β
t act in the obvious way on

functions in Lp(�ε). Note that Aε,β and P
ε,β
t are self-adjoint in L2(�ε). Finally, recalling

the definitions of the measures με and σε in Section 2.1.1 and (2.5), respectively, and of the
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generator Aε,β in (3.2), the corresponding Dirichlet form Eε,β(f, g):= 〈f | −Aε,βg〉L2(�ε)

on L2(�ε) reads as

(3.5) Eε,β(f, g) := εd

2

∑
x,y∈�ε
x∼y

∇ε
x,yf ∇ε

x,yg + εβ−1〈σε|fg〉, f, g ∈ L2(�ε).

3.1.2. Brownian motions. In the following let H 1
0 (�) and H 1(�) denote the standard

Sobolev spaces on �. Recall that the trace operator ·|∂� is well defined on H 1(�) as a
compact operator ·|∂� : H 1(�)→ L2(∂�). This follows from, for example, [40], combin-
ing [40], Teor. 1.I, eqn. (1.4), and the observation in [40], Section 4¶2.

Dirichlet forms, Laplacians, and heat semigroups. Let  : ∂�→ [0,∞] be a continuous
function. Denote by (E,H 1(�)) the bilinear form

(3.6) E(f, g) :=
ˆ
�

∇f · ∇g dμ� +
ˆ
∂�

f |∂� g|∂� dσ∂�, f, g ∈H 1(�),

well defined and closable on L2(�) by compactness of the trace operator. Its closure, de-
noted by (E,D(E)), is a Dirichlet form on L2(�), with (negative) generator the self-
adjoint operator (�,D(�)), the Robin Laplacian with boundary condition . We fur-
ther let (�D,D(�D)), resp. (�N,D(�N)), denote the familiar Dirichlet, resp. Neumann,
Laplacian on �, resp. corresponding to the cases  ≡+∞ and  ≡ 0. The domains D(ED)

and D(EN) respectively coincide with H 1
0 (�) and H 1(�).

Let �∂ denote either �D, �N, or �. We respectively write (E∂ ,D(E∂)), (P ∂
t )t≥0, and

R∂
ζ := (ζ − �∂)−1 with ζ > 0, for the corresponding Dirichlet form, heat semigroup, and

resolvent on L2(�).

Brownian motions. In the following, we denote by (B∂
t )t≥0 the Brownian motion on � with

boundary condition ∂ , that is, the Markov diffusion process properly associated with the
Dirichlet form (E∂ ,D(E∂)) on L2(�). For different choices of ∂ we have therefore that B∂

t

is the Brownian motion on �

(N) with normally reflected boundary conditions, in the generality of Lipschitz domains,
see, for example, [7, 21, 39];

() with Robin boundary conditions driven by , in the generality of Lipschitz domains,
see, for example, [59];

(D) stopped at ∂�.

Finally, we denote by (P∂
x)x∈� and (E∂

x)x∈� their laws and the corresponding expectations.

3.1.3. Convergences. Let �ε : C(�)→ L∞(�ε) be defined by (�εf )(x)= f (x) for ev-
ery x ∈�ε . Whenever needed, �εf is assumed to be extended by 0 outside of �ε . Let C∂ be
either C(�) (for Neumann and Robin boundary conditions) or C0(�) (for Dirichlet boundary
conditions), always regarded as a Banach space endowed with the uniform norm. Finally,
denote by P

∂,c
t the part of P ∂

t on C∂ . The operators P
∂,c
t satisfy P

∂,c
t : C∂ → C∂ and form

C0-semigroups on C∂ . We denote by (�∂,c,D(�∂,c)) the corresponding C∂ -generators. We
refer to Section A.1.2 for the details of these constructions.

We are now ready to state our first convergence result, in which we write, cf. [30]:

(3.7) fε→ f if fε ∈ L∞(�ε), f ∈ C(�), lim
ε↓0
‖fε −�εf ‖L∞(�ε) = 0.

THEOREM 3.1 (Section 5). Fix f ∈ C∂ . Then, P ε,β
t �εf → P

∂,c
t f locally uniformly in t

on R
+
0 .
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In Theorem A.8 (see Section A.3 in the Appendix) we provide many equivalent assertions
to the one in Theorem 3.1, which will prove crucial in establishing this result.

3.2. Harmonic profiles. Recall the definition of ϑ ∈ Cb(Rd) from Section 2.2.1.
We define the discrete harmonic measure

(3.8) pε,β∞ (x, y) := lim
t→∞p

ε,β
t (x, y), x, y ∈�ε,

and the discrete harmonic profile hε,β on �ε with boundary condition ϑ on ∂e�ε

(3.9) hε,β(x) := ∑
y∈�ε

pε,β∞ (x, y)ϑ(y), x ∈�ε.

Equivalently, hε,β :�ε →R
+
0 is the unique solution to the boundary value problem

(3.10)

{
Aε,βh= 0 on �ε,

h= ϑ on ∂e�ε.

We denote by h∂ ∈ C(�) the (continuum) harmonic profile on �, that is, the distributional
solution to

(3.11)

{
�h= 0 on �,

B∂ on ∂�,

where B∂ denotes either of the weak boundary conditions, understood in the σ∂�-a.e. sense,

(3.12) (D) u= ϑ, () ∂nu+ (u− ϑ)= 0, (N)

{
∂nu= 0,

〈σ∂�|u〉 = 〈σ∂�|ϑ〉.
Indeed, since � is a bounded Lipschitz domain, suitable solutions h∂ exist and are unique
(see, e.g., [23], Section II.4, or [4] for ∂ = D, [32] for ∂ = ); more specifically:

(N) hN is a constant and coincides with the σ∂�-average of ϑ on ∂�;
() Letting t �→ LN

t denote the boundary local time of the Brownian motion BN
t on �, the

function h satisfies, cf. [32], Section 3,

(3.13) h(x)= EN
x

[ˆ ∞

0
(ϑ)

(
BN

t

)
exp

(
−
ˆ t

0

(
BN

s

)
dLN

s

)
dLN

t

]
, x ∈�;

(D) By Riesz–Markov–Kakutani representation theorem and the maximum principle,
the correspondence ϑ �→ hD uniquely defines the harmonic measures {pD∞(x, ·)}x∈� of the
Brownian motion BD

t , probability measures concentrated on ∂� such that

(3.14) hD(x)=
ˆ
∂�

ϑ(y)pD∞(x, dy), x ∈�.

Further, the solution hD satisfies hD ∈ C(�) ∩ C∞(�) and thus hD|∂� = ϑ |∂� everywhere
on ∂�, see [3], Section 6.1 and Ex. 6.1.2.b. However, in general DkhD may be unbounded
on � for some k ∈ N due to the lack of boundary regularity; in particular, boundary data
in C(∂�) only ensure hD ∈H 1/2(�), see [46], Theorem 5.1.

For the harmonic profiles, we prove the following convergence result. Recall the definition
of convergence of functions in (3.7).

THEOREM 3.2 (Convergence of harmonic profiles, Section 6). hε,β → h∂ for every β ∈
R.
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REMARK 3.3 (Relaxing conditions (2.6), (2.7), and (2.11)). Not all the assumptions on
the discrete approximations of the Lipschitz boundary are strictly necessary to prove Theo-
rems 3.1 and 3.2. More specifically, when β > 1, only the second inequality in (2.6) is needed
to prove Theorem 3.1, while Theorem 3.2 holds true even with a weaker version of (2.7) (with
any continuous linear functional Σ : C(∂�)→ R in place of σ∂�). Similarly, when β = 1,
our results easily generalize to the case of 0 <  ∈ C(∂�), by replacing σ∂� in (2.7) with
 σ∂�. When β < 1, Theorem 3.1 uses only (2.6) and (2.11).

3.3. Hydrodynamic and hydrostatic limits. In Section 3.3.1, we introduce the heat equa-
tions, the notions of mild solution and some of its main properties. The assumptions and
statement of the hydrodynamic limits (Theorem 3.8) is the content of Section 3.3.2. In Sec-
tion 3.3.3, we present some examples to which Theorem 3.8 applies, as well as the hydrostatic
limits (Theorem 3.9). Finally, Section 3.3.4 is concerned with scaling limits of stationary cor-
relations (Theorem 3.10).

3.3.1. Heat equations. Everywhere in this section, fix T > 0, and set

�T :=�× [0, T ], �̊T :=�× (0, T ), ∂̊T � := ∂�× (0, T ).

Further let M ∂ := (C∂)∗ denote the topological dual of C∂ , always endowed with its
weak* topology. By Riesz–Markov representation theorem, we have the standard identifi-
cations M D ∼= (Mb(�), τv) and M N =M  ∼= (Mb(�), τn), where τv, resp. τn, denotes the
vague, resp. narrow, topology on bounded (Radon) measures. By, for example, [48], Theo-
rem 4.2, Lemma 4.5, M ∂ is a Polish space.

We consider the following boundary-value problems for the heat equation with ∂-boundary
conditions, ϑ ∈ Cb(Rd) and π0 ∈M ∂ as boundary and initial data, respectively:

(H∂,T )

⎧⎪⎪⎨⎪⎪⎩
(∂t −�)u= 0 in �̊T ,

u0 = π0 in M ∂ ,

B∂ on ∂̊T �,

where B∂ denotes either of the boundary conditions (3.12) with u= ut and = 1.
We now formulate a precise definition of M ∂ -valued solution to (H∂,T ). To this end,

let (P ∂,c
t )∗ : M ∂ →M ∂ be the dual operator to P

∂,c
t : C∂ → C∂ ; note that, by the standard

theory of C0-semigroups, (P ∂,c
t )∗ is a continuous1 (in t) positivity preserving semigroup.

DEFINITION 3.4. We say that u : [0, T ] →M ∂ is the mild solution to (H∂,T ) starting
at u0 = π0 ∈M ∂ if

(3.15) ut = h∂μ� + (
P

∂,c
t

)∗(
π0 − h∂μ�

)
, t ∈ [0, T ].

In the following proposition, let E denote either L2(�) or C∂ , and let (�∂,E,D(�∂,E))

be the E-Laplacian with boundary condition ∂ . Its proof is a consequence of the weak∗-
continuity of (P ∂,c

t )∗, the regularity of h∂ (see Section 3.2), and [3], Corollary 3.7.21.

PROPOSITION 3.5. The mild solution to (H∂,T ) belongs to C([0, T ];M ∂). If addition-
ally u0 = ρ0 μ� with ρ0−h∂ ∈E, then the mild solution satisfies ut = ρt μ� for all t ∈ [0, T ],
and ρ· − h∂ ∈ C([0, T ];E) ∩ C∞((0, T );E) ∩ C((0, T ];D(�∂,E)) is the unique solution to
the Cauchy problem v′(t)=�∂,Ev(t) for t > 0, and v(0)= ρ0 − h∂ .

1Since C∂ is not reflexive, (P ∂,c
t )∗ is only weakly*-continuous. This motivates our choice to endow M ∂ with

its weak*-topology.
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Let us observe that the techniques we make use of in this work rely on the Lipschitz
property of � in an essential way, and we expect (a large part of) our results not to hold if �
is non-Lipschitz. We refer to Section A.1.3 below for more details.

3.3.2. Hydrodynamic limits. Let (νε)ε be a family of probability distributions on the con-
figuration spaces (
ε)ε , (Eνε )ε being the corresponding expectations. We make the following
assumptions.

ASSUMPTION 3.6 (Second-moment bounds). We assume that

(3.16) lim sup
ε↓0

Eνε

[(
εd

∑
x∈�ε

η(x)

)2]
<∞, lim sup

ε↓0
εd max

x∈�ε

Eνε

[
η(x)2]<∞.

For SEP (σ =−1) Assumption 3.6 trivially holds.

ASSUMPTION 3.7 (Weak law of large numbers). There exists π0 ∈M ∂ such that

(3.17) lim
ε↓0

νε

{
η ∈
ε :

∣∣∣∣〈π0|f 〉 − εd
∑
x∈�ε

η(x)f (x)

∣∣∣∣≥ δ

}
= 0, δ > 0, f ∈ C∂ .

Let X ε,β
t be the normalized empirical density fields corresponding to the paths of η

ε,β
t ,

namely,

(3.18) t ∈R
+
0 �−→X ε,β

t := εd
∑
x∈�ε

η
ε,β
t (x) δx.

We are now ready to state the main result of this section.

THEOREM 3.8 (Hydrodynamic limit, Section 7.2). Let (νε)ε satisfy Assumptions 3.6
and 3.7. Further, for all T > 0, let u ∈ C([0, T ];M ∂) be the mild solution of (H∂,T ) starting
at u0 = π0 ∈M ∂ , and X ε,β be the D([0, T ];M ∂)-valued random empirical density fields as
in (3.18) starting at a configuration η

ε,β
0 = η ∈
ε randomly distributed as νε . Then,

X ε,β fdd==⇒
ε↓0

u,

where
fdd=⇒ denotes (weak) convergence of finite-dimensional distributions.

3.3.3. Examples and hydrostatic limits. We list a few relevant examples for which the
hydrodynamic limit holds.

Product measures associated to a slowly-varying profile. Fix a continuous (bounded) func-
tion g : �→ R

+
0 (or [0,1] if σ = −1) which will play the role of initial limiting density

profile. For all x ∈�ε , consider a probability distribution νx
ε on N0 (or {0,1} if σ =−1), and

set νε :=⊗
x∈�ε

νx
ε . If we assume the moment bounds (3.16) and further that

(3.19) Eνε

[
η(x)

]= g(x), x ∈�ε,

then (νε)ε constructed above satisfies Assumption 3.7 with π0 := gμ�.

Deterministic piles of particles (σ = 1). Fix x ∈ �, and let (xε)ε ⊂ � be a family such
that xε ∈�ε and limε↓0|x − xε| = 0. Then, the distributions (νε)ε , each concentrated at the
particle configuration ηε ∈
ε given by

(3.20) ηε(y) :=
{
ε−d/2 if |y − x| ≤ ε1/2,

0 otherwise

satisfy Assumption 3.6, as well Assumption 3.7 with π0 := vd δx , where vd denotes the vol-
ume of the Euclidean unit ball in R

d .
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Stationary nonequilibrium states and hydrostatic limits. Letting ν
ε,β
stat denote the (generally

implicit) stationary measures described in Section 2.2.2, a standard duality argument and the
boundedness of ϑ (see, e.g., [33], Appendix A) readily imply that Assumption 3.6 holds for
(νε)ε = (ν

ε,β
stat )ε . Additionally, we show the less trivial fact that (νε,β

stat )ε satisfies a weak law of
large numbers:

THEOREM 3.9 (Section 7.3). (ν
ε,β
stat )ε satisfies Assumption 3.7 with π0 = h∂μ�.

Combined with Theorem 3.8, this proves the so-called hydrostatic limit, that is, the asser-
tion of Theorem 3.8 with νε := ν

ε,β
stat and π0 := h∂μ�, the latter being the stationary solution

to the heat equation with appropriate boundary conditions.

3.3.4. Local equilibrium for SNS. As a refinement of the weak laws of large numbers
presented in Theorem 3.9, we establish some weak forms of local equilibrium (see, e.g., [50],
Section 3) for SNS.

Recall that in equilibrium (i.e., whenever ϑ ∈ Cb(Rd) is constant), νε,β
stat is explicit and in

product form, given by products of i.i.d. Bernoulli, resp. geometric, distributions if σ =−1,
resp. σ = 1 (see, e.g., [33]). For a general ϑ ∈ Cb(Rd), this no longer holds, although a local
approximation of this sort remains valid at large scales. The precise statement of this fact
is the content of Theorem 3.10 below. In what follows, for every ϑ ∈ Cb(Rd) given as in
Section 2 and corresponding hε,β as in (3.9), we define

(3.21) νε,β
x ∼

{
Bern

(
hε,β(x)

)
if σ =−1,

Geom
((

1+ hε,β(x)
)−1) if σ = 1,

and ν
ε,β
⊗ :=⊗

x∈�ε
ν
ε,β
x .

THEOREM 3.10 (Local equilibrium, Section 7.4). Fix k ∈N, k ≥ 2. Then,

(3.22) lim
ε↓0

sup
x1,...,xk∈�ε

∣∣∣∣∣Eν
ε,β
stat

[
k∏

i=1

η(xi)

]
−E

ν
ε,β
⊗

[
k∏

i=1

η(xi)

]∣∣∣∣∣= 0.

REMARK 3.11 (Two-point stationary correlations). As a particular case of Theo-
rem 3.10,

(3.23) lim
ε↓0

sup
x,y∈�ε
x �=y

∣∣E
ν
ε,β
stat

[(
η(x)−E

ν
ε,β
stat

[
η(x)

])(
η(y)−E

ν
ε,β
stat

[
η(y)

])]∣∣= 0.

3.4. Stationary nonequilibrium fluctuations. Theorem 3.9 proves weak laws of large
numbers for the empirical density fields at stationarity. In this section, we analyze the corre-
sponding fluctuations. We present these limit theorems in Section 3.4.2, after presenting in
Section 3.4.1 the function and distribution spaces needed to establish these results.

3.4.1. Nuclear Fréchet spaces of test functions and their duals. We introduce here some
spaces of test functions S∂(�) and their duals S∂(�)′ well adapted to the spectral properties
of −�∂ . Such spaces generalize those in, for example, [50], Chapter 11, [56]: there � is
either the d-dimensional torus or [0,1], and S∂(�) and S∂(�)′ are constructed via the ex-
plicit knowledge of an orthonormal system of Laplacian’s eigenfunctions. We show that the
spaces S∂(�) are cores for the C∂ -Laplacians, and that (S∂(�),L2(�),S∂(�)′) is a Gel’fand
triple compatible with P ∂

t [49], Definition 1.3.5; thus, these spaces are natural candidates for
the study of fluctuations around the hydrodynamic limit.
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In the following, denote by ψ∂
n the eigenfunction of −�∂ with eigenvalue λ∂

n ≥ 0. For
each s ∈R, let Q∂

s := (1−�∂)s be defined via the spectral resolution of−�∂ , and set ψ∂,s
n :=

(1+λ∂
n)
−s/2ψ∂

n . Finally, denote by H∂
s (�) the Hilbert completion of the linear span of (ψ∂

n )n

with respect to the pre-Hilbert norm ‖ψ‖H∂
s (�) := 〈ψ |Q∂

sψ〉1/2
L2(�)

and note that (ψ∂,s
n )n is a

CONS for H∂
s (�) for each s. For s ≥ 0 we have that H∂

s (�) = D(Q∂
s/2), and H∂

s (�)′ ∼=
H∂−s(�) as Hilbert spaces.

A proof of the next proposition is given in the Appendix (Section A.1.2).

PROPOSITION 3.12 (Test functions). Let  ∈R
+. The following assertions hold:

(i) the following spaces are countably Hilbert nuclear Fréchet spaces

S∂(�) :=⋂
s

H∂
s (�) and S∂(�)′ =⋃

s

H∂
s (�);

(ii) (S∂ (�),L2(�),S∂(�)′) is a countably Hilbert nuclear Gel’fand triple;
(iii) P ∂

t : S∂(�)→ S∂(�) for all t ≥ 0;
(iv) (−�∂,S∂(�)) is essentially self-adjoint on L2(�);
(v) C∞c (�)⊂ S∂(�)⊂ C∞(�)∩ C∂ ;

(vi) functions in S∂(�) satisfy the following boundary conditions:

�kf ≡ 0 on ∂� for all k ≥ 0 if f ∈ SD(�),(3.24a)

∂nf + f ≡ 0 on ∂� if f ∈ S(�),(3.24b)

∂nf ≡ 0 on ∂� if f ∈ SN(�).(3.24c)

Here (3.24a) holds everywhere on ∂�, whereas (3.24b) and (3.24c) ought to be interpreted
in the σ∂�-a.e. sense.

(vii) The space S∂ (�) is a core for the C∂ -Laplacian �∂,c.

3.4.2. Gaussian fields and limit theorems. Recall the definition of hε,β from Section 3.2,
and let ηε,β

0 be randomly distributed as ν
ε,β
stat and η

ε,β
t be the stochastic path starting at ηε,β

0 .
We introduce the empirical fluctuation fields at stationarity

(3.25) t ∈R
+
0 �−→ Yε,β

t := εd/2
∑
x∈�ε

(
η
ε,β
t (x)− hε,β(x)

)
δx.

By stationarity, Yε,β
t

d= Yε,β
0 for every t ∈ R

+
0 . Our aim is to show that such fields weakly

converge in the sense of finite-dimensional distributions to a S∂(�)′-valued Gaussian field
Y∂

t , which we now describe.
Recalling h∂ from Section 3.2, we start by defining

(3.26) χ∂ := h∂(1+ σh∂) ∈ C(�).

For all f,g ∈R
�ε , and x ∈�ε , further let

(3.27) Γ ε,β(f, g)(x) := 1

2

∑
y∈�ε
y∼x

∇ε
x,yf ∇ε

x,yg+ 1∂�ε(x) ε
β−2αε(x)f (x)g(x)

be the carré du champ associated to Aε,β , and set Γ ε,β(f ) := Γ ε,β(f, f ) ≥ 0. We
have that εd

∑
x∈�ε

Γ ε,β(f, g)(x) = Eε,β(f, g). Furthermore, for all ϕ,ψ ∈ R
�ε , Cauchy–

Schwarz inequality yields

(3.28)
〈
Γ ε,β(f, g)|ϕψ 〉2

L2(�ε)
≤ 〈

Γ ε,β(f )
∣∣ϕ2〉

L2(�ε)

〈
Γ ε,β(g)

∣∣ψ2〉
L2(�ε)

.
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The covariances of the Gaussian field Y∂ arise as suitable limits of these carré du champ.
More specifically, for all f,g ∈ S∂(�), we show that there exist (τε)ε ⊂ [1,∞), (fε)ε ,
and (gε)ε for which E

∂ [〈Y∂
0 |f 〉〈Y∂

0 |g〉] is the limit of

(3.29) lim
t→∞ lim

ε↓0

〈ˆ τεt

0
2Γ ε,β(P ε,β

s fε,P
ε,β
s gε

)
ds|�εχ

∂

〉
L2(�ε)

plus some nonvanishing boundary terms in the Robin regime.
If β > 1, then χN is constant and the limit in (3.29) is χN〈f |g〉L2(�ε)

. If β ≤ 1, the func-
tion χ∂ is not necessarily constant. Letting Γ ∂ denote the continuum carré du champ associ-
ated to �∂ , the candidate limit in (3.29) formally reads 〈´∞0 2Γ ∂(P ∂,c

s f,P ∂,c
s g)ds|χ∂〉L2(�).

However, due to the lack of smoothness of P ∂
s f and χ∂ near the Lipschitz boundary, we

have to replace the L2(�)-scalar product with the pairing between Mb(�) and C(�). In-
deed, regarding Γ ε,β(fε, gε) as an element of Mb(�), we establish convergence in (3.29)
when β ≤ 1 through the following two steps:

• the family of measures associated to (
´ τεt

0 2Γ ε,β(P
ε,β
s fε,P

ε,β
s gε)ds)ε,t is tight in Mb(�);

• for every ϕ ∈ SN(�),

(3.30)

lim
t→∞ lim

ε↓0

〈ˆ τεt

0
2Γ ε,β(P ε,β

s fε,P
ε,β
s gε

)
ds|�εϕ

〉
L2(�ε)

=
ˆ ∞

0
−EN(P ∂

s f P ∂
s g,ϕ

)+ E∂(ϕ P ∂
s f,P

∂
s g

)+ E∂(ϕ P ∂
s g,P

∂
s f

)
ds.

Note that the integrand on the right-hand side above is well defined by combining
Lemma A.1, P ∂,c

s f ∈D(�∂)⊂D(E∂)⊂D(EN)=H 1(�), and [14], Proposition 9.4.

By density of SN(�) in C(�), the functional of ϕ defined by the right-hand side of (3.30)
identifies a unique signed measure, here denoted by γ ∂

f,g : for all ϕ ∈ C(�) and ϕn ∈ SN(�)

such that ‖ϕ − ϕn‖C(�)→ 0 as n→∞,

γ ∂
f,g(ϕ)= lim

n→∞

ˆ ∞

0
−EN(P ∂

s f P ∂
s g,ϕn

)+ E∂(ϕn P
∂
s f,P

∂
s g

)+ E∂(ϕn P
∂
s g,P

∂
s f

)
ds.

Before stating the main result of this section, set, for every f,g ∈ S∂(�),

(3.31) ι

f,g(ϕ) :=

〈(ˆ ∞

0

(
P
s f

)(
P
s g

)
ds
)
 σ∂�|ϕ

〉
, ϕ ∈ C(�),

and

(3.32) cov∂(f, g) :=

⎧⎪⎪⎨⎪⎪⎩
χN〈f |g〉L2(�) if ∂ = N,

γ

f,g

(
χ)+ ι


f,g

((
ϑ − h∂)(1+ 2σh∂)) if ∂ = ,

γ D
f,g

(
χD) if ∂ = D.

THEOREM 3.13 (Stationary nonequilibrium fluctuations, Section 8). For all T > 0,
there exists a unique centered Gaussian process Y∂ in C([0, T ];S∂(�)′) with covariances
E

∂ [〈Y∂
t |f 〉〈Y∂

s |g〉] given, for f,g ∈ S∂(�) and 0 ≤ s ≤ t , by cov∂(P
∂
t−sf, g) as in (3.32).

Furthermore, for Yε,β being the D([0, T ];S∂(�)′)-valued random variable given in (3.25),
we have that

Yε,β fdd==⇒
ε↓0

Y∂ ,

where
fdd==⇒ denotes (weak) convergence of finite-dimensional distributions.
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4. Auxiliary results. In this section we present some auxiliary results on discrete heat
kernels and corresponding semigroups in Section 4.1 and Section 4.2, all required for the
proofs in Section 5, 6.

4.1. Random walks with β =∞ and Feynman–Kac formula. The definition of random
walks Xε,β in Section 3.1.1 with β ∈ R readily extends to the case β = ∞ (in that case,
conventionally, we let ε∞ := 0 in (3.2)). The resulting continuous-time Markov processes
Xε,∞ evolve within �ε as the Xε,β do, with the jumps to ∂e�ε being suppressed. These
random walks have been extensively studied in [20, 32]. More specifically, by proving in
[20], Section 5.1, a class of ε-independent relative isoperimetric inequalities, the authors in
[20, 32] derive several properties about these random walks, the most important ones for our
work being listed below for reference. Here, C,C′ > 0 and a, b ∈ (0,1) denote constants
depending only on �⊂R

d .

• Nash inequalities and ultracontractivity of the semigroups [20], Theorem 5.8: for all f ∈
R

�ε ,

(4.1)
∥∥P ε,∞

t f
∥∥
L∞(�ε)

≤ C
((
t1/2 ∨ ε

)−d + 1
)‖f ‖L1(�ε)

, t > 0;
• mixing [20], Proposition 5.9:

(4.2) lim sup
ε↓0

sup
x∈�ε

∥∥∥∥pε,∞
t (x, ·)

εd
− 1

με(�ε)

∥∥∥∥
L∞(�ε)

=: φt
t→∞−−−→ 0;

• heat kernel upper bound on the inner boundary [20], Lemma 2.13:

(4.3) sup
x∈�ε

ε−1
∑

y∈∂�ε

p
ε,∞
t (x, y)≤ C

(
t−1/2∧ε−1), t > 0;

• exit-time estimate [32], Corollary 4.2: for all γ > 0,

(4.4) sup
x∈�ε

Pε,∞
x

(
sup

s∈[0,t]
∣∣Xε,∞

s − x
∣∣> γ

)
≤ C exp

(
− C′γ

t1/2 ∨ ε

)
, t > 0;

• Hölder’s equicontinuity of heat kernel [20], Theorem 5.12: for all x, y ∈�ε ,

(4.5) sup
z∈�ε

ε−d
∣∣pε,∞

t (x, z)− p
ε,∞
t (y, z)

∣∣≤ C
|x − y|a

tb/2(td/2 ∧ 1)
, t > 0.

It is well known that the random walks Xε,β with β ∈ R are related to their counterparts
with β =∞ through the following Feynman–Kac representation formula: for all f ∈ R

�ε ,
x ∈�ε and t ≥ 0,

(4.6) P
ε,β
t f (x)= Eε,∞

x

[
f
(
X

ε,∞
t

)
exp

(
−εβ−1

ˆ t

0
Vε

(
Xε,∞

s

)
ds
)]

,

where, recalling αε introduced in Section 2.1.2, we set

(4.7) Vε(x) := ε−11∂�ε(x)αε(x), x ∈�ε.

As a consequence of (4.6), for all x, y ∈�ε and t ≥ 0, we have

(4.8) p
ε,β
t (x, y)≤ p

ε,β ′
t (x, y)≤ p

ε,∞
t (x, y), β ≤ β ′,

as well as

(4.9)
d

dt
P

ε,β
t 1�ε(x)= Eε,∞

x

[
−εβ−1Vε

(
X

ε,∞
t

)
exp

(
−εβ−1

ˆ t

0
Vε

(
Xε,∞

s

)
ds
)]

.

Finally, by combining the second inequality in (2.6) and (4.3),

(4.10) sup
x∈�ε

Eε,∞
x

[
Vε

(
X

ε,∞
t

)]= sup
x∈�ε

∑
y∈�ε

p
ε,∞
t (x, y)Vε(y)≤ C

(
t−1/2∧ε−1), t > 0.

17



4.2. Equicontinuity of heat semigroups. By (4.4) and (4.5), we get, for all f ∈ C(�),

(4.11) lim
δ↓0

sup
ε∈(0,1)

sup
t≥0

sup
x,y∈�ε|x−y|<δ

∣∣P ε,∞
t �εf (x)− P

ε,∞
t �εf (y)

∣∣= 0.

An analogous statement holds true for the strongly continuous semigroup P
N,c
t on C(�).

As a refinement, we show the spatial equicontinuity of discrete semigroups with modulus
of continuity independent of β ∈R.

PROPOSITION 4.1 (Equicontinuity of discrete semigroups, Section A.2). Fix f ∈ C(�).
Then,

lim
δ↓0

sup
ε∈(0,1)

sup
β≥1

sup
t≥0

sup
x,y∈�ε|x−y|<δ

∣∣P ε,β
t �εf (x)− P

ε,β
t �εf (y)

∣∣= 0,(4.12)

lim
δ↓0

sup
ε∈(0,1)

sup
β∈R

sup
t≥t0

sup
x,y∈�ε|x−y|<δ

∣∣P ε,β
t �εf (x)− P

ε,β
t �εf (y)

∣∣= 0, t0 > 0.(4.13)

The proof of the proposition above is postponed to the Appendix (Section A.2), and im-
mediately adapts to the continuum setting, yielding the following.

PROPOSITION 4.2 (Equicontinuity of continuum semigroups). Fix f ∈ C(�). Then,

(4.14) lim
δ↓0

sup
≥0

sup
t≥t0

sup
x,y∈�
|x−y|<δ

∣∣P
t f (x)− P


t f (y)

∣∣= 0, t0 > 0.

An analogue of (4.14) holds with t0 = 0 if replacing sup≥0 with sup≥∗ for some ∗ > 0.

5. Proof of Theorem 3.1. In this section we prove Theorem 3.1, and divide its proof into
three parts, each one of them addressing a different regime of β ∈ R (β > 1 in Section 5.1,
β = 1 in Section 5.2 and β < 1 in Section 5.3). In order to lighten the notation, we omit the
evaluation �ε : C(�)→ L∞(�ε); moreover, with a slight abuse of notation, here and until
the end of Section 8, we do not explicitly distinguish between L2- and C∂ -semigroups, letting
P ∂
t indicate either of them; an analogous convention holds for the corresponding generators

and resolvents.

5.1. Proof of Theorem 3.1: Neumann regime. Throughout this section, fix β > 1. By the
triangle inequality, for all f ∈ C(�) and T > 0,

sup
t∈[0,T ]

∥∥P ε,β
t f − P N

t f
∥∥
L∞(�ε)

≤ sup
t∈[0,T ]

∥∥P ε,β
t f − P

ε,∞
t f

∥∥
L∞(�ε)

+ sup
t∈[0,T ]

∥∥P ε,∞
t f − P N

t f
∥∥
L∞(�ε)

.

Theorem 3.1 thus follows as soon as we show that both terms in the right-hand side above
vanish as ε→ 0. These claims are immediate consequences of Lemmas 5.1 and 5.2 below.

LEMMA 5.1. For every f ∈ C(�) and T > 0, there exists C =C(�,f,T ) > 0 such that

sup
t∈[0,T ]

∥∥P ε,β
t f − P

ε,∞
t f

∥∥
L∞(�ε)

≤ C εβ−1.
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PROOF. By (4.6) and the inequality 1− e−a ≤ a for a ≥ 0, for all x ∈�ε and t ∈ [0, T ],∣∣P ε,β
t f (x)− P

ε,∞
t f (x)

∣∣≤ ‖f ‖C(�)E
ε,∞
x

[
1− exp

(
εβ−1

ˆ t

0
Vε

(
Xε,∞

s

)
ds
)]

≤ ‖f ‖C(�)E
ε,∞
x

[
εβ−1

ˆ T

0
Vε

(
Xε,∞

s

)
ds
]
.

The inequality (4.10) yields the desired result. �

LEMMA 5.2. For every f ∈ C(�) and every T > 0,

lim
ε↓0

sup
t∈[0,T ]

∥∥P ε,∞
t f − P N

t f
∥∥
L∞(�ε)

= 0.

PROOF. Thanks to Theorem A.8 (which holds also with β =∞ and ∂ = N), the desired
claim is equivalent to show assertion (a4), that is, Eε,+∞ → EN compactly (in the sense of
Definition A.5). This is a straightforward consequence of [1], Theorem 6.1 and Remark 6.5,
and Proposition A.7. �

REMARK 5.3 (Dyadic lattice approximations and local CLT). The claim in Lemma 5.2
has already been proven in [15] for dyadic lattice approximations (i.e., when ε = 2−k , k ∈N).
Reasoning as in the proof of [20], Theorem 5.13, Lemma 5.2 and the equicontinuity of the
heat kernels in (4.5) ensure the validity of the local CLT [20], Theorem 5.13, for the random
walks Xε,∞ for every lattice approximation.

5.2. Proof of Theorem 3.1: Robin regime. Fix f ∈ C(�). It is well known (see, e.g., [32],
eq. (3.2)) that P


t f admits the following stochastic representation in terms of the reflected

Brownian motion BN
t and its boundary local time LN

t :

(5.1) P

t f (x)= EN

x

[
f
(
BN

t

)
e−LN

t
]
, x ∈�, t ≥ 0.

Furthermore, by (4.6),

(5.2) P
ε,β=1
t f (x)= Eε,∞

x

[
f
(
X

ε,∞
t

)
exp

(
−
ˆ t

0
Vε

(
Xε,∞

s

)
ds
)]

, x ∈�ε, t ≥ 0.

By Remark 5.3 and the assumption in (2.7), the proof of [32], Theorem 3.1, carries over
to our setting: for all x ∈� and (xε)ε such that xε ∈�ε and xε → x, we have that

(5.3)
((

X
ε,∞
t ,

ˆ t

0
Vε

(
Xε,∞

s

)
ds
))

t

d==⇒
ε↓0

((
BN

t ,L
N
t

))
t

in D(R+0 ;�)× C(R+0 ;R+0 ); in particular,

(5.4) lim
ε↓0

P
ε,β=1
t f (xε)= P

=1
t f (x)

which, by Proposition 4.1, holds uniformly in space. Then, the uniformity over bounded
intervals of time is (a2) =⇒ (a1) of Theorem A.8. This concludes the proof.

COROLLARY 5.4 (Spectral bound, β ≤ 1). With the definitions adopted in Theo-
rem A.8(b2) below, there exists λ0 > 0 satisfying

λD
0 ≥ λ


0 ≥ λ0, λ

ε,β
0 ≥ λ

ε,β=1
0 ≥ λ0.

PROOF. By, for example, [22], we get λ

0 > 0; the inequality λD

0 ≥ λ

0 follows by the

monotonicity of Dirichlet forms (Lemma A.1). Analogously (cf. (4.8)), λε,β
0 ≥ λ

ε,β=1
0 . As for

the last inequality, we combine Theorem 3.1 for β = 1 with Theorem A.8(b2), implying that
λ
ε,β
0 → λ


0 . �

19



5.3. Proof of Theorem 3.1: Dirichlet regime. Throughout this section, fix β < 1. In this
case, we divide the proof of Theorem 3.1 into two parts. As a first step (Section 5.3.1), we as-
sume that � is a bounded smooth domain and prove the graph-convergence of the generators,
which implies Theorem A.8 (Theorem A.8(a3) =⇒ (a1)). This approach via generators’
convergence heavily relies on the existence of a core for �D = �D,c consisting of smooth
functions with continuous derivatives up to the boundary. As a second step (Section 5.3.2),
we drop the assumption of smoothness of the domain �. We prove the semigroups’ con-
vergence on the bounded Lipschitz domain � approximating it from the inside with smooth
domains.

5.3.1. Case of a bounded smooth domain �. In this section, we assume �⊂ R
d to be a

bounded C∞-domain. In this case, we recall that there exists a core of smooth functions up
to the boundary for the Dirichlet generator (�D,C0(�)) associated to the C0-semigroup P D

t

on C0(�). As a concrete instance of such a core, we choose SD(�) constructed in Propo-
sition 3.12(i) and note that, by the smoothness of � and the classical Sobolev embeddings,
SD(�)⊂ C0(�)∩ C∞(�) (see, e.g., [2], Theorem 2.20, or [44], Theorem 2.5.1.1).

Recall the definition of the resolvent Rε,β
ζ := (ζ −Aε,β)−1 = ´∞

0 e−ζ tP
ε,β
t dt , for ζ ∈R

+.

In the next lemmas, for every f ∈ SD(�), setting fε := ζεR
ε,β
ζε

f , we show that fε → f and

Aε,βfε →�Df , for a suitable choice (5.6) of ζε→∞.

LEMMA 5.5. Fix f ∈ C0(�). Then ζεR
ε,β
ζε

f → f for every family ζε →∞.

PROOF. By the triangle inequality,

(5.5)

∥∥ζεRε,β
ζε

f − f
∥∥
L∞(�ε)

≤ sup
x∈�ε

∣∣∣∣ζε ˆ ∞

0
e−ζεt

∑
y∈�ε

p
ε,β
t (x, y)

(
f (x)− f (y)

)
dt
∣∣∣∣

+ sup
x∈�ε

∣∣∣∣ζε ˆ ∞

0
e−ζεt

(
1− P

ε,β
t 1�ε(x)

)
f (x)dt

∣∣∣∣.
As for the first term on the right-hand side above for all δ > 0, we estimate it from above by

sup
x,y∈�
|x−y|<δ

∣∣f (x)− f (y)
∣∣+ 2‖f ‖C0(�) sup

x∈�ε

∣∣∣∣ζε ˆ ∞

0
e−ζεt

∑
y∈�ε :|y−x|≥δ

p
ε,β
t (x, y)dt

∣∣∣∣
≤ sup

x,y∈�
|x−y|<δ

∣∣f (x)− f (y)
∣∣+C‖f ‖C0(�)

(
exp

(
− C′δ

t
1/2
ε ∨ ε

)
+ e−ζεtε

)
,

where we employed the exit-time estimate (4.4), for a given family (tε)ε ⊂ R
+ such

that limε↓0 tε = 0 and limε↓0 ζεtε = +∞. Since f is uniformly continuous in �, letting
first ε→ 0 and then δ→ 0 shows that the first term in the right-hand side of (5.5) vanishes.

As for the second one, for ρ > 0 and �ρ := {x ∈� : dist(x, ∂�) > ρ}, arguing as before,
we estimate it from above by

sup
x∈�\�ρ

∣∣f (x)
∣∣+ ‖f ‖C0(�) sup

x∈�ε∩�ρ

∣∣∣∣ζε ˆ ∞

0
e−ζεt

(
1− P

ε,β
t 1�ε(x)

)
dt
∣∣∣∣

≤ sup
x∈�\�ρ

∣∣f (x)
∣∣+C‖f ‖C(�)

(
exp

(
− C′ρ

t
1/2
ε ∨ ε

)
+ e−ζεtε

)
.

Finally, since f ∈ C0(�), letting first ε→ 0 and then ρ→ 0, we conclude the proof. �
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LEMMA 5.6. Let (ζε)ε ⊂R
+ be such that ζε →∞ and

(5.6) ζε ∈ o
(
ε−(1∧(1−β))).

For f ∈ SD(�), set fε := ζεR
ε,β
ζε

f . Then, Aε,βfε→�Df .

PROOF. By the triangle inequality, we have that∥∥Aε,βfε −�Df
∥∥
L∞(�ε)

= ∥∥ζεRε,β
ζε

Aε,βf −�Df
∥∥
L∞(�ε)

≤ ∥∥ζεRε,β
ζε

Aε,βf − ζεR
ε,β
ζε

�Df
∥∥
L∞(�ε)

+ ∥∥ζεRε,β
ζε

�Df −�Df
∥∥
L∞(�ε)

.

Since �DSD ⊂ SD ⊂ C0(�), the second term vanishes as ε→ 0 by Lemma 5.5 with �Df in
place of f . Thus, it suffices to show that

lim
ε↓0

∥∥ζεRε,β
ζε

Aε,βf − ζεR
ε,β
ζε

�Df
∥∥
L∞(�ε)

= 0.

To this end, we split the term into bulk and boundary contributions:∥∥ζεRε,β
ζε

Aε,βf − ζεR
ε,β
ζε

�Df
∥∥
L∞(�ε)

≤ sup
y∈�ε\∂�ε

∣∣Aε,βf (y)−�Df (y)
∣∣

+ sup
x∈�ε

∣∣∣∣ζε ˆ ∞

0
e−ζεt

∑
y∈∂�ε

p
ε,β
t (x, y)

(
Aε,βf (y)−�Df (y)

)
dt
∣∣∣∣,

where we used that
∑

y∈�ε\∂�ε
p
ε,β
t (x, y) ≤ 1. Note that, on �ε \ ∂�ε , Aε,β coincides

with the ε-discrete Laplacian �ε on (εZ)d . Furthermore, �Df coincides with the usual
Laplacian of f for all f ∈ SD. Hence, the first term on the right-hand side above equals
‖�εf −�f ‖L∞(�ε\∂�ε), which vanishes in ε since f ∈ SD(�)⊂ C3(�). We claim that the
second term also vanishes. Since �Df ∈ SD ⊂ C0(�) implies ‖�Df ‖L∞(∂�ε)→ 0, it suffices
to show that

(5.7) lim
ε↓0

sup
x∈�ε

∣∣∣∣ζε ˆ ∞

0
e−ζεt

∑
y∈∂�ε

p
ε,β
t (x, y)Aε,βf (y)dt

∣∣∣∣= 0.

First observe that, by f ∈ SD ⊂ C0(�)∩C1(�), we have supy∈∂�ε
|f (y)| ≤ C(f ) ε. Combin-

ing this with the assumption in (2.6), we estimate uniformly in y ∈ ∂�ε∣∣Aε,βf (y)
∣∣= ∣∣∣∣ε−2

∑
z∈�ε
z∼y

(
f (z)− f (y)

)− εβ−2
∑

z∈∂e�ε
z∼y

αyz
ε f (y)

∣∣∣∣≤ C
(
ε−1 ∨ εβ−1),

for some C = C(f, d,�) > 0 independent of ε > 0. As a consequence, using the assumption
in (5.6), we conclude the proof of (5.7) showing that

(5.8)
(
ε−1 ∨ εβ−1) sup

x∈�ε

ˆ ∞

0

∑
y∈∂�ε

p
ε,β
t (x, y)dt �

(
ε1−β ∨ ε

)
.

By (4.6) and (2.6), recalling (4.7), for x ∈�ε , we obtain that(
ε−1∨εβ−1) ∑

y∈∂�ε

p
ε,β
t (x, y)≤ C

(
1∨εβ

)
Eε,∞

x

[
Vε

(
X

ε,∞
t

)
exp

(
−εβ−1

ˆ t

0
Vε

(
Xε,∞

s

)
ds
)]

.

Recalling (4.9), by integrating in time, we obtain (5.8) and conclude. �
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REMARK 5.7. The proofs of both lemmas above do not rely on (2.7), but only on (2.6),
β < 1, the smoothness of f ∈ C3(�), and the fact that f and �Df ∈ C0(�).

5.3.2. Case of bounded Lipschitz domain �. For a bounded Lipschitz domain �, [69],
Theorem 1.12, (see also [67], Theorem 8.1.5), there exist bounded smooth domains (Un)n
such that Un ⊂� and Un↗�, that is, distH(Un, ∂�)→ 0 as n→∞. Moreover, due to the
compactness of ∂� and ∂Un, infx∈∂� infy∈Un |x − y| = δn > 0.

For each n ∈N, we introduce P
D,n
t as the Dirichlet semigroup on C0(Un). In other words,

P
D,n
t is the unique C0-semigroup on C0(Un) corresponding to the standard Brownian motion

stopped upon exiting Un; in particular, for all f ∈ C0(�) such that f |Un ∈ C0(Un),

(5.9) P
D,n
t f (x) := ED

x

[
f
(
XD

t∧τn
)]
, x ∈�, t ≥ 0.

Here and all throughout, τn is defined as the first exit time from Un, namely

D
([0,∞);Rd) � ω �−→ τn[ω] := inf{t ≥ 0 : ωt /∈Un}.

Similarly, P ε,n
t is the sub-Markov semigroup corresponding to the random walk X

ε,β
t on �ε

stopped upon exiting Un. (Note that this definition is independent of the value of β ∈ R

provided that, for fixed n ∈N, ε ∈ (0,1) is sufficiently small.)
Now we turn to the proof of Theorem 3.1 for β < 1. We observe that, since the semi-

groups P D
t and P

ε,β
t are contraction semigroups in C0(�) and L∞(�ε), respectively, and

since ‖·‖L∞(�ε) ≤ ‖·‖C0(�), it suffices to prove Theorem 3.1 for f in a dense subspace
of C0(�), for example, for f ∈ C∞c (�). For any such f , since Un ↗ �, we have f |Un

∈
C∞c (Un) ⊂ C0(Un) for all n ∈ N large enough. For all such n ∈ N and for all T > 0, by the
triangle inequality,

(5.10)

sup
t∈[0,T ]

∥∥P ε,β
t f − P D

t f
∥∥
L∞(�ε)

≤ sup
t∈[0,T ]

∥∥P ε,β
t f − P

ε,n
t f

∥∥
L∞(�ε)

+ sup
t∈[0,T ]

∥∥P ε,n
t f − P

D,n
t f

∥∥
L∞(�ε)

+ sup
t∈[0,T ]

∥∥P D,n
t f − P D

t f
∥∥
C0(�).

Note that lim supε↓0 supt∈[0,T ]‖P ε,n
t f −P

D,n
t f ‖L∞(�ε) = 0 for every n ∈N, as follows by

the very same argument in Section 5.3.1 (see Remark 5.7), since Un is a bounded smooth
domain. As for the third term on the right-hand side of (5.10), we have that

(5.11)
∥∥P D,n

t f − P D
t f

∥∥
C0(�) = sup

x∈�
∣∣ED

x

[
f
(
XD

t∧τn
)− f

(
XD

t

)]∣∣= sup
x∈�

∣∣ED
x

[
1τn<t f

(
XD

t

)]∣∣,
for t ∈ [0, T ]. By the strong Markov property,

(5.12) sup
t∈[0,T ]

sup
x∈�

∣∣ED
x

[
1τn<t f

(
XD

t

)]∣∣≤ sup
s∈[0,T ]

sup
y∈�\Un

P D
s |f |(y).

Since P D
s |f | ∈ C0(�) and (s, y) �→ P D

s |f |(y) ∈ C([0, T ] ×�), by (5.11) and (5.12),

lim
n→∞ sup

t∈[0,T ]
∥∥P D,n

t f − P D
t f

∥∥
C0(�) = 0.

It remains to show that

(5.13) lim
n→∞ lim sup

ε↓0
sup

t∈[0,T ]
∥∥P ε,β

t f − P
ε,n
t f

∥∥
L∞(�ε)

= 0.

Arguing as in (5.11)–(5.12), and defining (� \Un)ε :=�ε \ (�ε ∩Un),

(5.14) sup
t∈[0,T ]

∥∥P ε,β
t f − P

ε,n
t f

∥∥
L∞(�ε)

≤ sup
s∈[0,T ]

sup
y∈(�\Un)ε

P ε,β
s |f |(y).
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Note that there exists δ > 0 such that, for all n ∈N large enough, distH(�\Un, supp(f ))≥ δ.
Hence, for t ∈ (0, T ) and y ∈ (� \Un)ε , we have that

sup
s∈[0,T ]

P ε,β
s |f |(y)≤ sup

s∈[0,t]
P ε,β
s |f |(y)+ sup

s∈[t,T ]
P ε,β
s |f |(y)

≤ C‖f ‖C0(�)e
−C′ δ/

√
t

+ ‖f ‖C0(�) sup
x∈(�\Un)ε

Eε,∞
x

[
exp

(
−εβ−1

ˆ t

0
Vε

(
Xε,∞

r

)
dr

)]
,

where in the last inequality we used the exit-time estimate (4.4). Letting first ε → 0 and
then n→∞, by β < 1, (5.3), and Proposition 4.1,

lim sup
n→∞

lim sup
ε↓0

sup
x∈(�\Un)ε

Eε,∞
x

[
exp

(
−εβ−1

ˆ t

0
Vε

(
Xε,∞

r

)
dr

)]

≤ lim sup
n→∞

lim sup
ε↓0

sup
x∈(�\Un)ε

Eε,∞
x

[
exp

(
−

ˆ t

0
Vε

(
Xε,∞

r

)
dr

)]
= sup

x∈∂�
EN

x

[
e−LN

t
]
,

for all  > 0. Hence,

lim sup
n→∞

lim sup
ε↓0

sup
s∈[0,T ]

y∈(�\Un)ε

P ε,β
s |f |(y)≤ ‖f ‖C0(�)

(
Ce−C′ δ/

√
t + sup

x∈∂�
EN

x

[
e−LN

t
])
.

Taking the limits →∞ and t→ 0, we conclude the proof by showing that

lim
→∞ sup

x∈∂�
EN

x

[
e−LN

t
]= 0, t > 0.

By (5.1), EN· [e−LN
t ] = P


t 1� ∈ C(�) for t > 0 and  > 0. In view of Lemma A.3(bD) and

Proposition 4.2, we have that lim→∞‖P
t 1� − P D

t 1�‖C(�) = 0, which concludes the proof
of Theorem 3.1 (β < 1) since P D

t 1� ≡ 0 everywhere on ∂�.

6. Proof of Theorem 3.2. Let us now turn to the convergence of the discrete harmonic
profiles hε,β to the continuum ones h∂ , both introduced in Section 3.2. As done in Section 5
for the proof of Theorem 3.1, we divide the proof of Theorem 3.2 according to the boundary
conditions: Section 6.1 is devoted to the case β > 1, Section 6.2 to β = 1, and Section 6.3 to
β < 1. Finally, the same notational conventions adopted in Section 5 hold all throughout this
section.

6.1. Proof of Theorem 3.2: Neumann regime. Throughout this section, fix β > 1. Let

(6.1) h̄ε,β := εd

με(�ε)

∑
x∈�ε

hε,β(x)

denote the spatial average of hε,β , and recall (see Section 3.2)

(6.2) hN = 〈ϑ〉∂� :=
∂�

ϑ dσ�.

By the following triangle inequality

(6.3)
∥∥hε,β − hN

∥∥
L∞(�ε)

≤ ∥∥hε,β − h̄ε,β
∥∥
L∞(�ε)

+ ∣∣h̄ε,β − hN
∣∣,

the desired claim in Theorem 3.2 follows at once from Lemmas 6.1 and 6.2 below.
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LEMMA 6.1. Recall (6.1). Then, limε↓0‖hε,β − h̄ε,β‖L∞(�ε) = 0.

PROOF. Since P
ε,β
t hε,β = hε,β , the triangle inequality yields, for all x ∈�ε and t > 0,

∣∣hε,β(x)− h̄ε,β
∣∣≤ ∣∣∣∣εd ∑

y∈�ε

(
p
ε,∞
t (x, y)

εd
− 1

με(�ε)

)
hε,β(y)

∣∣∣∣
+

∣∣∣∣ ∑
y∈�ε

(
p
ε,β
t (x, y)− p

ε,∞
t (x, y)

)
hε,β(y)

∣∣∣∣+ ∑
z∈∂e�ε

p
ε,β
t (x, z)ϑ(z)

≤ ‖ϑ‖Cb(Rd )

(∥∥∥∥pε,∞
t (x, ·)

εd
− 1

με(�ε)

∥∥∥∥
L1(�ε)

+ 2
(
1− Pε,β

x

(
X

ε,β
t ∈�ε

)))
,

where the last inequality follows from ‖hε,β‖L∞(�ε) ≤ ‖ϑ‖Cb(Rd ), (4.8) and∑
z∈∂e�ε

p
ε,β
t (x, z)= 1− ∑

y∈�ε

p
ε,β
t (x, y)= 1− Pε,β

x

(
X

ε,β
t ∈�ε

)
.

Passing to the supremum over x ∈�ε , the proof ends by taking first ε→ 0 and then t→∞.
Indeed, by Hölder inequality, (2.2) and (4.2),

lim
t→∞ lim sup

ε↓0

∥∥∥∥pε,∞
t (x, ·)

εd
− 1

με(�ε)

∥∥∥∥
L1(�ε)

= 0,

while by (4.6) and the very same argument used in the proof of Lemma 5.1,

lim sup
ε↓0

sup
x∈�ε

1− Pε,β
x

(
X

ε,β
t ∈�ε

)= 0, t > 0. �

LEMMA 6.2. Recall (6.1) and (6.2). Then, limε→0 h̄
ε,β = 〈ϑ〉∂�.

PROOF. Introduce the following function hN
ε :�ε →[0,∞):

hN
ε (x) :=

{〈ϑ〉∂� if x ∈�ε,

ϑ(x) if x ∈ ∂e�ε.

Further observe that, since hε,β and hN
ε coincide on ∂e�ε ,

(6.4) hε,β(x)= hN
ε (x)+

ˆ ∞

0
P

ε,β
t Aε,βhN

ε (x)dt, x ∈�ε.

Hence, by the definitions of h̄ε,β and hN
ε ,

∣∣h̄ε,β − 〈ϑ〉∂�
∣∣= ∣∣∣∣ εd

με(�ε)

∑
x∈�ε

(
hε,β(x)− hN

ε (x)
)∣∣∣∣

=
∣∣∣∣ εd

με(�ε)

∑
x∈�ε

(ˆ ∞

0
P

ε,β
t 1�ε(x)dt

)
Aε,βhN

ε (x)

∣∣∣∣
=

∣∣∣∣ˆ ∞

0
εβ−1

(
εd−1

με(�ε)

∑
x∈∂�ε

P
ε,β
t 1�ε(x)

∑
z∈∂e�ε
z∼x

αxz
ε

(
ϑ(z)− 〈ϑ〉∂�))dt

∣∣∣∣,
where the second identity uses the fact that Aε,βhN

ε = 0 on ∂e�ε and the symmetry of P
ε,β
t

on L2(�ε), while the third one uses that hN
ε is constant on �ε .
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In view of (2.7) and Remark 2.1, the conclusion follows by showing that there exists a
uniformly bounded family (bε)ε ⊂R

+
0 such that

lim sup
ε↓0

∥∥∥∥ εβ−1

με(�ε)

ˆ ∞

0
P

ε,β
t 1�ε(·) dt − bε

∥∥∥∥
L∞(�ε)

= 0.

In particular, by (6.10) and Proposition 6.3(ii), we can choose bε = εβ−1

με(�ε)λ
ε,β
0

, which is uni-

formly bounded by Proposition 6.3(i) (see below). �

6.1.1. Spectral bounds and ground states. We conclude the proof of Theorem 3.2 for β >

1 with a last proposition. Recall, for all β ∈R, the definition of λε,β
0 ≥ 0 in Theorem A.8(b2),

and further define the ground state ψ
ε,β
0 as the unique positive function in L2(�ε) solving

(6.5) −Aε,βψ
ε,β
0 = λ

ε,β
0 ψ

ε,β
0 , ψ

ε,β
0 ∈ arg min

{
Eε,β(f ) : ‖f ‖2

L2(�ε)
= 1

}
.

Finally, set ψε,∞
0 := με(�ε)

−1/21�ε .

PROPOSITION 6.3. For all β > 1, the following properties hold true:

(i) Spectral bound: there exist 0 < λ0 ≤ λ0 such that λ0 ε
β−1 ≤ λ

ε,β
0 ≤ λ0 ε

β−1.

(ii) Ground states: limε↓0‖ψε,β
0 −ψ

ε,∞
0 ‖L∞(�ε) = 0.

PROOF. The upper bound in (i) easily follows by choosing f = ψ
ε,∞
0 in (6.5). We now

show (ii); we set ψ
ε,β
0 := εd

με(�ε)

∑
x∈�ε

ψ
ε,β
0 (x), and claim that

(6.6) lim
ε↓0

∥∥ψε,β
0 −ψ

ε,β
0

∥∥
L∞(�ε)

= 0.

By ψ
ε,β
0 (x)= eλ

ε,β
0 tP

ε,β
t ψ

ε,β
0 (x) for any t ≥ 1, we infer that

(6.7)
∥∥ψε,β

0 −ψ
ε,β
0

∥∥
L∞(�ε)

≤ ∣∣eλε,β
0 t − 1

∣∣∥∥ψε,β
0

∥∥
L∞(�ε)

+ max
x∈�ε

∣∣P ε,β
t ψ

ε,β
0 (x)−ψ

ε,β
0

∣∣,
and, by the domination property (4.8) and (4.1), that

(6.8) sup
ε>0

∥∥ψε,β
0

∥∥
L∞(�ε)

<∞.

The first term on the right-hand side of (6.7) vanishes as ε→ 0 by (6.8) and the upper bound
in (i). Moreover,

∣∣P ε,β
t ψ

ε,β
0 (x)−ψ

ε,β
0

∣∣= ∣∣∣∣εd ∑
y∈�ε

(
p
ε,β
t (x, y)

εd
− 1

με(�ε)

)
ψ

ε,β
0 (y)

∣∣∣∣−→ 0,

uniformly for x ∈ �ε as ε→ 0, which follows by (6.8) and arguing as in Lemma 6.1. This
proves the claim in (6.6). We conclude the proof by (6.6), (6.8), and ‖ψε,β

0 ‖L2(�ε)
= 1, which

implies (ii). We are left with the proof of the lower bound in (i). By (6.5),

λ
ε,β
0 = Eε,β(ψε,β

0

)≥ εβ−1
(
εd−1

∑
x∈∂�ε

αε(x)
(
ψ

ε,β
0 (x)

)2
)
.

By (ii) and (2.7), we have that

lim
ε↓0

εd−1
∑

x∈∂�ε

αε(x)
(
ψ

ε,β
0 (x)

)2 = μ�(�)−1 〈σ∂�|1〉 ∈ (0,∞),

from which the desired claim follows. �
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REMARK 6.4. As a consequence of the domination property (4.8) and the ultracontrac-
tivity in (4.1), by Corollary 5.4 (β ≤ 1) and Proposition 6.3(i) (β > 1), we have that∥∥P ε,β

s

∥∥
L1(�ε)→L∞(�ε)

≤ C exp
(−(εβ−1 ∧ 1

)
s
)
, for s > 1,(6.9)

sup
ε∈(0,1)

∥∥∥∥(εβ−1 ∧ 1
)ˆ ∞

0
P

ε,β
t dt

∥∥∥∥
L∞(�ε)→L∞(�ε)

<∞.(6.10)

6.2. Proof of Theorem 3.2: Robin regime. Recall the definition (3.9) of the discrete har-
monic profile hε,β . By the master equation and (4.6), we have that, for all x ∈ �ε and
z ∈ ∂e�ε ,

(6.11)

pε,β∞ (x, z)=
ˆ ∞

0
εβ−2

∑
y∈∂�ε
z∼y

αyz
ε p

ε,β
t (x, y)dt

=
ˆ ∞

0
εβ−2

∑
y∈∂�ε
z∼y

αyz
ε Eε,∞

x

[
1{y}

(
X

ε,∞
t

)
exp

(
−εβ−1

ˆ t

0
Vε

(
Xε,∞

r

)
dr

)]
dt.

Hence, for x ∈�ε ,

hε,β=1(x)=
ˆ ∞

0
Eε,∞

x

[
V ϑ
ε

(
X

ε,∞
t

)
exp

(
−
ˆ t

0
Vε

(
Xε,∞

r

)
dr

)]
dt +Jε(x),

where V ϑ
ε (x) := ε−11∂�ε(x)ϑ(x)αε(x) and Jε(x) is given by the expression

−1

ε

ˆ ∞

0
Eε,∞

x

[ ∑
y∈∂�ε

1{y}
(
X

ε,∞
t

) ∑
z∈∂e�ε

αyz
ε

(
ϑ(y)− ϑ(z)

)
exp

(
−
ˆ t

0
Vε

(
Xε,∞

r

)
dr

)]
dt.

Furthermore, for all T > 0 and x ∈�ε , we have that

(6.12)

∣∣Jε(x)
∣∣≤ (

sup
y∈∂�ε

∑
z∈∂e�ε
z∼y

αyz
ε

∣∣ϑ(z)− ϑ(y)
∣∣)ˆ T

0
ε−1

∑
y∈∂�ε

p
ε,∞
t (x, y)dt

+ 2‖ϑ‖∞
ˆ ∞

T

Eε,∞
x

[
Vε

(
X

ε,∞
t

)
exp

(
−
ˆ t

0
Vε

(
Xε,∞

r

)
dr

)]
dt.

The first term on the right-hand side vanishes by the uniform continuity of ϑ , (2.11), and
(4.3); by (4.9), (4.6), and (6.9), the second term is controlled by e−λ0T .

Now, recall the stochastic representation (3.13) of h=1 :�→[0,∞). Then, for all T > 1,
by (5.3) and (6.12) we obtain that

lim sup
ε↓0

∥∥hε,β − h=1∥∥
L∞(�ε)

≤ lim sup
ε↓0

‖Jε‖L∞(�ε) ≤ 2‖ϑ‖∞Ce−λ0T .

Taking the limit as T →∞, we conclude the proof.

6.3. Proof of Theorem 3.2: Dirichlet regime. Throughout this section, fix β < 1. We
divide the proof into two main parts. In the first part we treat the case of smooth domains and
smooth boundary data, while in the second part we prove the claim for � a bounded Lipschitz
domain case with continuous boundary data.
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6.3.1. Case of bounded smooth domain � and smooth boundary data ϑ . Provided that
� is a bounded C∞-domain and the (nonnegative) boundary datum ϑ is in C∞(Rd), then
there exists a unique C∞(�)-solution, say hD, of the corresponding Dirichlet problem on �

(see, e.g., [44], Theorem 2.5.1.1). On �ε , we define the function

(6.13) hD
ε := 1�εh

D + 1∂e�εϑ,

and note that we have the decomposition hε,β = hD
ε +

´∞
0 P

ε,β
t Aε,βhD

ε dt . The claim of The-

orem 3.2 (β < 1) follows from limε↓0‖
´∞

0 P
ε,β
t Aε,βhD

ε dt‖L∞(�ε) = 0.
By �hD = 0 on �, hD ∈ C3(�) and (2.6), there exists C = C(�,hD) > 0 such that

(6.14)
∥∥�εh

D
∥∥
L∞(�ε\∂�ε)

≤ Cε,
∥∥Aε,βhD

ε

∥∥
L∞(∂�ε)

≤ C
(
ε−1 ∨ εβ−1).

As a consequence, we obtain∥∥∥∥ˆ ∞

0
P

ε,β
t Aε,βhD

ε dt
∥∥∥∥
L∞(�ε)

≤ sup
x∈�ε

∣∣∣∣ˆ ∞

0

∑
y∈�ε\∂�ε

p
ε,β
t (x, y)�εh

D
ε (y)dt

∣∣∣∣+ sup
x∈�ε

∣∣∣∣ˆ ∞

0

∑
y∈∂�ε

p
ε,β
t (x, y)Aε,βhD

ε (y)dt
∣∣∣∣

≤ C

(
ε

∥∥∥∥ˆ ∞

0
P

ε,β
t dt

∥∥∥∥
L∞(�ε)→L∞(�ε)

+ (
ε−1 ∨ εβ−1) sup

x∈�ε

ˆ ∞

0

∑
y∈∂�ε

p
ε,β
t (x, y)dt

)
.

We conclude the proof by (6.10) and (5.8).

6.3.2. General case. Recall from Section 3.2 that the Dirichlet problem (3.11) with
boundary condition ϑ |∂� ∈ C(∂�) (see (3.12)) admits a unique solution hD with hD ∈
C(�) ∩ C∞(�). Further, recall from Section 5.3.2 the approximating smooth sets Un ↗ �,
corresponding stopped semigroups P

D,n
t and P

ε,n
t , as well as (� \Un)ε :=�ε \ (�ε ∩Un).

Then, for all n ∈N, consider the harmonic profile hε,n :�ε →[0,∞) associated to P
ε,n
t with

boundary data hD on (� \Un)ε , that is,

(6.15) hε,n(x) := lim
t→∞P

ε,n
t hD(x), x ∈�ε.

Note that hε,n = hD on (� \Un)ε . By the smoothness of the domains Un and of the boundary
data hD|∂Un , the arguments in Section 6.3.1 ensure

(6.16) lim
ε↓0

∥∥hε,n − hD
∥∥
L∞(�ε)

= lim
ε↓0

∥∥hε,n − hD
∥∥
L∞(�ε∩Un)

= 0, n ∈N.

To conclude the proof, we will show that

(6.17) lim
n→∞ lim sup

ε↓0

∥∥hε,β − hε,n
∥∥
L∞(�ε)

= 0.

Recall hD
ε from (6.13); then, by the strong Markov property,

(6.18)
∥∥hε,β − hε,n

∥∥
L∞(�ε)

≤ sup
y∈(�\Un)ε

∣∣P ε,β∞ hD
ε (y)− hD

ε (y)
∣∣, n ∈N.

For every δ > 0, let wδ(h
D) denote the δ-modulus of continuity of hD ∈ C(�); then, for

fixed n ∈N, and for all ε ∈ (0,1) small enough, by (2.11) and the uniform continuity of ϑ ,

(6.19)
∥∥P ε,β∞ hD

ε − hD
ε

∥∥
L∞((�\Un)ε)

≤w2δ
(
hD)+ 2‖ϑ‖Cb(Rd ) sup

y∈(�\Un)ε

∑
z∈∂e�ε|z−y|≥δ

pε,β∞ (y, z).

27



Define, for all δ > 0 and y ∈� (cf. (4.7)),

(6.20) V
δ,y

ε (x) := ε−11x∈∂�ε1|x−y|≥δ/2 αε(x), x ∈�ε.

Hence, by (6.11) and (4.6), for y ∈ (� \Un)ε ,∑
z∈∂e�ε|z−y|≥δ

pε,β∞ (y, z)≤
ˆ ∞

0
εβ−2

∑
x∈∂�ε|x−y|≥δ/2

pε,β
s (y, x)αε(x)ds

=
ˆ ∞

0
Eε,∞

y

[
εβ−1 V

δ,y

ε

(
Xε,∞

s

)
exp

(
−εβ−1

ˆ s

0
Vε

(
Xε,∞

r

)
dr

)]
ds.

Split the above integral at a fixed time t > 0. By V
δ,y

ε ≤ Vε ,

sup
y∈(�\Un)ε

ˆ ∞

t

Eε,∞
y

[
εβ−1 V

δ,y

ε

(
Xε,∞

s

)
exp

(
−εβ−1

ˆ s

0
Vε

(
Xε,∞

r

)
dr

)]
ds

≤ sup
y∈(�\Un)ε

ˆ ∞

t

Eε,∞
y

[
εβ−1 Vε

(
Xε,∞

s

)
exp

(
−εβ−1

ˆ s

0
Vε

(
Xε,∞

r

)
dr

)]
ds .

By (4.9), arguing as in the proof of Theorem 3.1 (β < 1, end of Section 5.3.2), the right-
hand side above vanishes as ε→ 0, n→∞, for fixed t > 0. On the other hand, again by
V

δ,y

ε ≤ Vε ,

sup
y∈(�\Un)ε

ˆ t

0
Eε,∞

y

[
εβ−1 V

δ,y

ε

(
Xε,∞

s

)
exp

(
−εβ−1

ˆ s

0
Vε

(
Xε,∞

r

)
dr

)]
ds

≤ sup
y∈(�\Un)ε

ˆ t

0
Eε,∞

y

[
εβ−1 V

δ,y

ε

(
Xε,∞

s

)
exp

(
−εβ−1

ˆ s

0
V

δ,y

ε

(
Xε,∞

r

)
dr

)]
ds,

which, by (4.9) and (4.4), vanishes (uniformly in ε and n) as t → 0. Combining these esti-
mates with (6.18) and (6.19), we obtain (6.17). This concludes the proof of Theorem 3.2.

7. Proofs of Theorems 3.8, 3.9, and 3.10. In this section we prove the hydrodynamic
and hydrostatic limits (Theorems 3.8 and 3.9, respectively), as well as Theorem 3.10 on
stationary correlations. While Section 7.1 presents the auxiliary dual processes and some of
their main properties, the proofs of Theorems 3.8, 3.9, and 3.10 are the subjects of Section
7.2, Section 7.3, and Section 7.4, respectively.

7.1. Dual particle systems, duality functions, and properties. For fixed k, � ∈N,

x := (x1, . . . , xk) ∈ (�ε)
k, and y := (y1, . . . , y�) ∈ (�ε)

�,

we define

(7.1)

x̂i := (x1, . . . , xi−1, xi+1, . . . , xk) ∈ (�ε)
k−1,

xy
i := (x1, . . . , xi−1, y, xi+1, . . . , xk) ∈ (�ε)

k, i ∈ {1, . . . , k}, y ∈�ε,

x : y := (x1, . . . , xk, y1, . . . , y�) ∈ (�ε)
k+�,

and, for all ω ∈R
(�ε)

k
,

ω[x] :=
k∏

i=1

(
ω(xi)+ σ

i−1∑
j=1

1xj (xi)

)
,(7.2)

ω[y|x] :=
{
ω[x : y]/ω[x] if ω[x] �= 0,

1 otherwise.
(7.3)

Note that 1�ε [·] : (�ε)
k →R, whereas 1�ε(·) : �ε →R.
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7.1.1. Particle dynamics. For all β ∈ R, we denote by ((Xε,β,k
t )t≥0, (P

ε,β,k
x )x∈(�ε)k

) the
continuous-time Markov chain in the Skorokhod space D(R+0 ; (�ε)

k) with generator

(7.4)

Aε,β,kf (x) := ε−2
∑
x∈�ε

∑
y∈�ε
y∼x

k∑
i=1

1xi (x)1�ε [y|x̂i](f (
xy
i

)− f (x)
)

+ εβ−2
∑

x∈∂�ε

∑
z∈∂e�ε
z∼x

αxz
ε

k∑
i=1

1xi (x)
(
f
(
xz
i

)− f (x)
)
.

We further let (P
ε,β,k
t )t≥0 be the corresponding Markov semigroup on R

(�ε)
k
, with corre-

sponding heat kernel

(7.5) p
ε,β,k
t (x,y) := Pε,β,k

x
(
Xε,β,k

t = y
)
.

REMARK 7.1 (Accessible configurations). When σ =−1, configurations x ∈ (�ε)
k for

which xi = xj ∈�ε for some i, j ∈ {1, . . . , k}, i �= j , are inaccessible since 1�ε [x] = 0, hence
they could be discarded; when σ = 1, all configurations are accessible. In order to keep track
of possible restrictions, we let �

k
ε :=�

k,σ
ε , resp. �k

ε :=�k,σ
ε , denote the subset of accessible

configurations in (�ε)
k , resp. (�ε)

k .

Note that Aε,β,k with k = 1 coincides with the generator Aε,β in (3.2), while for k ≥ 2 the
process Xε,β,k

t describes the position of k (labeled) particles diffusively evolving and inter-
acting on �ε , until eventually—and independently—absorbed in ∂e�ε at rates proportional
to εβ−2. When σ =−1, resp. σ = 1, particles undergo the exclusion, resp. inclusion, interac-
tion rule. Moreover, since this Markovian dynamics does not depend on the particles’ labels

but only on their positions, the projection of P ε,β,k
t onto symmetric functions f ∈R

�
k
ε

sym again
corresponds to a Markov process.

For every k ∈ N, Aε,β,k , and P
ε,β,k
t globally fix the space of all functions identically van-

ishing on ∂e�
k
ε :=�

k
ε \�k

ε . As already done for the case k = 1, we identify the latter space
with Lp(�k

ε) for any p ∈ [1,∞], endowed with the (weighted) norm

‖f ‖p
Lp(�k

ε)
:= εkd

∑
x∈�k

ε

∣∣f (x)
∣∣p1�ε [x], p ∈ [1,∞), ‖f ‖L∞(�k

ε)
:= sup

x∈�k
ε

∣∣f (x)
∣∣.

Further note that Aε,β,k and the corresponding semigroup are self-adjoint in L2(�k
ε).

7.1.2. Duality and consistency. For η ∈
ε , we define inductively on k ∈N the functions
on �

k
ε

(7.6)

D(y,η) :=
{
η(y) if y ∈�ε,

ϑ(y) if y ∈ ∂e�ε,
and for x ∈�k

ε,

D(x : y, η) :=D(x, η)×
⎧⎪⎨⎪⎩
η(y)−∑k

i=1 1xi (y)

1�ε [y|x]
if y ∈�ε,

ϑ(y) if y ∈ ∂e�ε.

For each σ ∈ {−1,1}, such functions serve as duality functions between the processes Xε,β,k
t

and the corresponding particle system η
ε,β
t , namely,

(7.7) E
ε,β
η

[
D
(
x, ηε,β

t

)]= P
ε,β,k
t D(·, η)(x), η ∈
ε,x ∈�

k
ε, t ≥ 0.
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In view of this relation between η
ε,β
t and Xε,β,k

t , the latter processes are usually referred to as
the dual processes [17, 33].

The following “consistency” property for the corresponding unlabeled particle systems is
well known (see, e.g., [18, 33] for a proof).

PROPOSITION 7.2 (Consistency, [18]). For every k ∈ N, let J ε,k : R�
k
ε → R

�
k+1
ε be the

annihilation operator

(7.8) J ε,kf (x) :=
k+1∑
i=1

f (x̂i ), f ∈R
�

k
ε ,x ∈�

k+1
ε .

Then,

(7.9) P
ε,β,k+1
t J ε,kf = J ε,kP

ε,β,k
t f, f ∈R

�
k
ε

sym, t ≥ 0.

7.1.3. Ultracontractivity and moment estimates. In this section, we prove that the semi-
groups associated to finitely-many SIP dual particles on lattice approximations of bounded
Lipschitz domains are uniformly ultracontractive (Proposition 7.3); this result is of indepen-
dent interest (see Remark 7.5 below for the SEP analogue), and yields effective estimates on
the moments of the particle systems η

ε,β
t (Corollary 7.6).

PROPOSITION 7.3 (Ultracontractivity for the k-particle semigroup, σ = 1). For ev-
ery k ∈N, there exists C = C(�,d, k) > 0 such that

(7.10)
∥∥P ε,k

t f
∥∥
L∞(�k

ε)
≤ C

(
1+ t−kd/2)‖f ‖L1(�k

ε)
, f ∈R

�k
ε , t > 0.

The proof of Proposition 7.3 goes through establishing a Nash inequality for the dual SIP
Xε,k

t . We achieve this by comparing P
ε,k
t with (P ε

t )
⊗k , that is, the semigroup corresponding to

a system of k independent copies of the random walk Xε
t . This is the content of the following

lemma.

LEMMA 7.4 (Comparison of norms and Dirichlet forms, σ = 1). For every k ∈N,

(7.11) ‖f ‖Lp(�ε)⊗k ≤ ‖f ‖Lp(�k
ε)
≤ (k!)1/p‖f ‖Lp(�ε)⊗k , f ∈R

�k
ε ,p ∈ [1,∞),

and

(7.12) Eε,k
⊗ (f )≤ Eε,k(f ), f ∈R

�k
ε ,

where Eε,k
⊗ , resp. Eε,k , denotes the Dirichlet form associated to (P ε

t )
⊗k , resp. P ε,k

t .

PROOF. The inequality (7.11) follows at once from the definition of the spaces Lp(�k
ε)

and the fact that, letting 1�ε [x] be as in (7.2) with 1�ε in place of ω,

(7.13) 1≤ 1�ε [x] ≤ k!, x ∈�k
ε.

The claim in (7.12) follows by the first inequality in (7.13) and a straightforward comparison
of the jump rates rε,k and r

ε,k
⊗ of k inclusion and k independent particles, respectively: for all

x ∈�k
ε , y ∈�ε , and i = 1, . . . , k (cf. (7.4)),

rε,k
(
x,xy

i

) := ∑
x∈�ε

1xi (x)
(
ε−2 1�ε(y)1x∼y

(
1+ 1�ε [y|x̂i])+ εβ−2 1∂e�ε(y)α

xy
ε

)
≥ ∑

x∈�ε

1xi (x)
(
ε−2 1�ε(y)1x∼y + εβ−2 1∂e�ε(y)α

xy
ε

)=: rε,k⊗ (
x,xy

i

)
.

This concludes the proof of the lemma. �
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PROOF OF PROPOSITION 7.3. For i = 1, . . . ,5 let Ci = Ci(�,d, k) > 0. By tensoriza-
tion of (4.1),∥∥(P ε

t

)⊗k
f
∥∥
L∞(�ε)⊗k ≤C1

(
1+ t−kd/2)‖f ‖L1(�ε)⊗k , f ∈R

�k
ε , t > 0.

By self-adjointness of (P ε
t )
⊗k
t in (L2(�ε))

⊗k , the latter inequality is equivalent to (see, e.g.,
[65], Theorem 2.3.7)

‖f ‖2(1+1/kd)
L2(�ε)⊗k ≤ C2

(
Eε,k
⊗ (f )+C3‖f ‖2

L2(�ε)⊗k

)‖f ‖4/kd
L1(�ε)⊗k , f ∈R

�k
ε .

By comparison, Lemma 7.4 yields the following Nash inequality

‖f ‖2(1+1/kd)
L2(�k

ε)
≤ C4

(
Eε,k(f )+C5‖f ‖2

L2(�k
ε)

)‖f ‖4/kd
L1(�k

ε)
, f ∈R

�k
ε ,

which implies the desired claim (see, e.g., [65], Theorem 2.3.4). �

REMARK 7.5 (Ultracontractivity for the k-particle semigroup, σ = −1). As observed
in, for example, [55], Remark 2, the claim in Proposition 7.3 holds also for SEP. Indeed,
recalling (7.6), Liggett’s comparison inequality [58], Proposition VIII.1.7, implies

(7.14) P
ε,k
t D(·, η)(x)≤ (

P ε
t

)⊗k
D(·, η)(x), t ≥ 0,x ∈�

k
ε, η ∈
ε,ϑ ∈ [0,1]∂e�ε .

As a consequence, letting Sk denote the symmetric group of degree k (recall (7.5)),

(7.15) p
ε,k
t (x,y)≤ ∑

ς∈Sk

pε
t (x1, yς(1)) · · ·pε

t (xk, yς(k)), t ≥ 0,x,y ∈�
k
ε.

By combining this with (4.1), the desired claim follows.

We conclude this section by deriving useful moment estimates for the particle systems
η
ε,β
t . In what follows, unless specified otherwise, σ = ±1, and (νε)ε represents a family of

generic probability distributions on (
ε)ε . Moreover, β ∈R is fixed and suppressed from the
notation, while E

ε
νε

denotes expectation with respect to the law of ηε
t with ηε

0 distributed as
νε .

COROLLARY 7.6. For every k ∈N, there exists C = C(�,d, k,ϑ) > 0 such that

sup
x∈�k

ε

E
ε
νε

[
k∏

i=1

ηε
t (xi)

]
≤ C

(
1+ t−kd/2)(1+Eνε

[‖η‖k
L1(�ε)

])
,(7.16)

sup
s≥0

E
ε
νε

[∥∥ηε
s

∥∥k
L1(�ε)

]≤ C
(
1+Eνε

[‖η‖k
L1(�ε)

])
,(7.17)

and

(7.18) sup
s≥0

sup
x∈�k

ε

E
ε
νε

[
k∏

i=1

ηε
s (xi)

]
≤C

(
1+ sup

x∈�k
ε

Eνε

[
k∏

i=1

η(xi)

])

hold true for all t > 0 and (νε)ε .

PROOF. All claims are trivial for SEP (σ = −1) due to the maximal occupancy of one
particle per site; hence, fix σ = 1 all throughout this proof.

We start by proving

(7.19) sup
x∈�k

ε

P
ε,k
t D(·, η)(x)≤ C

(
1+ t−kd/2)(1+ ‖η‖k

L1(�ε)

)
, t > 0, η ∈
ε,
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for every k ∈ N, from which the claim in (7.16) follows (up to redefining the constants).
Indeed, for all x ∈�k

ε and η ∈
ε ,

k∏
i=1

η(xi)=
k∑

�=0

∑
y∈��

ε
y≤x

a(x,y)1�ε [y]D(y, η),

for some nonnegative a(x,y)≤ C1 = C1(k). Thus, for some C2 = C2(k) > 0, by (7.7),

sup
x∈�k

ε

E
ε
νε

[
k∏

i=1

ηε
t (xi)

]
≤ C2 max

�≤k
sup

y∈��
ε

E
ε
νε

[
D
(
y, ηε

t

)]
= C2 max

�≤k
sup

y∈��
ε

ˆ
η∈
ε

P
ε,�
t D(·, η)(y) νε(dη).

Let us prove (7.19) by induction on k ∈N. For k = 1,

sup
x∈�ε

P ε
t D( · , η)(x)≤ sup

x∈�ε

P ε
t

(
D(·, η)1�ε

)
(x)+ sup

x∈�ε

P ε
t

(
D( · , η)1∂e�ε

)
(x)

≤ C
(
1+ t−d/2)∥∥D(·, η)∥∥L1(�ε)

+ ‖ϑ‖Cb(Rd ).

Here, the last step is a consequence of (7.10) with k = 1 and f = D(·, η)1�ε ∈ R
�ε ,

‖D(·, η)1�ε‖L1(�ε)
= ‖η‖L1(�ε)

and D(·, η)1∂e� ≤ ‖ϑ‖Cb(Rd ).
Assume now that (7.19) holds for k ∈N; then,∥∥P ε,k+1

t D(·, η)∥∥
L∞(�k+1

ε )
≤ ∥∥P ε,k+1

t

(
D(·, η)1

�k+1
ε

)∥∥
L∞(�k+1

ε )

+ ∥∥P ε,k+1
t

(
D(·, η)1

∂e�
k+1
ε

)∥∥
L∞(�k+1

ε )
, t > 0.

For the first term on the right-hand side above, we apply (7.10) with f = D(·, η)1
�k+1

ε
∈

R
�k+1

ε and use that ‖D(·, η)1
�k+1

ε
‖
L1(�k+1

ε )
≤ ‖η‖k+1

L1(�ε)
to obtain that∥∥P ε,k+1(D(·, η)1

�k+1
ε

)∥∥
L∞(�k+1

ε )
≤ C

(
1+ t (k+1)d/2)(1+ ‖η‖k+1

L1(�ε)

)
, t > 0.

For the second term, recall (7.9); then, for all x ∈�k+1
ε ,

D(x, η)1∂e�k
ε
(x)=

k+1∑
i=1

D(x̂i , η)ϑ(xi)1∂e�ε(xi)≤ ‖ϑ‖Cb(Rd )J
ε,kD(·, η)(x).

Since D(·, η) are symmetric functions of the particles’ labels, (7.9) yields∥∥P ε,k+1(D(·, η)1
∂e�

k+1
ε

)∥∥
L∞(�k+1

ε )

≤ ‖ϑ‖Cb(Rd )

∥∥P ε,k+1
t J ε,kD(·, η)∥∥

L∞(�k+1
ε )

= ‖ϑ‖Cb(Rd )

∥∥J ε,kP
ε,k
t D(·, η)∥∥

L∞(�k+1
ε )

≤ ‖ϑ‖Cb(Rd )(k + 1)
∥∥P ε,k

t D(·, η)∥∥L∞(�k
ε)
, t > 0.

By the induction hypothesis on t �→ ‖P ε,k
t D(·, η)‖L∞(�k

ε)
, rearranging all constants (which

depend only on �, d , k + 1 and ϑ) concludes the proof of the claim in (7.16).
The claim in (7.17) follows by an analogous induction argument employing (7.9), while

the claim in (7.18) is an immediate consequence of duality and the maximum principle for
the semigroups P

ε,�
t for �≤ k. �
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7.2. Proof of Theorem 3.8. In what follows, β ∈R and T > 0 are fixed and, for notational
convenience, we omit the specification of β ∈ R; the evaluation operator �ε introduced in
Section 3.1.3 is omitted as well whenever no confusion may arise. Recall that, for (νε)ε given
as in Theorem 3.8, Pε

νε
and E

ε
νε

denote the laws and corresponding expectations of the particle
system ηε

t introduced in Section 2.2 with ηε
0 distributed as νε . Further, let Fε

t = (Fε
t )t≥0

denote the natural filtration associated to the process ηε
t .

In this section we prove that, for all n ∈N, 0≤ t1 ≤ · · · ≤ tn, and f1, . . . , fn ∈ C∂ ,

(7.20) lim
ε↓0

P
ε
νε

(∣∣(〈X ε
t1

∣∣f1
〉
, . . . ,

〈
X ε

tn

∣∣fn

〉)− (〈
ut1 |f1

〉
, . . . ,

〈
utn |fn

〉)∣∣≥ δ
)= 0, δ > 0.

Key facts in our proof are the convergences in Theorems 3.1 and 3.2, as well as the duality
relations in Section 7.1. In order to illustrate this, note that (7.6) and (7.7) with k = 1 yield

E
ε
νε

[
ηε
t (x)|Fε

s

]= P ε
t−sD

(·, ηε
s

)
(x) and E

ε
νε

stat

[
ηε
t (x)

]= lim
r→∞E

ε
νε

[
ηε
r (x)

]= hε(x),

for all 0≤ s ≤ t and x ∈�ε . Since P ε
t−sh

ε = hε and

ηε
t (x)=

(
ηε
t (x)−E

ε
νε

[
ηε
t (x)|Fε

s

])+ P ε
t−s

(
D
(·, ηε

s

)− hε)(x)+ hε(x),

we have a decomposition of the corresponding fields into three terms:

(7.21)

〈
X ε

t |�εf
〉= 〈

X ε
t −E

ε
νε

[
X ε

t |Fε
s

]|�εf
〉

+ 〈
X ε

s − hεμε|P ε
t−s�εf

〉+ 〈
hεμε|�εf

〉
, 0≤ s ≤ t, f ∈ C∂ .

We stress that for the rewriting of the second term on the right-hand side above we cru-
cially exploited the symmetry of P ε

t−s in L2(�ε) and the fact that both functions D(·, η)− hε

and �εf on �ε identically vanish on ∂e�ε (the second one by definition of �ε).
Setting s = 0 in (7.21), we get, for all t ≥ 0 and f ∈ C∂ , convergence in probability of the

real-valued random variables (〈X ε
t |f 〉)ε to

〈ut |f 〉 = 〈
π0 − h∂μ�

∣∣P ∂
t f

〉+ 〈
h∂μ�

∣∣f 〉
through the following steps:

• by Theorems 3.1 and 3.2, 〈hεμε|P ε
t f 〉→ 〈h∂μ�|P ∂

t f 〉 and 〈hεμε|f 〉→ 〈h∂μ�|f 〉;
• by Markov inequality, the first estimate in Assumption 3.6, and Theorem 3.1,

lim
ε↓0

P
ε
νε

(∣∣〈X ε
0 |P ε

t f − P ∂
t f

〉∣∣≥ δ
)= 0, δ > 0;

• since P ∂
t : C∂ → C∂ , Assumption 3.7 on (νε)ε ensures that

lim
ε↓0

P
ε
νε

(∣∣〈X ε
0

∣∣P ∂
t f

〉− 〈
π0

∣∣P ∂
t f

〉∣∣≥ δ
)= 0, δ > 0;

• Assumption 3.6 and Lemma 7.9 (cf. Section 7.2.1 below) yield

(7.22) lim
ε↓0

E
ε
νε

[(〈
X ε

t −E
ε
νε

[
X ε

t |Fε
0
]|f 〉)2]= 0.

Since convergence in probability of marginals implies convergence in probability of finite-
dimensional distributions, this would prove (7.20), thus, Theorem 3.8.
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7.2.1. Proof of (7.22). In this section we prove (7.22) in two steps (Lems. 7.7 and 7.9),
thus, concluding the proof of Theorem 3.8.

First, recall the definition of the infinitesimal generator Lε in (2.14) and that of duality
functions in (7.6). Define, for all η ∈
ε ,

(7.23) Vε((x, y), η) :=D(x,η)+D(y,η)+ 2σD
(
(x, y), η

)
, (x, y) ∈�

k=2
ε .

The functions in (7.23) show up when computing the second moments of the empirical den-
sity fields. Indeed, by expanding

Lε(〈X ε
t |f

〉)2 − 2
〈
X ε

t |f
〉
Lε〈X ε

t |f
〉
,

a simple manipulation yields, for all η ∈
ε and f ∈ C∂ ,

(7.24) E
ε
η

[(〈
X ε

t −E
ε
η

[
X ε

t

]|f 〉)2]= ˆ t

0
Gε
r,t (f, η) dr, t ≥ 0,

where

Gε
r,t (f, η) :=

εd

2

∑
x,y∈�ε
x∼y

(∇ε
x,yP

ε
t−rf

)2(
εd Eε

η

[
Vε((x, y), ηε

r

)])

+ εd−1
∑

x∈∂�ε

εβ−1(P ε
t−rf (x)

)2 ∑
z∈∂e�ε
z∼x

αxz
ε

(
εd Eε

η

[
Vε((x, z), ηε

r

)])
.

Note that, when σ =−1, the deterministic upper bound Vε ≤ 2 holds, while no such a bound
exists when σ = 1.

LEMMA 7.7. Let (νε)ε be a family of probability measures on (
ε)ε . Then, for every
f ∈ C∂ , there exists C = C(�,ϑ,f ) > 0 such that

(7.25)
E

ε
νε

[(〈
X ε

t −E
ε
νε

[
X ε

t |Fε
s

]|f 〉)2]
≤ C

(
φε,k=2
s,r

(∥∥f − P ε
r−sf

∥∥
L∞(�ε)

+ φ
ε,k=2
r,t

))
holds for all 0≤ s ≤ r ≤ t , where φε,k

u,u := 0 and

(7.26) φε,k
u,v := εkd/2

(
1+ sup

τ∈[u,v]
sup

x∈�k
ε

E
ε
νε

[
k∏

i=1

ηε
τ (xi)

])
, 0≤ u < v.

PROOF. Splitting the time integrals in (7.24) and recalling the definition of the Dirichlet
form in (3.5), Hölder inequality yields

(7.27)

E
ε
νε

[(〈
X ε

t −E
ε
νε

[
X ε

t |Fε
s

]|f 〉)2]
≤ ξε,k=2

s,r

ˆ r−s

0
Eε(P ε

t−s−uf
)

du+ ξ
ε,k=2
r,t

ˆ t−s

r−s

Eε(P ε
t−s−uf

)
du,

where

ξε,k=2
u,v := εd sup

τ∈[u,v]
sup

x∈�k=2
ε

E
ε
νε

[
Vε(x, ηε

τ

)]
.

Confronting with φε,k=2
u,v given in (7.26), we have (up to a universal constant depending only

on � and ϑ)

(7.28) ξε,k=2
u,v � φε,k=2

u,v , 0≤ u < v.

Integrating over time the terms in the right-hand side of (7.27), we get the claim in (7.25),
thus, concluding the proof of the proposition. �
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REMARK 7.8 (Properties of φε,k in (7.26)). If the family (νε)ε satisfies Assumption 3.6,
Corollary 7.6 ensures that, for all t > 0 and r ∈ (0, t),

(7.29) sup
ε

sup
0≤u≤v

φε,k=2
u,v <∞ and lim

ε↓0
φ
ε,k=2
r,t = 0.

By combining the above result, the following triangle inequality

(7.30)
∥∥f − P ε

r−sf
∥∥
L∞(�ε)

≤ ∥∥f − P ∂
r−sf

∥∥
C∂ + sup

τ∈[0,t]
∥∥P ε

τ f − P ∂
τ f

∥∥
L∞(�ε)

,

and the convergence of semigroups in Theorem 3.1, we derive the following lemma.

LEMMA 7.9. Let (νε)ε satisfy Assumption 3.6. Then (7.22) holds for all t > 0 and f ∈
C∂ .

PROOF. Fix t > 0 and f ∈ C∂ . Then, by Remark 7.8, (7.25) in Lemma 7.7 with s = 0
and r ∈ (0, t), (7.30) and Theorem 3.1,

(7.31) lim
ε↓0

E
ε
νε

[(〈
X ε

t −E
ε
νε

[
X ε

t |Fε
0
]|f 〉)2]≤ C

(
sup
ε

sup
u≥0

φ
ε,k=2
0,u

)∥∥f − P ∂
r f

∥∥
C∂ .

By the strong continuity of the semigroup P ∂
t on C∂ , letting r→ 0 concludes the proof. �

7.3. Proof of Theorem 3.9. This section is devoted to the proof of the hydrostatic limit.
We recall that, by definition of νε,β

stat and duality (see Section 2.2.2 and (7.7), respectively),

(7.32) hε,β(x)= E
ν
ε,β
stat

[
η(x)

]
, x ∈�ε.

Thus, by the triangle inequality, the convergence of the discrete harmonic profiles in Theo-
rem 3.2 and Markov’s inequality, Theorem 3.9 follows from

(7.33) lim
ε↓0

E
ν
ε,β
stat

[(
εd

∑
x∈�ε

(
η(x)− hε,β(x)

)
f (x)

)2]
= 0.

The above identity is a consequence of Lemma 7.10 below.

LEMMA 7.10. There exists C = C(ϑ) > 0 such that, for every f ∈R
�ε ,

E
ν
ε,β
stat

[(
εd

∑
x∈�ε

(
η(x)− hε,β(x)

)
f (x)

)2]
≤ C εd ‖f ‖L∞(�ε)‖f ‖L1(�ε)

.

PROOF. Recall the definition of the semigroups P
ε,β,k
t and (P

ε,β
t )⊗k from Section 7.1.1

and Section 7.1.3, respectively. Note that

lim
t→∞P

ε,β,k=2
t D( · , η)= lim

t→∞P
ε,β,k=2
t

(
hε,β ⊗ hε,β)

on �
k=2
ε , since we have D((x, y), η)= (hε,β ⊗ hε,β)(x, y)= ϑ(x)ϑ(y) for x, y ∈ ∂e�ε . By

duality (see (7.6)–(7.7) as well as (7.2)) with k = 1 and k = 2, and stationarity of ν
ε,β
stat , we

obtain that

E
ν
ε,β
stat

[(
εd

∑
x∈�ε

(
η(x)− hε,β(x)

)
f (x)

)2]

= εd
(
εd

∑
x∈�ε

hε,β(x)
(
1+ σhε,β(x)

)
f (x)2

)

+ lim
t→∞

〈(
P

ε,β,k=2
t − P

ε,β
t ⊗ P

ε,β
t

)(
hε,β ⊗ hε,β)|f ⊗ f

〉
L2(�k=2

ε ).
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Since supε‖hε,β‖L∞(�ε) ≤ ‖ϑ‖Cb(Rd ) <∞, the first term on the right-hand side is smaller
than Cεd‖f ‖2

L2(�ε)
≤ Cεd‖f ‖L∞(�ε)‖f ‖L1(�ε)

, for some C = C(ϑ) > 0. As for the second

term, by the integration by parts formula (here: Aε,β ⊕Aε,β :=Aε,β ⊗ 1+ 1⊗Aε,β )(
P

ε,β,k=2
t − P

ε,β
t ⊗ P

ε,β
t

)(
hε,β ⊗ hε,β)

=
ˆ t

0
P

ε,β,k=2
t−s

(
Aε,β,k=2 −Aε,β ⊕Aε,β)(P ε,β

s hε,β ⊗ P ε,β
s hε,β)ds,

and P
ε,β
s hε,β = hε,β , we obtain that

(7.34)

Rε,β := lim
t→∞

〈(
P

ε,β,k=2
t − P

ε,β
t ⊗ P

ε,β
t

)(
hε,β ⊗ hε,β)|f ⊗ f

〉
L2(�k=2

ε )

= σεd
(
εd

2

∑
x,y∈�ε
x∼y

(∇ε
x,yh

ε,β)2
(ˆ ∞

0
2P

ε,β,k=2
t (f ⊗ f )(x, y)dt

))
.

In the above identity, we used the explicit form of Aε,β,k=2−Aε,β ⊕Aε,β (see (7.4)), the fact
that both (Aε,β,k=2−Aε,β ⊕Aε,β)(hε,β ⊗hε,β) and f ⊗f identically vanish on ∂e�

k=2
ε and

the symmetry of P ε,β,k=2
t−s in L2(�k=2

ε ). Since σ ∈ {−1,1},

(7.35) Rε,β ≤ εd
(
εd

2

∑
x,y∈�ε
x∼y

(∇ε
x,yh

ε,β)2
(ˆ ∞

0
2P ε,β,k=2

t

(|f | ⊗ |f |)(x, y)dt
))

.

Furthermore, for all x, y ∈�ε and t ≥ 0,

(7.36)
2P ε,β,k=2

t

(|f | ⊗ |f |)(x, y)≤ ‖f ‖L∞(�ε)P
ε,β,k=2
t

(|f | ⊗ 1�ε
+ 1�ε

⊗ |f |)(x, y)
= ‖f ‖L∞(�ε)

(
P

ε,β
t |f |(x)+ P

ε,β
t |f |(y)),

where the last identity follows from (7.9). Now, define

(7.37) gε,β(x) :=
ˆ ∞

0
P

ε,β
t |f |(x)dt, x ∈�ε,

and let Γ ε,β=∞(hε,β) denote the carré du champ associated to Aε,β=∞ acting on hε,β

(cf. (3.27)), namely, Γ ε,β=∞(hε,β) := 0 on ∂e�ε and

(7.38)

2Γ ε,β=∞(
hε,β)(x) :=Aε,+∞(

hε,β)2
(x)− 2hε,β(x)Aε,+∞hε,β(x)

= ∑
y∈�ε
y∼x

(∇ε
x,yh

ε,β)2
, x ∈�ε.

Hence, the inequality in (7.36) yields

(7.39) Rε,β ≤ εd‖f ‖L∞(�ε)

(
εd

∑
x∈�ε

gε,β(x)2Γ ε,β=∞(
hε,β)(x)).

Since Aε,βhε,β ≡ 0, we have that, for all x ∈�ε ,

2Γ ε,β=∞(
hε,β)(x)

= (
Aε,β=∞ −Aε,β)(hε,β)2

(x)− 2hε,β(x)
(
Aε,β=∞ −Aε,β)hε,β(x)+Aε,β(hε,β)2

(x)

=−1∂�ε(x) ε
β−2

∑
z∈∂e�ε
z∼x

αxz
ε

(
ϑ(z)− hε,β(x)

)2 +Aε,β(hε,β)2
(x).
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 Plugging the above identity into (7.39), we obtain

Rε,β ≤−εd‖f ‖L∞(�ε)

(
εd−1

∑
x∈∂�ε

gε,β(x)

(
εβ−1

∑
z∈∂e�ε
z∼x

αxz
ε

(
ϑ(z)− hε,β(x)

)2
))

+ εd‖f ‖L∞(�ε)

ˆ ∞

0

(
εd

∑
x∈�ε

P
ε,β
t |f |(x)Aε,β(hε,β)2

(x)

)
dt

≤ εd‖f ‖L∞(�ε)

ˆ ∞

0

(
εd

∑
x∈�ε

P
ε,β
t |f |(x)Aε,β(hε,β)2

(x)

)
dt,

where we estimated the first term on the right-hand side above by zero. Moreover, since
both |f | and Aε,β(hε,β)2 are zero on ∂e�ε , by symmetry of P ε,β

t on L2(�ε), we further have
that

Rε,β ≤ εd‖f ‖L∞(�ε)

ˆ ∞

0

(
εd

∑
x∈�ε

∣∣f (x)
∣∣P ε,β

t Aε,β(hε,β)2
(x)

)
dt

= εd‖f ‖L∞(�ε)

(
εd

∑
x∈�ε

∣∣f (x)
∣∣ˆ ∞

0

d

dt
P

ε,β
t

(
hε,β)2

(x)dt
)

= εd‖f ‖L∞(�ε)

(
εd

∑
x∈�ε

∣∣f (x)
∣∣ lim
t→∞

(
P

ε,β
t

(
hε,β)2

(x)− (
P

ε,β
t hε,β(x)

)2))

≤ εd‖ϑ‖2
Cb(Rd )

‖f ‖L∞(�ε)‖f ‖L1(�ε)
.

This concludes the proof of the lemma. �

7.4. Proof of Theorem 3.10. Let us define, for all k ∈N and x= (x1, . . . , xk) ∈�
k
ε ,

(7.40) hε,⊗k(x) := (
hε)⊗k

(x) and hε,k(x) := lim
t→∞P

ε,k
t hε,⊗k(x),

or, alternatively, in terms of the duality functions in (7.6),

(7.41) hε,⊗k(x)=
k∏

i=1

Eνε
stat

[
D(xi, η)

]
and hε,k(x)= Eνε

stat

[
D(x, η)

]
.

Note that, in general, hε,⊗k and hε,k do not coincide.
Before presenting the proof of Theorem 3.10, we derive a corollary to be employed later

in the proof of Theorem 3.13 (Section 8). In what follows, keeping the analogy with (3.7),
we write

(7.42) gε→ g if gε ∈ L∞
(
�

k
ε

)
, g ∈ C(�)⊗k, lim

ε↓0

∥∥gε −�⊗k
ε g

∥∥
L∞(�k

ε)
= 0.

COROLLARY 7.11 (Cf. Theorem 3.2). hε,k → h∂,k := (h∂)⊗k for every k ∈N.

PROOF. By triangle inequality and since hε,⊗k → h∂,k (Theorem 3.2), it suffices to show

(7.43) lim
ε↓0

∥∥hε,k − hε,⊗k
∥∥
L∞(�k

ε)
= 0, k ∈N,

which is precisely the statement of Theorem 3.10. �
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LEMMA 7.12. For every k ∈N there exists C = C(�,ϑ, k) > 0 such that

(7.44)
∥∥hε,k − hε,⊗k

∥∥
L1(�k

ε)
≤ C

(
ε2d

2

∑
x,y∈�ε
x∼y

(∇ε
x,yh

ε)2
ˆ ∞

0
2P ε,k=2

t 1�k=2
ε

(x, y) dt
)

.

PROOF. The ideas behind most of the steps are all already contained in the proof of
Lemma 7.10. We provide the full argumentation for completeness. Since the k-particle dual
system differs from a system of k independent dual random walks only when pairs of particles
are located on nearest-neighboring sites on �ε , for x := (x1, . . . , xk) ∈�

k
ε we have

(
Aε,k −Aε,⊗k)f⊗k(x)= σ

k∑
i,j=1
i<j

1xi∼xj∈�εε
−2(f (xi)− f (xj )

)2 ∏
k �=i,j

f (xk).

In particular, the above expression is either nonpositive (σ = −1), or nonnegative (σ = 1).
Furthermore, since P ε

s h
ε = hε ,

(7.45)

εkd
∑

x∈�k
ε

∣∣(P ε,k
t − P

ε,⊗k
t

)
hε,⊗k(x)

∣∣1�ε [x]

= εkd
∑

x∈�k
ε

∣∣∣∣ˆ t

0
P

ε,k
t−s

(
Aε,k −Aε,⊗k)P ε,⊗k

s hε,⊗k(x) ds
∣∣∣∣1�ε [x]

= εkd
∑

x∈�k
ε

∣∣∣∣ˆ t

0
P

ε,k
t−s

(
Aε,k −Aε,⊗k)hε,⊗k(x) ds

∣∣∣∣1�ε [x]

≤ cεkd
∑

x∈�k
ε

(ˆ t

0

∑
y∈�k

ε

pε,k
s (x,y)

k∑
i,j=1
i<j

1yi∼yj∈�ε

(∇ε
yi ,yj

hε)2 ds

)
1�ε [x],

where c= c(k, f ) ∈R+. Now, set

ϕ(x, y) := 1x∼y∈�ε

(∇ε
x,y h

ε)2
, x, y ∈�ε,

and observe that

(7.46)
k∑

i,j=1
i<j

1yi∼yj∈�ε

(∇ε
yi ,yj

hε)2 = C Jε,k−1J ε,k−2 · · ·J ε,2ϕ(y) , y ∈�
k
ε ,

where C = C(k) > 0 is a universal combinatorial factor. Combining (7.45) and (7.46) and
applying k− 2 times the consistency property (7.9), we get

εkd
∑

x∈�k
ε

∣∣(P ε,k
t − P

ε,⊗k
t

)
hε,⊗k(x)

∣∣1�ε [x]

� εkd
∑

x∈�k
ε

(
P ε,k
s J ε,k−1J ε,k−2 · · ·J ε,2ϕ(x)

)
1�ε [x]

= εkd
∑

x∈�k
ε

(
J ε,k−1P ε,k−1

s J ε,k−2 · · ·J ε,2ϕ(x)
)
1�ε [x]

= εkd
∑

x∈�k
ε

(
J ε,k−1J ε,k−2 · · ·J ε,2P ε,2

s ϕ(x)
)
1�ε [x]� ε2d

∑
x,y∈�ε

P ε,2
s ϕ(x, y)1�ε

[
(x, y)

]
,
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where the last estimate is a consequence of the definition of the J ε-operators and the fact
that με(�ε)=O(1). The desired estimate now follows by symmetry of P ε,2

s . �

PROOF OF THEOREM 3.10. We prove (7.43) by induction on k ∈ N. The case k = 1 is
Theorem 3.2; thus, let k ≥ 2 and assume (7.43) for all � < k.

Fix t > 0. Since P
ε,k
t hε,k = hε,k , by triangle inequality,

(7.47)

∥∥hε,k − hε,⊗k
∥∥
L∞(�k

ε)
≤ ∥∥P ε,k

t

(
hε,k − hε,⊗k)∥∥

L∞(�k
ε)

+ ∥∥P ε,k
t hε,⊗k − hε,⊗k

∥∥
L∞(�k

ε)
.

Note that, since ϑ ∈ Cb(Rd), the induction hypothesis implies ‖hε,k − hε,⊗k‖L∞(∂e�k
ε)
→ 0

(recall that ∂e�k
ε =�

k
ε \�k

ε). For the first term on the right-hand side of (7.47) we thus have

(7.48) lim
ε↓0

∥∥P ε,k
t

(
hε,k − hε,⊗k)∥∥

L∞(�k
ε)
≤ lim

ε↓0

∥∥P ε,k
t

(
1�k

ε

(
hε,k − hε,⊗k))∥∥

L∞(�k
ε)
.

By ultracontractivity of the k-particle semigroups (Corollary 7.3 for σ = 1, Remark 7.5 for
σ =−1),

(7.49)
∥∥P ε,k

t

(
1�k

ε

(
hε,k − hε,⊗k))∥∥

L∞(�k
ε)
≤ C

(
1+ t−kd/2)∥∥hε,k − hε,⊗k

∥∥
L1(�k

ε)
.

Using (7.44), we conclude from the above inequality that, for some C =C(�,ϑ, k) > 0,∥∥P ε,k
t

(
1�k

ε

(
hε,k − hε,⊗k))∥∥

L∞(�k
ε)

≤ C

(
ε2d

2

∑
x,y∈�ε
x∼y

(∇ε
x,yh

ε)2
ˆ ∞

0
2P ε,k=2

t 1�k=2
ε

(x, y)dt
)
,

where we note that the expression between parenthesis equals Rε,β given in (7.34) with f =
1�ε . Then, combining (7.48)–(7.44) with the estimates carried out in the proof of Lemma 7.10
ensures that the first term in the right-hand side of (7.47) vanishes in ε for every fixed t > 0.

We now show that the second term in the right-hand side of (7.47) vanishes letting first ε→
0 and then t→ 0. To this end, for every δ > 0 and x ∈�ε , let Qε

δ(x)=Q
ε,β
δ (x) be given by

Qε
δ(x) :=

{{
y ∈�ε : |x − y|< δ

}
if β ≥ 1,{

y ∈�ε : |x − y|< δ
}∪ {

z ∈ ∂e�ε : z∼ y ∈ ∂�ε, |x − y|< δ
}

if β < 1.

For x ∈�k
ε , further set Qε,k

δ (x) :=∏k
i=1 Q

ε
δ(xi)⊂�

k
ε . The desired claim follows as soon as

we show that

(7.50) sup
x∈�k

ε

∑
y∈Qε,k

δ (x)

p
ε,k
t (x,y)

∣∣hε,⊗k(y)− hε,⊗k(x)
∣∣+ sup

x∈�k
ε

Pε,k
x

(
Xε,k

t /∈Q
ε,k
δ (x)

)

vanishes taking the limits ε→ 0, t→ 0 and δ→ 0, in this order. By definition of Qε,k
δ (x) and

since hε→ h∂ ∈ C(�) (Theorem 3.2; also recall (2.11) and that hD|∂� = ϑ |∂�), the first term
in (7.50) vanishes in the limit. As for the second term, we now prove that, for every δ > 0,

lim
t↓0

lim sup
ε↓0

sup
x∈�k

ε

Pε,k
x

(
Xε,k

t ∈ (
Q

ε,k
δ (x)

)c ∩�k
ε

)+ Pε,k
x

(
Xε,k

t ∈ (
Q

ε,k
δ (x)

)c ∩ ∂e�
k
ε

)= 0.

The first term above vanishes uniformly by the k-particle analogues of the exit-time es-
timates in (4.4) for all β ∈ R. The derivation of such estimates is a consequence [7], Theo-
rem 2.7, of off-diagonal estimates for pε,k

t (·, ·) :�k
ε×�k

ε →[0,1], which in turn follow from

39



the ultracontractivity of the k-particle semigroups (Corollary 7.3 and Remark 7.5) by means
of Davies’ method (see, e.g., [19], Section 3, or [66], Section 4.2).

As for the second term, we divide the proof into two cases. (Recall that the definition of
Qε

δ(x) just above (7.50) changes depending on whether β < 1 or β ≥ 1.) Since, for β < 1,

(7.51)
{
Xε,k

t ∈ (
Q

ε,k
δ (x)

)c ∩ ∂e�
k
ε

}⊂⋃
s<t

{
Xε,k

s ∈ (
Q

ε,k
δ (x)

)c ∩�k
ε

}
,

the strong Markov property and off-diagonal estimates ensure the vanishing of the second
term in this case. If β ≥ 1, by definition, (Qε,k

δ (x))c ∩ ∂e�
k
ε = ∂e�

k
ε . (Note that (7.51) fails in

this case). Hence, we must show that

(7.52) lim
t↓0

lim sup
ε↓0

sup
x∈�k

ε

Pε,k
x

(
Xε,k

t ∈ ∂e�
k
ε

)= 0.

By employing a Feynmann–Kac representation formula for the k-particle semigroup with
parameter β ≥ 1, the very same argument as in the proof of Lemma 5.1 yields (recall ε∞ := 0)

(7.53) Pε,k
x

(
Xε,k

t ∈ ∂e�
k
ε

)≤ εβ−1
ˆ t

0
Eε,β=∞,k

x

[
k∑

i=1

Vε

((
Xε,β=∞,k

s

)
i

)]
ds,

where (Xε,β=∞,k
s )i denotes the ith entry of Xε,β=∞,k

s ∈�
k
ε , with Eε,β=∞,k

x the corresponding
expectation. By consistency (7.9) and by (7.53),

Pε,k
x

(
Xε,k

t ∈ ∂e�
k
ε

)≤ C εβ−1 sup
x∈�ε

ˆ t

0
Eε,β=∞

x

[
Vε

(
Xε,β=∞

s

)]
ds,

for some constant C = C(k) > 0. By (4.10) and β ≥ 1, (7.52) follows. �

8. Proof of Theorem 3.13. The main step in the proof of Theorem 3.13 consists in show-
ing that, for all f ∈ S∂(�), the real-valued random variables (〈Yε,β

0 |f 〉)ε are asymptotically
Gaussian, with mean zero and variance var∂(f ) := cov∂(f, f ) as in (3.32), that is,

(8.1)
〈
Yε,β

0 |f 〉=⇒
ε↓0

Y ∂,f ∼N
(
0,var∂(f )

)
, f ∈ S∂(�).

Thus, by Lévy’s continuity theorem for characteristic functionals on the nuclear space S∂(�)

(see, e.g., [13]), we conclude that the S∂(�)′-valued fields (Yε
0 )ε converge in distribution

to the unique Borel probability measure on S∂(�)′ with characteristic functional e−var∂ (f )/2.
The existence of the latter measure is a consequence of the classical Bochner–Minlos theorem
on the nuclear space S∂(�)′ (see, e.g., [49], Theorem 2.3.1). Finally, establishing asymptotic
Gaussianity of all finite–dimensional distributions of (Yε,β)ε goes through analogous argu-
ments dealing with multivariate random variables; we leave the details of this last part to the
reader.

Everywhere in the following, we drop the superscript β ∈ R, omit the operator �ε , and,
for every f,g ∈ R

�ε and f̃ ∈ C∂ such that �εf̃ = f , we simply write 〈gμε|f 〉 in place of
〈gμε|f̃ 〉. Recall the definition (3.25) of the fluctuation fields Yε,β . Then, by duality (7.7) and
the Markov property of ηε

t , for all f ∈R
�ε ,

(8.2)
〈
Yε

t |f
〉= 〈

Yε
0 |P ε

t f
〉+ ˆ t

0

〈
dMε

s |P ε
t−sf

〉
, t ∈R

+
0 ,

where Mε
t are càdlàg Fε-adapted S∂(�)′-valued martingales. Now, fix f ∈ S∂(�) ⊂ C∂ ,

T ∈ R
+, (τε)ε ⊂ R

+, and (fε)ε such that fε → f (see (3.7)). Then, define the following
Fε-adapted martingales

(8.3) t ∈ [0, T ] �−→Wε
t,T :=

ˆ τεt

0

〈
dMε

s |P ε
τεT−sfε

〉 ∈D
([0, T ];R),
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with predictable quadratic variations A ε
t,T given by (recall that ηε

s ∼ νε
stat and (7.23))

(8.4)

A ε
t,T :=

ˆ τεt

0

εd

2

∑
x,y∈�ε
x∼y

(∇ε
x,yP

ε
τεT−sfε

)2Vε((x, y), ηε
s

)
ds

+
ˆ τεt

0
εd−1

∑
x∈∂�ε

εβ−1(P ε
τεT−sfε(x)

)2 ∑
z∈∂e�ε
z∼x

αxz
ε Vε((x, z), ηε

s

)
ds.

In particular, by combining (8.2) and (8.3),

(8.5)
〈
Yε

τεT
|fε

〉= 〈
Yε

0 |P ε
τεT

fε

〉+Wε
T ,T ,

and the two random variables on the right-hand side above are uncorrelated. Furthermore,
since fε → f , Lemma 7.10 yields

(8.6) lim
ε↓0

E
ε
νε

stat

[(〈
Yε

τεT
|f − fε

〉)2]= 0.

Now, combining Corollary 5.4 and Proposition 6.3(i) yields that λε
0 ≥ λ0(1∧ εβ−1) > 0. This

fact together with Lemma 7.10 ensures then that

(8.7) E
ε
νε

stat

[(〈
Yε

τεT
|fε

〉)2]≤ C, E
ε
νε

stat

[(〈
Yε

0 |P ε
τεT

fε

〉)2]≤ Ce−λ0(1∧εβ−1)τεT ,

for some C =C(�,ϑ,f ) > 0. If, additionally, β > 1 and 〈fε|ψε,β
0 〉L2(�ε)

= 0, then

(8.8) E
ε
νε

stat

[(〈
Yε

0 |P ε
τεT

fε

〉)2]≤C e−λ0τεT .

In view of (8.5)–(8.8) and the stationarity of νε
stat, our main goal becomes that of selecting

suitable (τε)ε and (fε)ε so to:

• establish, for every fixed T ∈R
+, a limit theorem for (Wε

T ,T )ε;
• ensure that the contributions coming from the first term in the right-hand side of (8.5)

vanish letting T →∞.

As for the first step, exploiting the fact that (Wε
t,T )ε is a martingale, the martingale cen-

tral limit theorem as in, for example, [30], Theorem 7.1.4(b), p. 339, applies to our case: the
condition in [30], eqn. (1.16), p. 340, holds true since the predictable quadratic variations are
P
ε
νε

stat
-a.s. continuous, while the one in [30], eqn. (1.17), p. 340, because f ∈ C∂ is bounded

and since the particle systems register at most one-particle jump at a time. Thus, the con-
vergence of Wε

T ,T reduces to a weak law of large numbers for A ε
t,T : for some continuous

function a = aT : [0, T ]→R
+, a(0)= 0,

(8.9) lim
ε↓0

P
ε
νε

stat

(∣∣A ε
t,T − a(t)

∣∣> δ
)= 0, t ∈ [0, T ], δ > 0.

The proof of the latter claim—a specific instance of a Boltzmann–Gibbs principle—is the
content of the next section.

8.1. Boltzmann–Gibbs principles. In this section, for all f ∈ S∂(�), we provide suit-
able (τε)ε and (fε)ε ensuring a weak law of large numbers for all A ε

t,T given in (8.4).
This entails replacing the cylinder functions Vε((x, y), η) in (8.4) with their expected val-
ues (Lemma 8.2); then, by means of Theorem 3.1 and Corollary 7.11, we prove convergence
of Eε

νε
stat
[A ε

t,T ] (Lemma 8.1).
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LEMMA 8.1. For every f ∈ S∂(�), assume the following:

(a) if either β ≤ 1, or β > 1 and
´
f dμ� = 0, set τε := 1 and (fε)ε be such that fε→ f ;

(b) if β > 1 and f = c√
μ�(�)

1� with c ∈R, set τε := 1/λε
0∨1 and fε := cψε

0 , see (6.5).

Then, for the corresponding A ε
t,T as in (8.4),

(8.10) lim
ε↓0

E
ε
νε

stat

[
A ε

t,T

]= a∂(t, T ), T ∈R
+, t ∈ [0, T ],

where a∂(·, T ) ∈ C([0, T ];R+0 ) and a∂(0, T )= 0. Furthermore, recalling (3.32),

(8.11) lim
T→∞a∂(T ,T )= var∂(f ) := cov∂(f, f ).

PROOF. By (7.23) and (7.41), we have that

(8.12) Vε
(x, y) := Eνε

stat

[
Vε((x, y), η)]= hε(x)+ hε(y)+ 2σhε,k=2(x, y), x, y ∈�ε.

Recall the definition (3.26) of χ∂ . By Corollary 7.11 and the uniform continuity of h∂ ∈ C(�),

(8.13) lim
ε↓0

sup
x∼y∈�ε

∣∣Vε
(x, y)− χ∂(x)− χ∂(y)

∣∣= 0.

Note that, in general, the convergence in (8.13) is only on �k=2
ε , not on the whole of �

k=2
ε ;

outside �k=2
ε , we have instead that

(8.14) lim
ε↓0

sup
x∈�ε

sup
y∈∂e�ε, y∼x

∣∣Vε
(x, y)− h∂(x)

(
1+ σϑ(y)

)− ϑ(y)
(
1+ σh∂(x)

)∣∣= 0.

As a consequence of the above uniform convergences, the uniform continuity of ϑ , (2.11),
and

(8.15)
ˆ ∞

0
2Eε(P ε

r fε

)
dr ≤ ‖fε‖2

L2(�ε)
≤C = C(f ),

and recalling (8.4), we obtain by Hölder inequality that

(8.16) lim
ε↓0

E
ε
νε

stat

[
A ε

t,T

]= lim
ε↓0

A
ε

t,T ,

where, further setting f̄ε := P ε
τε(T−t)fε ,

A
ε

t,T :=
ˆ τεt

0

εd

2

∑
x,y∈�ε
x∼y

(∇ε
x,yP

ε
s f̄ε

)2(
χ∂(x)+ χ∂(y)

)
ds

+
ˆ τεt

0
εd−1

∑
x∈∂�ε

αε(x) ε
β−1(P ε

s f̄ε(x)
)2(

h∂(x)+ ϑ(x)+ 2σh∂(x)ϑ(x)
)

ds.

Recalling (3.27) and (2.5), we rewrite the expression above as

(8.17)

A
ε

t,T =
ˆ τεt

0

〈
2Γ ε,β(P ε

s f̄ε

)∣∣∣∣χ∂ 〉
L2(�ε)

ds

+
ˆ τεt

0

〈
σε

∣∣∣∣ εβ−1(P ε
s f̄ε

)2(
ϑ − h∂)(1+ 2σh∂)〉ds.

We now divide the proof into two parts, depending on whether β > 1 or β ≤ 1.
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Neumann boundary conditions. Fix β > 1. Recall that both hN = 〈ϑ〉∂� and χN are con-
stants. Hence, letting �

N := 1+ 2σhN ∈R,

A
ε

t,T = χN

ˆ τεt

0
2Eε(P ε

s f̄ε

)
ds + �

N

ˆ τεt

0

〈
σε|εβ−1(P ε

s f̄ε

)2(
ϑ − h∂)〉ds

= χN(∥∥P ε
τε(T−t)fε

∥∥2
L2(�ε)

− ∥∥P ε
τεT

fε

∥∥2
L2(�ε)

)
+ �

N

ˆ τεt

0

〈
σε|εβ−1(P ε

s f̄ε

)2(
ϑ − h∂)〉ds.

If case (a) holds, then fε→ f , Theorem 3.1 and β > 1 ensure that

(8.18) lim
ε↓0

A
ε

t,T = χN(∥∥P N
T−t f

∥∥2
L2(�) −

∥∥P N
T f

∥∥2
L2(�)

)
.

If case (b) holds, then

(8.19)

lim
ε↓0

A
ε

t,T = χN(e−2(T−t)‖f ‖2
L2(�)

− e−2T ‖f ‖2
L2(�)

)
+ �

Ne−2(T−t) lim
ε↓0

(ˆ τεt

0
εβ−1e−2λε

0s ds
)〈
σε|(ψε

0
)2(

ϑ − hN)〉
= χN(e−2(T−t)‖f ‖2

L2(�)
− e−2T ‖f ‖2

L2(�)

)
,

where the last step follows by Proposition 6.3, (2.7), and the definition of hN = 〈ϑ〉∂�. In
either case, both (8.10) and (8.11) hold true.

Robin and Dirichlet boundary conditions. Fix β ≤ 1, and note that case (a) holds. If β < 1,
the second term on the right-hand side of (8.17) vanishes as ε→ 0. Indeed, we have∣∣〈σε|εβ−1(P ε

s f̄ε

)2(
ϑ − h∂)(1+ 2σh∂)〉∣∣

≤ ∥∥ϑ − h∂
∥∥
L∞(∂�ε)

(
1+ 2‖ϑ‖L∞(∂�ε)

)
Eε(P ε

s f̄ε

)
,

and, thus, the claimed convergence to 0 by (8.15), hD ∈ C(�), and hD|∂� = ϑ |∂�. If in-
stead β = 1, since fε → f , Theorem 3.1 and (2.7) imply that the second term on the right-
hand side of (8.17) converges as ε→ 0 to

(8.20)
〈
σ∂�

∣∣∣∣ (ˆ T

T−t

(
P=1
s f

)2 ds
)(

ϑ − h∂)(1+ 2σh∂)〉.
Fix T > 0 and let Kε(t) = Kε

T (t) denote the first term on the right-hand side of (8.17),
namely,

(8.21) Kε(t) :=
〈ˆ T

T−t

2Γ ε,β(P ε
s fε

)
ds|χ∂

〉
L2(�ε)

.

By nonnegativity of both Γ ε,β(P ε
s f ) and χ∂ ∈ Cb(Rd), it is immediate to check that (8.15)

yields the relative compactness of the family (Kε)ε in C([0, T ];R+0 ). In order to establish
convergence in C([0, T ];R+0 ), we observe that, by the very same arguments, the finite mea-
sures

γ ε
t,T := εd

∑
x∈�ε

(ˆ T

T−t

2Γ ε,β(P ε
s fε

)
(x)ds

)
δx ∈M+

b (�), T ∈R
+, t ∈ [0, T ],

form a tight family (γ ε
t,T )ε in M+

b (�). Hence, the limit of (Kε)ε is uniquely determined by
the limits of (〈γ ε

t,T |ϕ〉)ε for all t ∈ [0, T ] and all ϕ in a dense subspace of C(�). In what
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follows, we choose the C(�)-Laplacian’s core SN(�)⊂ C(�) as a dense subspace (Proposi-
tion 3.12(vii)).

Fix ϕ ∈ SN(�). By Theorems 3.1 and A.8(a3) for β =∞ and ∂ = N, there exists (ϕε)ε
such that ϕε → ϕ and Aε,β=∞ϕε →�Nϕ. As a consequence, 〈γ ε

t,T |ϕ − ϕε〉 → 0 as ε→ 0.
Recall (3.27) and (3.2); then,

〈
γ ε
t,T |ϕε

〉= ˆ T

T−t

〈
Aε,β=∞(

P ε
s fε

)2 − 2
(
P ε
s fε

)(
AεP ε

s f
)|ϕε

〉
L2(�ε)

ds

=
ˆ T

T−t

〈(
P ε
s f

)2|Aε,β=∞ϕε

〉
L2(�ε)

−
〈

d

ds

(
P ε
s fε

)2
∣∣∣ ϕε

〉
L2(�ε)

ds,

yielding

lim
ε↓0

〈
γ ε
t,T |ϕ

〉= lim
ε↓0

〈
γ ε
t,T |ϕε

〉
=
ˆ T

T−t

−EN((P ∂
s f

)2
, ϕ

)
ds + (〈(

P ∂
T−t f

)2∣∣ϕ〉L2(�) −
〈(
P ∂
T f

)2∣∣ϕ〉L2(�)

)
.

This shows (8.10). By setting t = T and observing that all relative compactness arguments
above hold uniformly over T ∈R

+, (8.11) follows, thus concluding the proof. �

LEMMA 8.2. For every (τε)ε ⊂R
+ and (fε)ε such that τε ≥ 1 and fε → f as in (3.7),

(8.22) lim
ε→0

E
ε
νε

stat

[(
A ε

t,T −E
ε
νε

stat

[
A ε

t,T

])2]= 0, T ∈R
+, t ∈ [0, T ].

PROOF. For t = 0 the claim is straightforward. Fix t ∈ (0, T ]. Recalling (7.23) and
(8.12), we define

(8.23) V̂ε
s (x, y) := Vε((x, y), ηε

s

)− Vε
(x, y), x, y ∈�ε, s ∈R

+
0 .

Note that V̂ε
s (x, y) = 0 if x, y ∈ ∂e�ε , and since Vε(·, η) = J ε,k=1D(·, η)+ 2σD(·, η), the

consistency provided in (7.9) implies

E
ε
η

[
Vε((x, y), ηε

r

)]= P ε,k=2
r Vε(·, η)(x, y), (x, y) ∈�

k=2
ε , r ≥ 0;

This yields in particular

(8.24) E
ε
νε

stat

[
V̂ε
s (x, y)|Fε

0
]= P ε,k=2

s V̂ε
0 (x, y), x, y ∈�ε, s ∈R

+
0 .

Further set

(8.25) Uε
(x,y),(z,w) := Eνε

stat

[
V̂ε

0 (x, y)V̂ε
0 (z,w)

]
, (x, y), (z,w) ∈�

k=2
ε .

Let us adopt the following shorthand notation for the Dirichlet form at P ε
s f :

(8.26)
∑
e

F ε
s (e) := Eε(P ε

s f
)
, s ∈R

+
0 ,

with e, e′, . . . denoting (oriented) pairs (x, y) ∈ �ε such that x ∼ y. Note that Fε
s (e) ≥ 0.

Then, the stationarity of νε
stat and (8.24) yield (recall (7.5) and (8.25))

Wε := E
ε
νε

stat

[(
A ε

t,T −E
ε
νε

stat

[
A ε

t,T

])2]
= 2

ˆ τεt

0
ds

ˆ τεt

s

dr
∑
e,e′

Fε
τεT−s(e)F

ε
τεT−r

(
e′
) ∑
(x,y)∈�k=2

ε

p
ε,k=2
r−s

(
e′, (x, y)

)
Uε
e,(x,y).
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Further, duality (7.7) ensures that there exists C = C(ϑ) > 0 such that

(8.27) sup
e,(x,y)

∣∣Uε
e,(x,y)

∣∣≤ C.

Hence, setting su := (s + u)∧ τεt for some fixed u ∈R
+, we get (below, C′ =C′(ϑ,f ) > 0)

Wε ≤ C

ˆ τεt

0

∑
e

F ε
τεT−s(e)

(∥∥P ε
τεT−sf

∥∥2
L2(�ε)

− ∥∥P ε
τεT−su

f
∥∥2
L2(�ε)

)
ds

+ 2
ˆ τεt

0
ds

ˆ τεt

su

dr
∑
e,e′

Fε
τεT−s(e)F

ε
τεT−r

(
e′
) ∑
(x,y)∈�k=2

ε

p
ε,k=2
r−s

(
e′, (x, y)

)
Uε
e,(x,y)

≤ C′
∥∥f − P ε

uf
∥∥
L∞(�ε)

+ 2
ˆ (τεt−u)∨0

0
ds

ˆ τεt

su

dr
∑
e,e′

Fε
τεT−s(e)F

ε
τεT−r

(
e′
)

× ∑
(x,y)∈�k=2

ε

p
ε,k=2
r−s

(
e′, (x, y)

)
Uε
e,(x,y).

The first term on the right-hand side above vanishes as u→ 0, uniformly in ε, T ∈ R
+

and t ∈ [0, T ], by Theorem 3.1 and the strong continuity of the continuum semigroups. The
second term vanishes as ε→ 0 (for fixed u ∈R

+) as soon as we show

(8.28) lim
ε↓0

sup
t≥u

sup
e,e′

∑
(x,y)∈�k=2

ε

p
ε,k=2
t

(
e′, (x, y)

)
Uε
e,(x,y) = 0, u ∈R

+.

Start by observing that, by the definitions (7.6) and (8.25), Corollary 7.11 yields

(8.29) lim
ε↓0

sup
x,y /∈{z,w}

∣∣Uε
e,(x,y)

∣∣= 0, e= (z,w) ∈�
k=2
ε .

By the ultracontractivity of the two-particle semigroups and (8.27), we get (8.28) with �
k=2
ε

in the summation being replaced by �k=2
ε . We are left with showing that the contributions

from ∂e�
k=2
ε also vanish. To this purpose, we employ (7.9) and argue as already done in the

proof of Corollary 7.6. Reproducing the above argument for the single-particle system on �ε ,
we conclude the proof of the lemma. �

8.2. Conclusion of the proof of Theorem 3.13. Combining Lemmas 8.1 and 8.2 with the
discussion at the beginning of Section 3.4.2 concludes the proof of Theorem 3.13. More
specifically, by stationarity and the decomposition (8.5), it suffices to identify the limit in
distribution of (〈Yε

τεT
|fε〉)ε,T as ε→ 0 and T →∞ for every f ∈ S∂(�) and some (fε)ε

such that fε → f . We achieve this by setting (τε)ε and (fε)ε as in Lemma 8.1, and observing
that the families of real-valued random variables

(8.30)
(〈
Yε,β

0 |P ε
τεT

fε

〉)
ε,T and

(
Wε

T ,T

)
ε,T

are tight. Hence, taking first ε→ 0 and then T →∞, on the one side, Lemmas 8.1 and 8.2
ensure that the second family in (8.30) converges to a centered Gaussian distribution with
variance given as in Lemma 8.1; on the other side, the first family vanishes. Indeed, when ei-
ther β ≤ 1 or β > 1 and f = c1� with c ∈ R, this latter claim is an immediate consequence
of the second inequality in (8.7); when β > 1 and

´
f dμ� = 0, it follows by approximat-

ing 〈Yε
0 |P ε

T fε〉 with

(8.31)
〈
Yε

0

∣∣P ε
T f̃ε

〉
, f̃ε := fε − 〈

fε

∣∣ψε
0
〉
L2(�ε)

ψε
0 ,
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(note that ‖fε − f̃ε‖L∞(�ε) → 0 as ε→ 0 by Proposition 6.3(ii) and fε → f ), and using
(8.8).

APPENDIX

A.1. Laplacians on Lipschitz domains. We collect here some auxiliary results on
Laplace operators with Dirichlet, Robin, and Neumann boundary conditions on Lipschitz
domains. In this section, in contrast to the notation adopted in Sections 5–8, we distinguish
between L2- and C∂ -semigroups, generators, resolvents, etc.

A.1.1. L2-Laplacians. We start by recalling some known spectral properties.

LEMMA A.1 (Dominations). Let 1, 2 ∈ C(∂�) with 0 < 1 ≤ 2. Then:

• P D
t ≤ P

2
t ≤ P

1
t ≤ P N

t as nonnegative operators for each t ≥ 0; and, equivalently,
• (EN,D(EN))≤ (E1,D(E1))≤ (E2,D(E2))≤ (ED,D(ED)) as quadratic forms.

PROOF. The assertion for semigroups is [5], Theorem 3.1. The assertion for the corre-
sponding forms readily follows. �

For λ ∈R, denote by N∂
�(λ) the number of eigenvalues of −�∂ which are strictly smaller

than λ ∈ R, counted with multiplicity; if the number of such eigenvalues is infinite, or
if σess(−�∂)∩ (−∞, λ) �=∅, we set N∂

�(λ) := +∞.

PROPOSITION A.2 (Weyl asymptotics). Let 1, 2 ∈ C(∂�) with 0 < 1 < 2 on ∂�.

(i) −�∂ has purely discrete spectrum, say (λ∂
n)n, λ∂

n ≥ 0, indexed with multiplicities;
(ii) λN

n ≤ λ

n ≤ λD

n and λ
1
n < λ

2
n ;

(iii) N∂
�(λ) λd/2 as λ→+∞.

PROOF. Assertion (i) for (−�D,D(−�D)) is well known (see, e.g., [4]). Since � is a
bounded Lipschitz domain, it satisfies the H 1-extension property [16], Theorem 6.4.3, p. 285,
hence the resolvent of −�N is a compact operator, and the assertion for (−�N,D(−�N))

follows. The first assertion for (−�,D(−�)) follows from the corresponding ones for
the Dirichlet and Neumann Laplacians and Lemma A.1. The second assertion is shown
in [64], Theorem 3.2. Assertion (ii) follows combining Lemma A.1 and Courant minimax
principle [57], Theorem 2.16.1, applied to the (compact strictly positive) semigroups P ∂

t for
some t > 0. As a consequence of (ii), it suffices to show (iii) for −�N and −�D. These are
respectively [61], Corollary 1.6, and [61], Corollary 1.9. �

The following is a standard approximation result.

LEMMA A.3. The following assertions hold:

(aD) E(f, g)→ ED(f, g) as →∞ for every f,g ∈H 1
0 (�);

(aN) E(f, g)→ EN(f, g) as → 0 for every f,g ∈H 1(�);
(bD) P


t → P D

t as →∞, strongly on L2(�), uniformly in t on R
+
0 ;

(bN) P

t → P N

t as → 0, strongly on L2(�), locally uniformly in t on R
+
0 .

PROOF. The (a)-assertions are straightforward. For both (b)-assertions, the existence of
a limit in the strong operator topology on L2(�) follows combining the monotonicity in
Lemma A.1, the uniform bound P


t ≤ 1, and the main result in [8]. Note that the uniformity

in t ∈ R
+
0 in item (bD) follows from the lower bound λ


0 > 0,  > 0, and the ordering of

eigenvalues in Proposition A.2(ii). The identification of the limit is a consequence of the
identification of the corresponding limit Dirichlet forms as in the (a)-assertions. �
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A.1.2. Cb-Laplacians. For p ∈ [1,∞] we denote by (�∂,p,D(�∂,p)) the Lp(�)-
Laplacian corresponding to �∂,2 :=�∂ , defined as the Lp(�)-closure of the operator{

�∂,pu=�∂u,u ∈D
(
�∂)∩Lp(�) :�∂u ∈Lp(�) if p ∈ [1,∞),(

�∂,1)∗ the adjoint of �∂,1 if p =∞.

For details about the construction of �∂,p on bounded Lipschitz domains, its consis-
tency with �∂ on L2(�) ∩ Lp(�), and for the properties of the associated semigroups
and resolvents, see, for example, [4], Section 1, for �D,p with p ∈ [1,∞]; [24], Theo-
rem 1.4.1, for �,p with p ∈ [1,∞), and [70] for �,∞; [71], Section 5, for �N,p with
p ∈ [(3+ γ )′,3+ γ ] for some γ > 0, where p′ denotes the Hölder conjugate of p.

Finally, recall that C∂ is either C(�) (for Neumann and Robin boundary conditions)
or C0(�) (for Dirichlet boundary conditions). We denote by (�∂,c,D(�∂,c)) the C∂ -
Laplacian respectively defined by

(A.1) D
(
�∂,c) := {

u ∈D
(
�∂)∩ C∂ :�∂u ∈ C∂}, �∂,cu=�∂u.

THEOREM A.4. Fix  ∈ R
+. The operator (�∂,c,D(�∂,c)) is the part on C∂ of

(�∂,D(�∂)). The corresponding semigroup P
∂,c
t is a C0-semigroup satisfying

(A.2) P
∂,c
t f = P ∂

t f, f ∈ C∂ , t > 0.

PROOF. We separate different cases.

Dirichlet boundary conditions. Since � is a bounded Lipschitz domain, it is Dirichlet reg-
ular; see, for example, [3], Definition 6.1.1, for the definition, and [3], Ex. 6.1.2b), and refer-
ences therein for the assertion. Thus, all the results in [4] apply to our setting. In particular,
by [4], Lemma 2.2b), the operator (�D,c,D(�D,c)) is the part of �D on C0(�). The second
assertion is [4], Theorem 2.3.

Neumann boundary conditions. By [39], Theorem 2.1(ii), the operator (�N,c,D(�N,c)) is
the part of �N on C(�). For the second assertion see for example, [11], Proposition 3(!).

Robin boundary conditions. This case is discussed in [70] under the assumption that 0 <

c ≤  ∈ L∞(σ�) for some constant c. In particular, the first assertion holds as consequence
of [70], Lemma 3.1, cf. [70], p. 22. The validity of (A.2) follows from the proof of [70],
Theorem 3.2, cf. also [62], Theorem 4.3. �

We conclude this part of the appendix with the proof of Proposition 3.12.

PROOF OF PROPOSITION 3.12. Since (ψ∂
n )n is total in L2(�), and since ψ∂

n ∈ S∂(�) by
definition, S∂(�) is dense in L2(�). Since (ψ∂,s

n )n is a CONS for H∂
s (�), identity operators

form a chain of continuous embeddings

S∂(�) ↪→H∂
s (�) ↪→H∂

r (�) ↪→ L2(�) ↪→H∂−r (�) ↪→H∂−s(�) ↪→ S∂(�)′, r ≤ s.

For δ ≥ 0 and integer k ≥ 1 let idk,δ : H∂
(k+δ)d(�) ↪→H∂

kd(�) be the identity operator

idk,δ(·)=
∞∑
n=0

(
1+ λ∂

n

)−δd/2〈
ψ∂,(k+δ)d

n |·〉H∂
(k+δ)d (�)ψ

∂,kd
n .

If δ > 1/2, then
∑∞

n=0(1+λ∂
n)
−δd <∞ by Proposition A.2, hence idk,δ is a Hilbert–Schmidt

operator, and thus S∂(�)=⋂
k H

∂
kd(�) is a countably Hilbert nuclear space when endowed

with the locally convex topology induced by the family of norms (‖·‖H∂
s (�))s∈R. The rest

of the proof of (i)–(iii) follows as in [49], Ex. 1.3.2, p. 40. Since S∂(�) is dense in L2(�),
assertion (iv) follows from (iii) by Nelson’s theorem, for example, [63], Theorem X.49.

(v)–(vii) We separate different cases.
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Dirichlet boundary conditions. Fix u ∈ SD. By definition, u ∈D((�D)k) for all k, hence by,
for example, [4], eqn. (1.10), we have that �Du ∈ L∞(�). Since R0(�

D)SD(�)⊂ SD(�), we
further have that u ∈ L∞(�), hence that u ∈ D(�D,∞). By [4], Theorem 2.4(iii), it follows
that u ∈ C0(�). Since �DSD(�) ⊂ SD(�), iterating this argument shows (3.24a) for k > 0.
As a consequence of the latter we have as well that SD(�)=⋂

k≥0 D((�D,c)k)=: SD,c(�).
Together with (A.1) shows (vi) for �D. Since C∞c (�) ⊂ SD(�) ⊂ C0(�), SD(�) is dense
in C0(�). Finally, since SD(�)= SD,c(�), we have that P D,c

t SD(�)⊂ SD(�), and therefore
that SD(�) is a core for both �D,c and �D by [63], Theorem X.49.

Neumann and Robin boundary conditions. Let ∂ be either N or , and fix u ∈ S∂(�).
By definition, u ∈ D((1 + �∂)k) for all k. By the first displayed inequality in the proof
of [62], Theorem 4.3, we have that (R∂

1 )
kL2(�)⊂ C(�)=: C∂ for k" 1, hence that S∂ ⊂ C∂ .

By (A.1) we have therefore that S∂(�) =⋂
k D((�∂,c)k) =: S∂,c(�). The rest of the proof

follows as in the case ∂ = D. �

A.1.3. On the generality of Lipschitz domains. Some of the properties of Laplacians
discussed in this section may fail if � is non-Lipschitz. For instance, there exist bounded
non-Lipschitz domains � so that

(a) the essential spectrum of �N
p is nonempty, [45], and may depend on p, [52] (for the

importance of the Lp-spectral properties in applications see, e.g., the introduction to [47]);
(b) consequently, (the restriction to L2(�) of) P

N,p
t may depend on p, and P

N,c
t may be

different from the continuous part of P N
t .

These two properties (emptiness of the essential spectrum and consistency of the L2- and
C∂ -semigroups) on bounded Lipschitz domains are crucially used, for example, in the con-
struction and characterization of the space S∂(�) of test functions (Proposition 3.12). If we
allow � to be unbounded, then we may choose, for example, the horn-shaped domain

� := {
(x, y) ∈R

2 : x > 0,−e−x < y < e−x}.
Further say that u is a weak solution of (H∂,T ) with ϑ ≡ 0 if

(Hweak
D,T )

u ∈L∞(
(0, T );L2

loc(�)
)∩L2((0, T );H 1

loc(�)
)
,¨

�×(0,T )

(−u∂tv+∇u · ∇v) dμ� dt = 0, v ∈ C∞0
(
�× (0, T )

)
.

Again on unbounded non-Lipschitz domains,

(c) uniqueness of solutions may fail for (Hweak
D,T ), see [60].

A.2. Equicontinuity of semigroups. This section is devoted to the proof of Proposition
4.1. Observe that, since

lim
δ↓0

sup
β∈R

sup
t≥0

sup
x,y∈�ε|x−y|<δ

∣∣P ε,β
t �εf (x)− P

ε,β
t �εf (y)

∣∣= 0, ε ∈ (0,1) ,

the claims in (4.12) and (4.13) may be equivalently restated with lim supε↓0 replacing
supε∈(0,1).

PROOF OF PROPOSITION 4.1. Throughout the proof, we write Ex = Eε,∞
x and omit the

specification of �ε . For t > 0, by (4.6) and the Taylor expansion of the exponential function,

(A.3) P
ε,β
t f (x)= P

ε,∞
t f (x)+

∞∑
k=1

(−εβ−1)k

k! Ex

[
f
(
X

ε,∞
t

)(ˆ t

0
Vε

(
Xε,∞

r

)
dr

)k]
,
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 which, by expanding the powers of the integral and by the Markov property, reads as

(A.4) P
ε,β
t f (x)= P

ε,∞
t f (x)−

ˆ t

0

∑
z∈∂�ε

pε,∞
r (x, z)

(
εβ−1 Vε(z)P

ε,β
t−rf (z)

)
dr.

Hence,

(A.5)

∣∣P ε,β
t f (x)− P

ε,β
t f (y)

∣∣
≤ ∣∣P ε,∞

t f (x)− P
ε,∞
t f (y)

∣∣
+

∣∣∣∣ˆ t

0

∑
z∈∂�ε

(
pε,∞
r (x, z)− pε,∞

r (y, z)
)(
εβ−1 Vε(z)P

ε,β
t−rf (z)

)
dr

∣∣∣∣.
Of the two terms on the right-hand side above, the desired equicontinuity of the first one
is known, see (4.11). In order to prove the equicontinuity of the second term in (A.5), for
all t∗ ∈ (0, t ∧ 1], and x, y ∈�ε , |x − y|< δ, we have that

(A.6)

∣∣∣∣ˆ t

0

∑
z∈∂�ε

(
pε,∞
r (x, z)− pε,∞

r (y, z)
)(
εβ−1 Vε(z)P

ε,β
t−rf (z)

)
dr

∣∣∣∣
≤ 2‖f ‖C(�) sup

x∈�ε

ˆ t∗

0

∑
z∈∂�ε

pε,∞
r (x, z) εβ−1 Vε(z)P

ε,β
t−r1�ε(z) dr

+C‖f ‖C(�)t
−(b+d)/2∗ δa

ˆ t

t∗

(
εd

∑
z∈∂�ε

εβ−1 Vε(z)P
ε,β
t−r1�ε(z)

)
dr,

=: Iε,β,t∗,t + Jε,β,δ,t∗,t ,

where to get the second expression we used (4.5). (Recall that the positive constants a, b, and
C depend only on �⊂R

d ). Let us estimate the second term on the right-hand side of (A.6):
by the symmetry of P ε,β

t−r in L2(�ε) and (4.9),
ˆ t

t∗

(
εd

∑
z∈∂�ε

εβ−1 Vε(z)P
ε,β
t−r1�ε(z)

)
dr

= εd
∑
x∈�ε

ˆ t−t∗

0
Ex

[
εβ−1 Vε

(
Xε,∞

r

)
exp

(
−εβ−1

ˆ r

0
Vε

(
Xε,∞

s

)
ds
)]

dr ≤ με(�ε).

It is therefore clear that, for every t∗ > 0, the sequence supε,β,t Jε,β,δ,t∗,t → 0 as δ→ 0. We
are therefore left to show that

(A.7) lim
t∗↓0

lim sup
ε↓0

sup
t≥t0

sup
β∈R

Iε,β,t∗,t = 0, t0 > 0.

For this purpose, we fix ε ∈ (0,1), t ≥ 0, and  ≥ 1, and split the supremum over β ∈R as

(A.8) sup
β∈R

Iε,β,t∗,t =max
{

sup
β∈R

εβ−1≤

Iε,β,t∗,t , sup
β∈R

εβ−1>

Iε,β,t∗,t
}
.

By P
ε,β
t−r1�ε ≤ 1 and (4.10), we can then estimate the first supremum in (A.8) as

sup
t≥0

sup
β∈R

εβ−1≤

Iε,β,t∗,t ≤ C  t1/2∗ .
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Note that, since, for β ≥ 1, we have εβ−1 ≤ 1 ≤  for all ε ∈ (0,1), the latter estimate and
(A.6) with t = t∗ suffice to prove (4.12) (note that Jε,β,δ,t,t = 0). Hence, thanks to (4.12), all
the arguments in Section 5.1–5.2 carry through, ensuring the validity of Theorem 3.1 for all
β ≥ 1, as well as

(A.9) lim
ε↓0

sup
t≥0

sup
x∈�ε

∣∣∣∣Ex

[
exp

(
−

ˆ t

0
Vε

(
Xε,∞

s

)
ds
)]
− P


t 1�(x)

∣∣∣∣= 0.

(The above claim holds with the supremum over t ≥ 0 by Thm 3.1 and Corollary 5.4.)
Now we turn our attention to the regime β < 1 and to the second supremum on the right-

hand side of (A.8). Note that by monotonicity of t �→ P
ε,β
t−r1�ε(z), we have Iε,β,t∗,t ≤ Iε,β,t∗,t0

for t ≥ t0. By the Markov property, (4.6), and Tonelli’s theorem, we get, for all x ∈�ε and
t∗ ∈ (0, t0 ∧ 1],ˆ t∗

0

∑
z∈∂�ε

pε,∞
r (x, z) εβ−1 Vε(z)P

ε,β
t0−r1�ε(z) dr

=
ˆ t∗

0
Ex

[
εβ−1 Vε

(
Xε,∞

r

)
EX

ε,∞
r

[
exp

(
−εβ−1

ˆ t0−r

0
Vε

(
Xε,∞

s

)
ds
)]]

dr

=
ˆ t∗

0
Ex

[
εβ−1 Vε

(
Xε,∞

r

)
exp

(
−εβ−1

ˆ t0

r

Vε

(
Xε,∞

s

)
ds
)]

dr

= Ex

[{ˆ t∗

0

d

dr
exp

(
εβ−1

ˆ r

0
Vε

(
Xε,∞

s

)
ds
)

dr
}

exp
(
−εβ−1

ˆ t0

0
Vε

(
Xε,∞

s

)
ds
)]

= Ex

[
exp

(
−εβ−1

ˆ t0

t∗
Vε

(
Xε,∞

s

)
ds
)(

1− exp
(
−εβ−1

ˆ t∗

0
Vε

(
Xε,∞

s

)
ds
))]

.

For γ > 0, define �
γ
ε := {x ∈�ε : dist(x, ∂�)≤ γ }. Then, by the exit-time estimate (4.4)

and the above identity, we get, for all t∗ ∈ (0, t0 ∧ 1), for some C = C(f ) <∞,

sup
β∈R

εβ−1>

Iε,β,t∗,t0 ≤ C

(
sup
x∈�γ

ε

Ex

[
exp

(
−

ˆ t0

t∗
Vε

(
Xε,∞

s

)
ds
)]
+ exp

(
− C′γ

t
1/2∗ ∨ ε

))
.

Taking first the limsup in ε→ 0 and then in t∗ → 0, we have, for all  ≥ 1, γ > 0 and t0 > 0,

(A.10) lim sup
t∗↓0

lim sup
ε↓0

sup
β∈R

εβ−1>

Iε,β,t∗,t0 ≤ lim sup
t∗↓0

lim sup
ε↓0

Kε,t∗,,γ,t0,

where we defined the quantity

Kε,t∗,,γ,t0 := sup
x∈�γ

ε

Ex

[
exp

(
−

ˆ t0

t∗
Vε

(
Xε,∞

s

)
ds
)]

.

We now estimate this quantity. By the Markov property and the triangle inequality, we have

(A.11)

Kε,t∗,,γ,t0 ≤ sup
x∈�γ

ε

∑
y∈�ε

p
ε,∞
t∗ (x, y)P


t0−t∗1�(y)

+ sup
y∈�ε

∣∣∣∣Ey

[
exp

(
−

ˆ t0−t∗

0
Vε

(
Xε,∞

s

)
ds
)]
− P


t0−t∗1�(y)

∣∣∣∣.
For fixed t∗ > 0,  ≥ 1, and γ > 0, by taking ε → 0, the local CLT for p

ε,∞
t∗ (x, y) (see

Remark 5.3) and the uniform convergence of -Robin semigroups (A.9) yield

(A.12) lim sup
ε↓0

Kε,t∗,,γ,t0 ≤ sup
x∈�2γ

ˆ
�

pt∗(x, y)P

t0−t∗1�(y)dy.
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 We now observe that the strong continuity of the -Robin semigroup implies

(A.13) lim sup
t∗↓0

sup
x∈�2γ

ˆ
�

pt∗(x, y)P

t0−t∗1�(y)dy = sup

x∈�2γ
P


t0
1�(x).

We continue the estimate for a given x ∈�2γ , for every s ∈ (0, t0/2), as

(A.14)

P

t0
1�(x)≤

ˆ
�

p
s (x, y)

∣∣(P
t0−s − P D

t0−s

)
1�(y)

∣∣dy + P
s P D

t0−s1�(x)

≤
√
p

2s(x, x) sup

r≥0

∥∥P
r 1� − P D

r 1�

∥∥
L2(�) + P

s P D
t0−s1�(x)

≤
√
pN

2s(x, x) sup
r≥0

∥∥P
r 1� − P D

r 1�

∥∥
L2(�) + P N

s P D
t0−s1�(x),

where in the second-to-last step we used the Cauchy–Schwartz inequality, while in the last
step we employed the monotonicity of semigroups (Lemma A.1). In conclusion, Lemma A.3
yields

(A.15) lim sup
→∞

sup
x∈�2γ

√
pN

2s(x, x) sup
r≥0

∥∥P
r 1� − P D

r 1�

∥∥
L2(�) = 0, s ∈ (0, t0/2),

while P D
t0

1� ∈ C0(�) ensures that

(A.16) lim
s↓0

lim sup
γ↓0

sup
x∈�2γ

P N
s P D

t0−s1�(x)= sup
x∈∂�

P D
t0

1�(x)= 0.

Collecting all the estimates in (A.11), (A.12), (A.13), and (A.14), we obtain that

lim
γ↓0

lim sup
→∞

lim sup
t∗↓0

lim sup
ε↓0

Kε,t∗,,γ,t0 = 0, t0 > 0,

which, together with (A.10), shows the sought claim (A.7), and thus concludes the proof of
the proposition. �

A.3. Equivalence of convergences. Theorem A.8—which is instrumental to the proof
of Theorem 3.1—is the main result of this section. In what follows, we make use of the
general framework of [53], and in particular of the notion of convergence of Hilbert spaces,
bounded operators, and quadratic forms, in the sense of [53] with respect to the pair (C∂ ,�ε).

A.3.1. Definitions of convergences. We start by recalling the main definitions of conver-
gences, specialized to our setting.

Kuwae–Shioya convergence. We refer to [53] for the details of this construction. Every-
where in the following, we assume that γ ∈ (0,1). Let (fε)ε , with fε ∈ L2(�ε), and f ∈
L2(�).

DEFINITION A.5 (Kuwae–Shioya convergences). We say that (fε)ε:

• (strongly) KS-converges (with respect to the pair (C∂ ,�ε)) to f if there exists (f̃γ )γ ⊂ C∂

so that

(A.17) lim
γ↓0
‖f̃γ − f ‖L2(�) = 0, lim

γ↓0
lim sup

ε↓0
‖�εf̃γ − fε‖L2(�ε)

= 0.

Write fε
C∂ ,�ε−−−→ f .
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• weakly KS-converges to f if limε↓0〈fε|gε〉L2(�ε)
= 〈f |g〉L2(�) for every (gε)ε , with gε ∈

L2(�ε), strongly KS-convergent to g ∈ L2(�). Write fε

C∂ ,�ε−−−⇀f .

Further let (Bε)ε , with Bε : L2(�ε)→ L2(�ε), and B : L2(�)→ L2(�) be bounded op-
erators. We say that (Bε)ε:

• (strongly) KS-converges to B if Bεfε
C∂ ,�ε−−−→ Bf for every fε

C∂ ,�ε−−−→ f . Write Bε
C∂ ,�ε−−−→ B;

• compactly KS-converges to B if Bεfε
C∂ ,�ε−−−→ Bf for every fε

C∂ ,�ε−−−⇀f . Write Bε
C∂ ,�ε===⇒ B .

Finally, let (Fε)ε , with Fε : L2(�ε)→ [0,+∞], and F : L2(�)→ [0,+∞] be nonnega-
tive functionals. We say that Fε:

• KS-Mosco- (KSM-)converges to F if

fε

C∂ ,�ε−−−⇀f =⇒ F(f )≤ lim inf
ε↓0

Fε(fε);

∀f ∈ L2(�) ∃(fε)ε : fε
C∂ ,�ε−−−→ f and lim

ε↓0
Fε(fε)= F(f ).

Since no confusion may arise, we write as well Fε
C∂ ,�ε−−−→ F .

Direct convergence. For x ∈ R
d denote now by Qε(x) the d-hypercube x + [0, ε)d of

side-length ε with lexicographically lowest corner x. Further define an isometric opera-
tor ιε : L2(�ε)→ L2(�) by

ιε : fε �−→
∑
x∈�ε

fε(x)1Qε(x)∩�,

and denote by Qε : L2(�)→ L2(�ε) its adjoint operator. For Fε : L2(�ε)→ [0,+∞] set
now

(ιε∗Fε)(f ) :=
{
Fε(Qεf ) if f = ιεQεf,

+∞ otherwise.

The following notion of convergence describes the “direct-limit” point of view for dis-
cretizations, commonly adopted in the literature, see, for example, [1, 34].

DEFINITION A.6 (Direct convergences). Let (fε)ε , with fε ∈ L2(�ε), and f ∈ L2(�).
We say that (fε)ε:

• (strongly) d-converges to f if limε↓0‖ιεfε − f ‖L2(�) = 0. Write fε
ιε−→ f .

Further, let (Fε)ε , with Fε : L2(�ε)→ [0,+∞], and F : L2(�)→ [0,+∞] be nonnega-
tive functionals. We say that Fε:

• Mosco d-converges to F if ιε∗Fε Mosco converges to F on L2(�) in the usual sense.
Write Fε

ιε−→ F .

Straightforward manipulations of the above definitions show that these notions of conver-
gence are in fact equivalent.

PROPOSITION A.7. With the notation established above, we have that:

• fε
C∂ ,�ε−−−→ f if and only if fε

ιε−→ f ;

• Fε
C∂ ,�ε−−−→ F if and only if Fε

ιε−→ F .
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A.3.2. Main result. Let (B,D(B)) be an unbounded operator on some Banach space.
Recall that a linear space S ⊂ D(B) is a core for (B,D(B)) if it is dense in D(B) in the
B-graph norm ‖v‖B := ‖v‖ + ‖Bv‖ for v ∈D(B).

The proof of the following theorem is the content of Section A.3.3 below.

THEOREM A.8 (Equivalence of convergences). Let S∂,c be any core for (�∂,c,

D(�∂,c)). The following assertions are equivalent:

(a1) the assertion of Theorem 3.1;
(a2) convergence of C∂ -semigroups: P ε,β

t �εf → P
∂,c
t f for each f ∈ C∂ for each t ≥ 0;

(a3) graph-convergence of C∂ -generators: for each f ∈ S∂,c there exists fε ∈ D(Aε,β)

with fε → f and Aε,βfε →�∂,cf ;
(a4) convergence of forms: Eε,β → E∂ compactly;
(a5) convergence of L2-semigroups: P ε,β

t → P ∂
t compactly for every t > 0;

(a6) convergence of L2-resolvents R
ε,β
ζ →R∂

ζ compactly for either some or every ζ > 0.

Finally, if either of the above convergences holds, then

(b1) graph-convergence of L2-generators: the strong Kuwae–Shioya-graph limit of Aε,β

coincides with �∂ ;
(b2) spectral convergence: for every n ∈ N0, denote by λ

ε,β
n the nth eigenvalue of −Aε,β

indexed with multiplicity, and set λ
ε,β
n := +∞ for n ≥ dimL2(�ε). Further let λ∂

n be the
nth eigenvalue of (−�∂,D(−�∂)) indexed with multiplicity. Then,

lim
ε↓0

λε,β
n = λ∂

n, n ∈N0.

For an example of a suitable core S∂ = S∂,c, see Proposition 3.12. Finally, since Theo-
rem 3.1 establishes (a1) above, combining it with Theorem A.8 shows that all assertions (a1)–
(a6), and (b1), (b2) hold.

A.3.3. Proof of Theorem A.8. The equivalence of (a1)–(a3) is [30], Theorem I.6.1.
The equivalence of (a4)–(a6) is [53], Theorem 2.4. The implication (a4) =⇒ (b1) fol-
lows from [53], Theorem 2.5. Since L2(�ε) is finite-dimensional, the operator R

ε,β
ζ :=

(ζ − Aε,β)−1 is compact for every ζ > 0. As a consequence, the implication (a4) =⇒
(b2) follows from [53], Corollary 2.5.

Thus, it remains to show the following.

PROPOSITION A.9. Assertion (a2) is equivalent to assertion (a5).

PROOF. Concerning the implication (a2) =⇒ (a5), we show that (a2) implies the

strong KS-convergence P
ε,β
t

C∂ ,�ε−−−→ P ∂
t , and that the forms (Eε,β,D(Eε,β)) verify the defini-

tion [53], Definition 2.13, of asymptotic compactness. The conclusion then follows from [53],
Theorem 2.4.

Strong KS-convergence of semigroups. Let (fε)ε , with fε ∈ L2(�ε), be strongly KS-

convergent to f ∈ L2(�). We show that P
ε,β
t fε

C∂ ,�ε−−−→ P ∂
t f . By assumption, there ex-

ists (f̃γ )γ as in (A.17). Set g̃γ := P ∂
t f̃γ . Since f̃γ ∈ C∂ by definition, we have that g̃γ =

P
∂,c
t f̃γ ∈ C∂ by (A.2). Thus, �εg̃γ is well defined, and we may estimate∥∥�εg̃γ − P

ε,β
t fε

∥∥
L2(�ε)

≤ ∥∥�εP
∂,c
t f̃γ − P

ε,β
t �εf̃γ

∥∥
L2(�ε)

+ ∥∥P ε,β
t �εf̃γ − P

ε,β
t fε

∥∥
L2(�ε)
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≤√
με(�ε)

∥∥�εP
∂,c
t f̃γ − P

ε,β
t �εf̃γ

∥∥
L∞(�ε)

+ ∥∥P ε,β
t

∥∥
L2(�ε)→L2(�ε)

‖�εf̃γ − fε‖L2(�ε)
.

Since με(�ε) is uniformly bounded by (2.2), the first term vanishes as ε→ 0 by (a2) for each
fixed γ . Since P

ε,β
t is L2(�ε)-contracting, taking first lim supε↓0 and then limγ↓0, the second

term vanishes as well by (A.17). This verifies (A.17) with P
ε,β
t fε in place of fε and g̃γ in

place of f̃γ , which concludes the assertion by definition of strong KS-convergence.

Asymptotic compactness. We need to verify that, if (fε)ε , with fε ∈ L2(�ε), is such that

(A.18) lim sup
ε↓0

Eε,β(fε)+ ‖fε‖2
L2(�ε)

<∞,

then (fε)ε has a strongly KS-convergent subsequence. By Proposition A.7, we may equiv-
alently verify that it has a strongly d-convergent subsequence. Since Eε,β ≥ Eε,∞ for ev-
ery β ∈R, it suffices to verify the conclusion assuming (A.18) with β =∞. The case β =∞
is shown in [34], Proposition 6.5, choosing � in [34] as a ball containing our domain �,
and A in [34] as our �. We note that the assumption in [34], Definition 3.1(i), is satisfied
since, in the notation of [34], we are choosing m = μ� in [34], eqn. (2.10), and UKL ≡ 1
in [34], eqn. (3.9).

Let us now turn to the implication (a5) =⇒ (a2). Fix f ∈ C∂ , and t > 0. It is readily seen

that �εf
C∂ ,�ε−−−→ f . The assumption of (a5) now implies that P ε,β

t �εf
C∂ ,�ε−−−→ P ∂

t f and the
conclusion follows from the equicontinuity of P ε,β

t �εf shown in Proposition 4.1. �
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