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Abstract

Scattering is often detected when ground-penetrating radar (GPR) surveys are
performed on glaciers at different latitudes and in various environments. This
event is often seen as an undesirable feature on data, but it can be exploited to
quantify the debris content in mountain glaciers through a dedicated scattering
inversion approach. At first, we considered the possible variables affecting the
scattering mechanisms, namely the dielectric properties of the scatterers, their
size, shape and quantity, as well as the wavelength of the electromagnetic (EM)
incident field to define the initial conditions for the inversion. Each parameter
was independently evaluated with forward modelling tests to quantify its effect
in the scattering mechanism. After extensive tests, we found that the dimension
and the amount of scatterers are the crucial parameters. We further performed
modelling randomizing the scatterer distribution and dimension, critically eval-
uating the stability of the approach and the complexity of the models. After the
tests on synthetic data, the inversion procedure was applied to field datasets,
acquired on the Eastern Gran Zebru glacier (Central Italian Alps). The results
show that even a low percentage of debris can produce high scattering. The pro-
posed methodology is quite robust and able to provide quantitative estimates of
the debris content within mountain glaciers in different conditions.
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INTRODUCTION

Retrieving quantitative information about subsurface tar-
gets from ground-penetrating radar (GPR) data can
be a challenging task, particularly when the signal-
to-noise ratio is low. Automatic analyses based on
statistical approaches (see, e.g., Roncoroni et al., 2022)
are not frequently applied to GPR data interpretation.
The role of GPR modelling is essential in advanc-
ing the GPR interpretation as it can provide additional
information on targets by accurately reproducing the
response of subsurface materials to electromagnetic
(EM) waves. By simulating the propagation of these

waves through different types of subsurface materi-
als with various geometries, numerical modelling can
reproduce how EM waves interact with the expected
subsurface features, such as buried objects (Diamanti
& Annan, 2019; Gonzalez-Huici & Giovanneschi, 2013;
Kelly et al., 2021), geological structures (Giannopou-
los & Diamanti, 2008; Oztiirk & Drahor, 2010), water
content variations (Bano, 2006), as well as a glaciers’
internal structure (Hunziker et al., 2023; Moran et al.,
2003). This information can further be used to discrim-
inate between real subsurface features and coherent
noise or artefacts that can hinder interpretation. Addi-
tionally, numerical modelling can help survey design
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GPR MODELLING FOR DEBRIS CONTENT WITHIN ICE

optimization by predicting the expected GPR signal
response in different scenarios and by identifying poten-
tial sources of interference (Diamanti et al., 2022).
Overall, GPR forward modelling is a powerful tool that
can enhance the accuracy and reliability of GPR data
interpretation, providing valuable insights into the sub-
surface features of interest. In this research, we propose
an application of numerical GPR forward modelling and
scattering inversion to get quantitative information on the
debris content in glaciers, focusing on the high scattering
zone (HSZ) sometimes imaged within GPR glaciologi-
cal surveys. In a GPR profile, an EM transparent facies
is a typical marker for clean ice (i.e., without impurities
due to water or debris), but scattering phenomena are
quite common within glaciers. According to the basic
EM theory (see, e.g., Tsang et al., 2000), scattering
phenomena occur when a propagating EM wave inter-
acts with a particle having dielectric properties different
from its surroundings; it continuously removes energy
from the EM wavefield by diffracting it in all directions.
If the particle size is smaller than or comparable to the
wavelength of the incident wave, the phenomenon is
well described by the Rayleigh (1881) and Mie (1908)
scattering theories, respectively. The number of scatter-
ing events and their energy depend on several factors,
including the dielectric properties of the scatterers, in
addition to their dimensions and amount, the wave-
lengths and the radiation pattern of the EM incident field.
Scattering phenomena affect the EM wave amplitude,
lowering it by a coefficient of scattering depending on
the amount of scatterers and their cross-section versus
the wavelength of the incident EM wave. Therefore, the
frequency used in GPR surveys has a crucial role in
the scattering level and its characteristics (Jol, 2009).
According to the Rayleigh criterion, particles with a
dimension smaller than the wavelength produce scat-
tering phenomena, whereas particles larger than the
wavelength will produce clear reflections (except at the
borders where diffractions are also produced). Naval
et al. (2018) proposed an empirical threshold of one
eighth of the wavelength corresponding to the dominant
frequency of the GPR signal as the minimum dimension
of scatterers, below which there are almost no reflections
or diffractions.

Scattering events in GPR profiles on glaciers can be
attributable to three main different glaciological settings:
(1) isolated debris particles or boulders within the ice
generating single diffractions hyperbolas; (2) crevasses,
moulins and other glaciological features producing a
set of high dipping aligned scattering events, crossing
most of the ice thickness; (3) a diffuse scattering facies
(referred hereafter as HSZ) often imaged within GPR
profiles and usually interpreted as diagnostic for liquid
water (e.g., Delf et al., 2022). Indeed, such HSZ can be,
therefore, related to warm ice, the temperature of which
not only allows the occurrence of liquid water (e.g., Pet-

tersson et al., 2007; Reinardy et al., 2019) but also to
mixtures of ice and debris (e.g., Colombero et al., 2019;
King et al., 2008).

The proposed methodology starts from the work pre-
sented in Forte et al. (2021) and Santin et al. (2022)
that focused on assessing the physical meaning of an
HSZ imaged in the Eastern Gran Zebru glacier GPR
dataset, specifically in terms of debris content and char-
acteristics. In particular, we focused on a 250-MHz
ground-based survey collected in 2019 with a ProEx
(MALA Geoscience) GPR system, encompassing a total
of 6.1-km GPR profiles. The processing flow includes
drift removal, bandpass filtering, background removal,
exponential amplitude recovery and depth conversion.
The primary purpose of the processing is to increase
the signal/noise ratio maintaining the original data signa-
ture and, in particular, not distorting the shape/amplitude
of diffractions which are used as input of the proposed
inversion procedure. For this reason, we obviously did
not apply any migration algorithm. For further details
about data acquisition, processing and interpretation,
please refer to Forte et al. (2021). Forte et al. (2021)
managed to assess the physical meaning of the HSZ
through a differential diagnosis approach. In fact, as
in many cases, no direct information (like core sam-
ples) is available, it is essential to limit the subjectivity
of the interpretation by the integration of discriminative
hypotheses based on both independent and integrated
criteria. In the above-cited case, differential diagnosis
analysis allowed to associate the HSZ to a mixture of ice
and debris, rather than to warm ice. The starting prob-
lem for this study is: as an amount of about 2% in volume
of water in ice is sufficient to cause high scattering and
significantly increase the intrinsic attenuation (Bradford
et al.,, 2009), how much debris can produce such an
effect and what is the signature of GPR data due to dif-
ferent debris contents? We present a methodology able
to estimate the percentage of debris through scattering
amplitude inversion. The procedure is tested first on syn-
thetic data and then on the GPR dataset collected on the
Eastern Gran Zebru glacier (Italian Alps).

A synthetic GPR model, mimicking field data, was
built to first analyse and critically evaluate the separate
effect of different parameters (debris dimensions, dielec-
tric properties, scatterer shapes and amount) in the
scattering energy behaviour through dedicated synthetic
simulations adopted as sensitivity tests. This preliminary
assessment made it possible to simplify the subse-
quent inversions by focusing on just two parameters,
namely the size and the volume fraction of debris. The
results obtained by the differential diagnosis in Forte
et al. (2021), encompassing GPR data interpretation,
spectral properties and inferences from the scattering
theory, contributed to the geological constraints for the
inversion. Although HSZs can be the most apparent EM
facies in some GPR profiles, we found that less than
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Model update

Block diagram summarizing the proposed workflow. After a preliminary analysis of the scattering parameters, the inversion is

carried out in a loop (ABC) with model parameters iteratively updated according to a divide et impera approach (a). The loop is based on
forward modelling carried out with gprMax (A), and the misfit is computed between simulated and field data according to a target function (c)

further described in the text (Equations 1-3).

10% of debris, randomly ranging in size, is sufficient to
produce remarkable scattering.

METHODS

We propose a methodology (Figure 1) based on aninver-
sion procedure exploiting measured scattered ampli-
tudes on common offset GPR datasets to estimate the
debris content in ice. Prior to the inversion, we made
sensitivity tests of the parameters affecting the scat-
tering phenomenon in order to reduce the amount of
model parameters in the inversion, which is based on
steps A—C shown in Figure 1. We analysed the effect of
the dielectric properties, geometries (in terms of shape
and dimension) and the amount of scatterers as well
as the wavelength of the EM incident field, on the
scattering process. The results of the sensitivity tests
allowed to reduce the crucial parameters for the inver-
sion (Figure 1a—c), focusing on the amount of scatterers
(i.e., the rock fraction) and their dimensions. Although
the rock fraction is the main inversion parameter, the
sensitivity tests allowed to narrow the range of the scat-
terer dimension, as further described in the discussion
section. Through a class of algorithm defined as divide
et impera (Figure 1 — step B), we aimed at reaching
the minimization of a defined target function (Figure 1
— step C) which allowed to provide an estimation of
the rock fraction responsible for the HSZ on the GPR
field data.

Numerical simulations, both for the sensitivity tests
and the forward modelling, were performed exploit-
ing gprMax, version 3.1.6 (Warren et al., 2016), which
is an open-source software designed to simulate the
propagation of an EM wave even in heterogenous
media, by solving Maxwell's equations in 3-D using the
finite-difference time-domain method. The algorithm can
handle complex geometries and materials distributions,
being highly adaptable to model a wide range of sub-
surface scenarios in various fields of application, such
as archaeology, civil engineering, glaciology, and hydro-
geology, among others (e.g., Cheng et al., 2023; Feng
et al., 2023; Haruzi et al., 2022; Hillebrand et al., 2021;
Pajewski et al., 2017; Schennen et al., 2022). In order
to reduce the computational costs due to model dis-
cretization, we exploited a specific module for gprMax
modelling on GPU (Warren et al., 2018) and performed
the inversion on Cineca Marconi 100 cluster with 2 CPUs
with 16 cores 3.1 GHz, 4 NVIDIA Volta V100 16GB
GPUs and 256 GB RAM per node running on GPUs and
parallelized on several nodes.

Forward modelling (sensitivity tests and
inversion step A)

In order to evaluate the performance of our approach,
we made a synthetic model mimicking a portion of a real
GPR profile in which a clean ice facies, without appar-
ent water percolation effects, lies just above the HSZ
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FIGURE 2 (a) Real data and (b) three-layer model set for

numerical simulation: clean ice layer (top — light blue), zone with a
random distribution of scatterers with random dimension (middle) and
bedrock (bottom). As both the scatterers and the bedrock have all the
same relative electrical permittivity, they are both in brown (see text
for further details).

(Figure 2), taken from the GPR dataset described in
Forte et al. (2021). The GPR transparent facies results
in low attenuation and dispersion, thus making the sim-
ulation easier to perform. The HSZ was defined from
field data in time [ns], considering three surfaces (topo-
graphic surface, top of HSZ and HSZ-bedrock boundary)
and converted in depth [m] using 0.17 m/ns EM constant
velocity, just for an easier qualitative visual comparison
between field data and synthetic model (Figure 2a,b,
respectively). In the field GPR data, the HSZ-bedrock
boundary was not always recognizable due to scatter-
ing and the discontinuous low-amplitude trend of the
reflector; therefore, it was interpreted by exploiting GPR
attributes analysis and cross-validating its location in the
entire GPR dataset (Forte et al., 2021). The model is
composed of three parallel layers, from top to bottom:
clean ice, HSZ and bedrock, respectively (Figure 2b).
Clean ice is characterized by a relative dielectric per-
mittivity of 3.2 (Evans, 1965), whereas for scatterers and
bedrock, it was set to 7.0. The electrical conductivity was
set equal to zero for both ice and debris. The scatterers
are characterized by a square shape with a uniform dis-
tribution of dimensions within a selected range (see the
‘RESULTS AND DISCUSSION’ section for further expla-
nation). The model domain is 20 m x 40 m (in x and z
dimensions) as shown in Figure 2b, with a cell size equal
to 0.01 m. Such a small discretization of the model is
essential not only for numerical stability but, even more
importantly, to properly resemble small scatterers. We

set the default behaviour for the absorbing boundary
conditions as the first-order complex frequency shifted
perfectly matched layers, composed of 10 cells for each
side of the cell domain. Therefore, we run 2-D simu-
lations considering parallel layers with a 1-D velocity
model, equal to 0.17 m/ns, with a record length equal to
the recording time of field data. We considered scatterer
distribution randomly generated at each new simula-
tion to randomize synthetic data. This choice allows us
to generate a complex scenario with unknown spatial
distribution of debris, without falling into specific model
features; for example, we can randomly generate a big
cluster of several small debris particles that would glob-
ally produce scattering. To make comparable synthetic
and real data, we used in the simulation a GPR wavelet
with a central frequency of 250 MHz extracted from the
air wave of real data, as described in Dossi et al. (2018).
The GPR source is placed on the ice surface for all
the simulations. As gprMax output, we considered the
electric field in z-direction E,, being in models £, = 1.

Further details of models and simulation parame-
ters, as well as all the Python codes for the inversion,
are available on the GitHub page (https:/github.com/
Giacomo-Roncoroni/HSZ).

The divide et impera algorithm (step B)

The inversion is based on a class of algorithms that
exploit the subdivision of a main problem in smaller
sub-problems of the same kind. In particular, the com-
bination of the solutions obtained for each sub-problem
provides a general solution to the main problem (Maisto
et al., 2015). The proposed approach is often referred
to as divide et impera (a.k.a., divide and conquer)
(Barto & Mahadevan, 2003). Regarding our inversion,
we selected this approach to reduce the range of rock
fraction values, excluding unrealistic results after each
inversion: We first focused the search on local minima
of the target function, and then, inside this subset, we
aimed at reaching the global minimum. We reduced the
range of rock fraction to values not greater than 50%
because amounts above this threshold are unrealistic in
Alpine glaciers. In addition, a rock fraction higher than
50% would cause a clear reflection at the clean ice—
HSZ boundary, which does not occur in field GPR data.
Starting from the 50% threshold, we have progressively
decreased the rock fraction in steps of 10%. Considering
that for a rock fraction close to 10%, a local minimum of
the target function was observed, we iterated the inver-
sion by reducing the rock fraction by 1% steps in each
inversion.

As far as the scatterer dimensions, we at first con-
sidered scatterers with fixed dimensions and then
randomized them within a specific range (in our test from
0.13 mto 0.60 m).
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Inversion: target function (step C)

The inversion is based on the minimization of a target
function T(f,s) dependent on both field (f) and synthetic
(s) data. We defined a function, called Trend from now
on, which considers the despiking of the mean energy of
the traces. The inversion is based on the minimization of
the difference between the Trends of field and synthetic
data.

The despiking operator (depk) exploits a moving aver-
age window applied over each GPR trace (i.e., A-scan)
as:

depk (trace (1)) = t_z‘]/v (l Igvtrace (k)) ;o (1)
Wk=i

i=1

where t is the time length of trace and w is window
length. We define the ‘“Trend’ as:

Trendy, = depk( ¥ (trace; (t))2>, @)

j=1

with n the number of traces in data and trace; (t) the
jth A-Scan. Finally, we define the target function to be
minimized as:

T(f: S) = HTrendfieId - Trendsynthetic‘ E : (3)

The “Trend’ is more suitable than the scattering ampli-
tude itself in comparing field and synthetic signals
because it minimizes outliers; therefore, it was chosen to
build the target function to estimate the variation of scat-
tering amplitude as a function of time. In addition, “Trend’
introduces an essential constraint to the inversion, as it
allows to evaluate the occurrence of reflection events
at the interfaces. In fact, reflections between clean ice
and HSZ, and HSZ and bedrock can be caused by a
combination of either large percentage—small or small
percentage—large scatterers. The integration of such
constraint makes the inversion procedure more robust
in evaluating the real cases, as it helps in reducing the
range of the parameters.

RESULTS AND DISCUSSION

Preliminary sensitivity tests on crucial
modelling parameters

The sensitivity tests were essential to evaluate the role
of each parameter in the scattering process, allowing
to simplify the subsequent inversion by focusing on the
most relevant ones.

In the tests, we always set constant parameters vary-
ing only one of them for each test, in addition to the

SANTIN ET AL.

scatterer dimensions. Relative electrical permittivity was
set equal to 3.2 and 7.0 for ice and debris, respectively;
electrical conductivity was set equal to 0.0 mS/m for both
ice and debris; scatterers were randomly distributed with
square shape; rock fraction was equal to 5%.

At first, we evaluated the effect of the shape and dis-
tribution of the scatterers, considering both circular or
squared shapes with both fixed (e.g., a layered distribu-
tion) and totally random distributions of the scatterers.
From a computational point of view, the square shape
takes less computation time in numerical simulation,
as circle boundary must be discretized in smaller cells
to prevent the introduction of artefacts in the modelled
data. In addition, squares and circles produce nearly the
same amount of scattering, with less than 5% discrep-
ancy. This difference is attributable to the discretization
of circles, which increases the amount of angles causing
additional diffraction-like effects when approximating cir-
cular shapes with square cells. Considering acceptable
such a difference, we chose the computationally more
efficient solution and set the shape of all scatterers as
square for both the sensitivity tests and the subsequent
inversion. So, with scatterer dimension, we refer to the
length of the square side.

As far as the distribution, we chose a completely ran-
dom distribution of scatterers confined inside the HSZ
of the model. As a matter of fact, in real GPR data,
no evidence of layering was observed; so, there were
no reasons to model any internal layering. Random dis-
tribution in fact seemed to be the better solution to
realistically model the englacial debris spatial distribu-
tion. We here remark that by choosing a totally random
distribution, even complex shapes can be produced by
the superimposition of multiple square scatterers.

The relation between the scattering occurrence and
amplitude as a function to the scatterer dimensions and
the wavelength of incident waves can be observed in
Figure 3. It can be noted that scattering phenomena
occur for dimensions even beyond the threshold of one
eighth proposed by Naval et al. (2018). In fact, the simu-
lations showed that the ratio between the dimensions of
particles producing the maximum scattering energy and
the wavelength of the incident wave is equal to about one
fifth. Additional issues arise when using ultra-wide band
wavelets containing a large range of frequencies (and
so of wavelengths) as in the common GPR equipment.
In fact, each spectral component can produce scatter-
ing with different energies, making it difficult to estimate
the global effect. However, considering the central fre-
quency as a representative of the wavelet is a good
enough approximation for many practical applications
(Jol, 2009).

Considering incident EM waves with central fre-
quencies equal to 100, 150, 250, 350 and 500 MHz,
the corresponding wavelengths, in relation to the ice
EM velocity of 0.17 m/ns, are 1.70, 1.10, 0.68, 0.48
and 0.34 m, respectively. From Table 1, the maximum
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TABLE 1
velocity equal to 0.17 m/ns.

Relationship between antenna central frequencies and the corresponding wavelengths for a constant electromagnetic (EM)

Frequency Dims [m] for max

[MHz] Wavelength [m] scattering Wavelength/dims
100 1.70 0.34 5.00

150 1.10 0.20 5.50

250 0.68 0.13 5.23

350 0.48 0.09 5.33

500 0.34 0.07 4.85

Note: Dimensions corresponding to the maximum scattering amplitude are referred to Figure 3. The ratios between wavelengths and dimensions producing maximum

scattering amplitude are almost equal to five for all the cases.

scattering energy is caused by scatterer dimensions of
0.34, 0.20, 0.13, 0.09 and 0.07 m, respectively, result-
ing in a dimension-to-wavelength ratio equal to about
one fifth in all the cases. This analysis allowed us to
determine the dimension corresponding to the maximum
scattering energy and, consequently, to the minimum
rock fraction able to create the highest scattering. In
addition, it allowed us to narrow down the range of scat-
terer dimension during the inversion, which was set from
0.13 m to 0.60 m, where the latter is the theoretical limit
between diffraction and reflection.

Dielectric permittivity is one of the parameters
describing the macroscopic behaviour of materials to the
application of an EM field. In a dielectric medium, as ice
without relevant amount of water affecting the propaga-

tion of the EM wave, we could consider the dielectric
permittivity as the main parameter describing the EM
behaviour of the material (Jol, 2009), being the elec-
tric conductivity negligible, at least as first approximation
(Evans, 1965). Figure 4a shows that all the trends of the
measured scattering energy for increasing ¢, in relation
to different scatterer dimensions exhibit a steep increase
for size up to about 0.10 m and then a mild decrease and
a stabilization for dimensions larger than about 0.60 m.
For increasing ¢, from 5 to 9, the total energy almost
doubles its maximum value (Figure 4a). Considering the
low dielectric permittivity value of the ice (¢, = 3.2), a
higher ¢, of the debris results in a higher contrast of EM
impedance between debris and ice, thus highly increas-
ing scattering energy, when all the other parameters
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FIGURE 4 Plots of simulated scattering amplitudes as a function of scatterer dimensions, calculated for different dielectric permittivity ¢, (a)

and different rock fractions (b).

are unchanged. Due to the impossibility of recognizing
isolated and undistorted hyperbolic diffractions because
of interference phenomena that also often prevent an
affordable velocity estimate, we assumed that the dielec-
tric permittivity of the debris should be equal or close to
the ¢, of the bedrock.

This is quite realistic for the Eastern Gran Zebru
glacier, considering that the current debris concentra-
tion at the surface of the Eastern Gran Zebru glacier
is due to the rocky walls laterally bordering the glacier
(Tarca & Guglielmin, 2022). It is therefore convenient
to approximate the value of the dielectric permittivity of
the debris to the value of the source rock/bedrock which
is composed by different metamorphic rocks, including
gneiss and schists. From the new analysis of hyper-
bolic diffractions, a mean value of ¢, = 7 was set for the
inversion.

According to Forte et al. (2021), the most probable
hypothesis explaining the high concentration of debris
inside a glacier is a negative mass balance period dur-
ing which a glacier retreated and debris from the lateral
rocky walls concentrated over the glacier surface (see,
Figure S1). The debris is subsequently incorporated into
the ice through crevasses and/or moulins, and the resid-
ual ice becomes a mixture of ice and debris, as currently
imaged, for example, in the Eastern Gran Zebru dataset
(Forte et al., 2021).

Regarding the rock fraction, it is more rational to con-
sider the volumetric ratio between ice and scatterers
instead of the absolute number of scatterers. A higher
rock fraction corresponds to a higher scattering ampli-
tude, the variation of which in Figure 4b has a similar
trend to the previously reported tests for both ¢, and the
central frequency. All maximum scattering amplitudes
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for increasing rock fractions concentrate on scatterer
dimensions of about 0.10 m, with a steep decrease for
lower dimensions and a moderate decrease for higher
dimensions. The behaviour at high dimensions can be
explained as scattering is no longer the dominant phe-
nomenon anymore, moving, as expected, from pure
scattering to reflections when the dimensions of the scat-
terers reach and exceed values around the dominant
wavelength of the input wavelet.

Results of sensitivity tests allowed us to simplify the
subsequent inversion focusing on the two crucial param-
eters affecting the scattering energy and occurrence,
namely the scatterer dimension and the rock fraction.

Use of Trend as target function

Trend calculation starts after the arrival of direct waves
(air/ground), which are not used to solve the inverse
problem. Figure 5 shows the Trends of three synthetic
models characterized by fixed scatterer dimensions of
0.13 m (Figure 5a—d) and 0.02 m (Figure 5a’—d’) and
rock fractions equal to 1%, 10% and 50%.

It is interesting to notice that when scatterer dimen-
sion becomes larger (0.13 m in Figure 5a), the reflector
is visible only for small rock fractions (blue line in
Figure 5a), whereas the reflector is always apparent for
small scatterer dimension (Figure 5a’), even for high
rock fractions (green line in Figure 5a’). In addition, the
Trend shows a high peak at about 130-150 ns, corre-
sponding to the boundary between clean ice and HSZ,
with rock fractions of 10% and 50% only when quite
large scatterer dimensions are simulated (Figure 5a).
For smaller dimensions, the Trend has a more con-
stant value and lower overall amplitude (Figure 5a’).
The HSZ-bedrock reflector is visible only in specific sit-
uations. While in Figure 5a it can be hardly imaged
only for rock fractions close to 1%, when the scat-
terer dimension is close to 2 cm it is always apparent
(Figure 5a’), even when the rock fraction reaches 50%.
For increasing rock fractions, a remarkable shift towards
higher times occurs, being the whole EM velocity lower,
as expected for ice (v ~ 0.17 m/ns) with higher rock
fractions (v ~ 0.11 m/ns in the present case). Consid-
ering higher scatterer dimension, equal to 0.26 m and
0.39 m (Figures S2 and S3), a similar behaviour is found,
confirming the previous outcomes.

Scattering inversion

The analysis of the scattering energy in relation to
the central frequency of the GPR signal, described in
Figure 3, allowed us to define the scatterer dimension
causing the highest scattering energy, corresponding to
one fifth of the wavelength, as previously highlighted. For
a 250 MHz antenna, as the one used in the acquisition

of the Eastern Gran Zebru dataset, it turned out to be
equal to 0.13 m. Therefore, we performed the first inver-
sion of real data considering a constant 0.13 m size of
the scatterers. With this assumption, a 2.5% rock frac-
tion generates a scattering Trend comparable to the real
data (Figure 6a,2’). Overall, 2.5% is thus the minimum
rock fraction for scatterers of constant size able to gen-
erate a scattering amplitude Trend mimicking the field
data. So, it is possible to give a rough estimate of the rock
fraction by assuming the debris dimensions are all equal
to one fifth of the wavelength, and consequently deter-
mining the minimum possible rock fraction generating
the HSZ. Inversion tests were further performed consid-
ering constant scatterer size of 0.26, 0.39 and 0.60 m
to evaluate the behaviour of the Trend as a function of
the increasing size of the scatterers. Figure 6a—d shows
the Trend of field data (black lines), the computed Trend
closest to the field one (referred to as the winner Trend,
green lines) and all the computed Trends resulting from
simulations (10 for each rock fraction) for different rock
fractions all performed on models with scatterers of con-
stant size. Figure 6a’—d’ displays the mean square error
(MSE) functions between field and synthetic data Trend's
used to estimate the rock fractions of field data consid-
ering different fixed dimension scatterers (equal to 0.13,
0.26, 0.39, 0.60 m).

As expected, with the increase of the scatterer
dimension, the corresponding estimated rock fraction
increases from 2.5% of the 0.13 m model, to 9%, of the
0.60 m model when minimizing the difference between
the synthetic and the field data Trends. The difference
between the synthetic and field Trends, in terms of MSE,
has an order of magnitude equal for all the inversions,
suggesting the stability of the methodology, reaching
the lowest value for the 0.13 m model. The shape of
the MSE function defines a quite sharp minimum value
corresponding to the rock fraction generating the HSZ
for the 0.13 m model, widening as the scatterer dimen-
sion increases (Figure 6a’—d’). Such behaviour of the
MSE function highlights the robustness of the methodol-
ogy, especially for smaller scatterer dimension: The MSE
function for the 0.13 m model is very sensitive even to
small variations in rock fraction; therefore, we can eas-
ily identify a very narrow minimum. For larger scattering
dimensions, the minimum is less defined but still clearly
recognizable. This could be due to different factors: first,
the fact that for 0.60 m with very small rock fractions,
we are introducing just very few scatterers, leading the
methodology to be less randomized and more model-
dependent. In fact, if we assume the area of the model
is equal to 15 m x 20 m and a scatterer dimension of
0.60 m, we can easily compute how many blocks we
should introduce to get a 5% rock fraction, that is just 42
individual scatterers. In addition, as we are very close
to reflection behaviour, this can lead us to an unstable
solution, as, in this case, the position of the scatterers is
predominant in the result.
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(d and d’). Parts (a)—(d) present the comparison of the Trend of real data (in black) and the winner Trend (in green), resulting from all simulations
with different rock fraction values performed with the fixed size of the scatterers (in pale red). Parts (a’)—(d’) show the mean square error (MSE)
functions (in black) and in green the rock fraction which minimizes the MSE between real and synthetic data.

For intermediate dimensions (0.26 m and 0.39 m),

although
nounced

the MSE function sharpness is more pro-
for the 0.26 m model, the rock fraction

necessary to generate scattering is almost the same,
equal to about 5% in both cases (Figure 6b’,c’).

Up to this point, all inversions were performed con-
sidering a purely theoretical setting with all scatterers
having the same dimension. However, such a setting is
not representative of a natural glacial environment. We
therefore modelled a more realistic situation by uniformly
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randomizing the scatterer dimensions within a specific The stability of the proposed methodology was further
range, equal in the present case to 0.13—-0.60 m, referred  validated by selecting a different set of field data to per-
hereafter to the mixed model. With this setting, we esti- form the inversion. Such a set of field data is located in

mated a rock fraction equal to 6.5% (Figure 7) for the a different region (at about 400 m of distance and 90 m
analysed real dataset. The randomization of the scat- higher in elevation) of the same glacier also character-
terer size between 0.13 m and 0.60 m affects the shape ized by clean ice above the HSZ, which appears quite
of the MSE function, which does not show an evident similar from an amplitude point of view to the previous
minimum as in the previous cases. analysed field data. Results confirmed a rock fraction
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closest to the real data in green and all the computed Trends resulting from all simulations for different rock fraction values performed with the
mixed model in pale red. On the right: the mean square error (MSE) between real and synthetic data used to evaluate the best rock fraction for

the inversion is shown in black.

likely below 10% for a random mixed model (see, Figure
S4).

Assumptions and limitations

Modelling a real situation needs to consider some base
assumptions in order to reduce the complexity of the
problem. The first one is the dimension of the cell
model, which causes the choice of model resolution. Its
dimension has implications on the representation of the
waveform and the returned signal.

The main limitation in exploiting gprMax is the large
computational costs and memory requirements in the
case of 3-D simulations and when a high resolution of
the spatial grid is mandatory. In our study, we needed to
perform at least 10 simulations for each inversion step
in order to assess the stability and robustness of the
assumptions we made. The performed inversions are
computationally demanding: The random model gener-
ation can get to not negligible computational times when
small scatterers have to be modelled (like in the 0.02-m
case).

In addition, in order to guarantee a good random-
ness of the model, we performed 10 simulations for each
model for each rock fraction. If we consider the results
shown in Figure 7, we need to perform 160 numerical
simulations with a mean of 2 min each. This requires

about 5 h per inverted profile on a server with an NVIDIA
GRID A100D 20 GB, a 32-core processor and 128 GB
Ram.

Another evident limitation of our model is that we tried
to model a 3-D situation by running a 2-D simulation,
in order to simplify the whole procedure and reduce the
computational costs. Obviously, we do not consider out-
of-plane energy in the simulation, as well as scatterers
with 3-D irregular shapes.

However, the assumption of randomness of debris
distribution allowed to take into account in our method-
ology also secondary scattering events and interference
phenomena similar to the ones occurring also in a
natural setting. As a matter of fact, as we exploited
gprMax finite-difference algorithm, it takes into account
the occurrence of multiple scattering in the case of over-
lapping debris particles, in opposition to the method
recently proposed by Hunziker et al. (2023), where
a crucial assumption is that debris particles are far
enough from each other. In gprMax simulations, when
a debris particle partially overlaps another (ore even
more than one) complex debris shapes are created
making the model somehow more similar to a real situ-
ation, whereas the previously set rock fraction is slightly
decreased.

As far as the electrical conductivity, we did not con-
sider it as one of the main parameters in the inversion
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process. We simulated different scenarios for both null
conductivity and for scatterer conductivity having dif-
ferent values, but in all the cases, the results are
quite similar with amplitudes only slightly decreasing
for higher conductivities (Figure S5). It is certainly true
that the electrical conductivity of rocks can vary over
a wide range; however, we considered that when geo-
logic materials are frozen and virtually no free water
is present, the overall conductivity decreases and its
range is indeed smaller. In any case, we considered
the electrical permittivity as the main parameter respon-
sible for scattering, whereas, as stated, the electrical
conductivity variations are considered less important,
at least as a first approximation. In order to justify this
assumption, we provide in Figure S5 a sensitivity test
focused on the electrical conductivity of the scatterers,
keeping all the other parameters constant. We set the
conductivity of debris equal to 0, 1 and 10 mS/m (while
always keeping the conductivity of ice null). Results
(Figure S5D) demonstrated that no significant variations
are produced, even if with null conductivity a slightly
higher (about 15%—-20%) mean scattering amplitude is
obtained. When the amount of scatterers is similar (or
even higher) than the ice, that is there is a debris (frozen)
layer over or in between the ice, the effect of attenuation
due to conductivity increases because the bulk attenua-
tion of the investigated volume increases (Franke et al.,
2023; Hunziker et al., 2023).

Moreover, englacial attenuation can certainly occur,
specifically in situations where not a negligible amount
of free water is present, contributing to a decrease in the
overall amplitude of the signal; however, in our simplified
model, we did not consider such an effect.

The range of scatterer dimension is surely a crucial
parameter. In a natural glacial environment, the range
of debris size is typically very large often encompassing
sediments from boulders to blocks, sand, silt and even
clay (Anderson & Anderson, 2016). Significant scattering
cannot occur due to very small particles (i.e., sensibly
smaller than one eighth of the wavelength correspond-
ing to the dominant frequency of the GPR signal), but
aggregated sediments forming pockets or lenses can
surely contribute, which is not considered in our mod-
elling. However, we made tests even for small scatterer
dimension and found that the effects in terms of ampli-
tude (or of Trend function) are sensibly smaller than for
sizes closer to one fifth of the dominant wavelength of
the exploited signal. For instance, in Figure 5a’ where
the results of fixed 0.02 m scatterers are simulated the
Trend function reaches maximum values lower than one
third of the ones obtained for 0.13 m (Figure 5a) for all
the simulated rock fractions. When independent informa-
tion about the debris size and distribution are available,
they can be included to better constrain the inversion
procedure.

SANTIN ET AL.

The assumption to have clean ice over the HSZ is not
always realistic, for example when there is layered firn,
a snow cover, or internal glacial features like crevasses
or moulins, or even debris layers, which strongly affect
the propagation of the EM signal (Franke et al., 2023).
Further work should be addressed towards the introduc-
tion of fractal boxes (Giannakis et al., 2016; Peplinski
et al., 1995) to model surface anisotropy and additional
tests could be performed also to evaluate the effect of
liquid water and further investigate the heterogeneity of
the debris. In addition, training a neural network (NN)
to predict the Trend starting from a limited number of
parameters could reduce the computational load of the
whole approach (Akhaury et al., 2021; Giannakis et al.,
2021; Roncoroni et al., 2021). This would open new per-
spectives for this type of inversions like a fully automatic
procedure based on the NN and on a gradient descent
operator that could substantially reduce both time and
computational costs, possibly without decreasing the
overall efficiency of the proposed procedure.

In addition, estimates on the debris content could be
implemented/adapted even in different glaciological con-
ditions, like for instance ice sheets in which englacial
debris is sometimes detected (e.g. Winter et al., 2019)
or in debris-covered glaciers, rock glaciers or dead ice
patches, for which it is essential to estimate the ice
to debris ratio in order to realistically quantify the total
stored water amount, in turn essential for affordable
evolution forecasts (Santin et al., 2023).

CONCLUSIONS

We propose a workflow to estimate the debris content
within ice by exploiting the diffuse scattering, which is
often recorded in some portions of real GPR datasets
collected on various glaciers. The proposed method,
even when specific information on the grain size is not
available, can estimate the order of magnitude of the
rock fraction percentage, within a small enough range.
Moreover, the minimum quantity of debris can be esti-
mated as it corresponds to a model with fixed grain size
equal to one fifth of the dominant wavelength of the
used GPR signal. When additional information is avail-
able about scatterer dimensions, characteristics and EM
properties, it can be easily included to constrain the
inversion process. The results obtained from the case
study demonstrate that the methodology is very robust
and stable, as well as the use of Trend function allowed
to give robust results for the inversion process. The
method obviously has some restrictions and limitations,
which have been detailed discussed and addressed in
a dedicated section. We concluded that a rock fraction
even below 10% can be responsible for HSZs imaged in
GPR glaciological datasets.
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