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Abstract 

Two-dimensional electron systems confined near the surface of narrowband semiconductors 

have piqued interest due to their ease of integration with superconductors, allowing for new 

hybrid device systems. Such hybrid systems lay the foundations of a radically new solid-state 

platform for scalable quantum computing based on Andreev quantum bits (qubits). These 

Semiconductor-superconductor hybrid systems resulting in Andreev qubits are among the most 

promising candidates, as high-quality superconducting thin films with transparent interfaces to 

a low-D semiconductor will improve coherence time as well as offer strong qubit-qubit 

coupling. InAs 2D electron gases (2DEGs) are the ideal semiconductor systems due to their 

vanishing Schottky barrier; however, their exploitation is limited by the non-availability of 

commercial lattice-matched substrates. For this work, a great effort has been made in the 

investigation of the structural and transport properties of InAs quantum wells grown by 

molecular beam epitaxy on GaAs (001) substrates over the years, to realize 2D electron gases 

with high electron mobility at low temperature. Due to the large lattice mismatch (7%) between 

the active InAs layer and the GaAs substrate, a step-graded buffer layer structure was employed 

to adapt the two different lattice parameters. We have optimized the buffer layer to reduce the 

residual strain in the quantum well region. Corresponding to this strain reduction, we see an 

increase of the electron mobility up to almost 106cm2/Vs, in line with state of art samples on 

InP substrates. To understand the limiting factors of mobility in detail, we studied low 

temperature scattering mechanisms on these 2DEGs. The insights gained from this research 

enabled us to enhance the buffer layer to achieve higher electron mobilities. 

These high mobility semiconductor heterostructures, were then used for integration into 

hybrid platforms.  Topological superconducting regime was achieved with the optimization of 

mobility and distance of the QW from the surface to have proximity effect. This recipe allowed 

to reach a hybrid system with mobility around 8.6 X 104 cm2/Vs for 2DEGs at 10 nm from the 

surface, with a charge around 4.95 X 1011/cm2 with silicon δ doping. On these shallow 2DEGs 

in-situ growth of aluminum films on near-surface InAs 2DEGs by Molecular Beam Epitaxy is 

demonstrated. Despite of the observed multidomain structure we obtained state of art electrical 

properties and superconducting proximity effect was observed in a Josephson junction. The 

growth protocol developed could thus set a new standard for the fabrication of Andreev qubits 

on GaAs technology. 

 



 

12 
 

  

Background 

Quantum computers take advantage of quantum physics’ inherent features, which hold the 

potential of effectively addressing problems that are intractable for classical computers [1]. 

Past few years have witnessed the proposition of several practical quantum computing 

technologies and which would represent a revolutionary achievement. Due to the rapid 

development of qubits, the global race to the quantum computer is in full swing. Numerous 

technology firms, including Google, IBM, Microsoft, and Intel ([https://quantumai.google/], 

[https://www.ibm.com/quantum], [https://azure.microsoft.com/en-us/solutions/quantum-

computing], [https://www.intel.com/content/www/us/en/research/quantum-computing.html]) 

are competing for a role in quantum computing. All these advances and efforts in this field 

have brought a promising future for novel qubits. Quantum computers can be built using a wide 

range of quantum systems, including trapped ions [2,3], superconducting qubits [4,5], 

photons [6], and silicon [7]. The trapped ion qubits have been a promising technology, 

particularly in terms of the quality of the qubits. However, they are limited in scalability and 

by their relatively slow, μs-scale gate times. Superconducting qubits are also a good option for 

scalable quantum processor architecture because of their strong qubit-qubit coupling. They are 

currently in the forefront of industrial efforts. However, they yield shorter characteristic 

coherence times as collective degrees of freedom couple to the environment more effectively. 

Another viable platform is based on spins in semiconductor quantum dots. While this platform 

typically enables qubits with long coherence times, this also comes at the expense of more 

challenging state readout, weaker qubit-qubit coupling and slow multi-qubit gates. Also, 

Semiconductor quantum dots in silicon demonstrate exceptionally long spin lifetimes as qubits 

and are therefore promising candidates for quantum information processing [8]. 

As opposed to pursuing small improvements on these platforms using current technologies, 

this thesis is aimed at combining semiconductor channels with superconducting elements, 

resulting in the Andreev qubit, a radically new feature in hybrid nanostructures. This qubit, 
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which essentially unites the best of both worlds, is based on a microscopic spinful degree of 

freedom and couples to the superconducting condensate that surrounds it.  

This combination is expected to have:  

 longer qubit lifetimes than state of the art superconducting qubits,  

 strong qubit-qubit coupling, even remotely, over macroscopic distances. 

For these effects to show, direct epitaxial growth of aluminum as a superconducting material 

on semiconductors, is considered the most desirable approach for the production and 

integration of devices. Manufacturing constraints generally dictate that devices fabricated from 

III-V semiconductors tend to still use materials such as GaAs as substrates. Nevertheless, there 

are still several issues associated with direct epitaxial growth of InAs quantum well on GaAs, 

related to the large lattice mismatch between these two materials.  

In this thesis, we have developed the growth protocols of Al/InAs hybrid systems on GaAs by 

Molecular Beam Epitaxy and investigated their structural and transport properties. In 

particular, 

1. We have optimized the step-graded buffer layer structure employed to accommodate 

the lattice mismatch between the GaAs substrate and the InGaAs layer in order to 

minimize the residual strain inside the conductive channel.  

2. We have studied the scattering processes limiting the low temperature mobility in 

these systems.  

3. We have achieved in-situ growth of aluminum films on near-surface InAs 2DEGs 

with quality comparable or superior to the state-of-the art.  

The electron mobilities achieved are high enough to envisage the fabrication of mesoscopic 

devices on these samples, such as Josephson junctions and hall bars as well as proximity effects 

are demonstrated with the help of Josephson junctions. These results open the way to explore 

more of the Andreev physics



 

Chapter 1 

Introduction 

1.1   Quest for quantum computing 

As it is well said by R.P Feynman – “Nature is quantum and if we want to simulate it, we need 

quantum computer.” As we know, when there is no known method for solving a problem in an 

acceptable amount of time using a classical computer, the problem is said to be classically hard. 

One example is the simulation of quantum systems. Why it is so difficult to model quantum 

systems? The fundamental problem is that it takes vast amounts of classical memory to 

completely describe quantum mechanical states. Not only is it difficult for classical computers 

to represent quantum states, but also to manipulate such complex information. As of this 

writing, only non-classical phenomena - quantum superposition and entanglement allow us to 

efficiently explore the high-dimensional complex Hilbert space where quantum states and 

quantum dynamics are defined. This was the inspiration for the effort to construct a quantum 

computer, in which quantum information is stored in quantum memory (qubits) and 

manipulated via quantum operations [9]. Then it took nearly three-fourth of a century after the 

discovery of quantum mechanics, and half a century after the birth of information theory and 

the arrival of large-scale digital computation, for people to realize that quantum physics 

fundamentally changes the nature of information processing and digital computation. This 

advancement provides physicists with an exquisitely distinct method of using and thinking 

about quantum theory. It is a surprising demonstration for computer scientists that the abstract 

structure of computation cannot be separated from the physics governing the instrument that 

executes the computation. Quantum mechanics introduces novel computational paradigms that 

were not conceived before and whose strength was not completely realized until the mid-1990s. 

Quantum computers would crack problems inaccessible to even the largest classical 

supercomputer today, which is called ‘quantum supremacy’. Therefore, to master the new 
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technology in the foreseeable future, building a quantum computer becomes one core issue in 

today’s research. 

It is appealing to define a quantum computer as one whose operation is guided by 

quantum mechanical laws. But, considering the principles of quantum mechanics regulate the 

behavior of all physical occurrences, we must resist this temptation. Our laptop obeys quantum 

physics laws, but it is not a quantum computer.  Quantum computers are different from classical 

computers as classical computers employ bits as their basic unit of data, with eight bits 

corresponding to one byte. Conventional computers write code in binary, as a 1 or a 0. Simply 

expressed, these 1s and 0s indicate whether the state is on or off. This is also known as serial 

processing, which is sequential in nature, which means that one operation must complete before 

the next one can begin. This means many computer systems use parallel processing, which is 

an extension of classical processing that can accomplish several computing tasks at the same 

time. Because bits of 1s and 0s are repetitive due to their binary structure, traditional computers 

also return a single result.  

 

Figure 1.1: Visualization of a bit and a qubit. [https://1qbit.com/blog/quantum-computing/a-bit-or-

two-about-qubits/] 

Quantum computing, on the other hand, adheres to a separate set of principles. Qubits 

are the data units used by quantum computers. Qubits, unlike bits, can have a value of 1 or 0, 

but they can also be both 1 and 0, existing in several states at the same time as shown in figure 

1.1. This is referred to as superposition, and it occurs when qualities are not specified until they 

are measured. This is why quantum information processors may be able to tackle some issues 

more effectively than classical processors. With the use of quantum computers, we can perform 

operations on data which has great importance in Machine learning, Cryptography, cyber 
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security, financial modelling, and other quantum algorithms. In these domains, quantum 

computers would solve problems that are currently unavailable to even the most powerful 

classical supercomputers, which is referred to as "quantum supremacy." As a result, creating a 

quantum computer has emerged as a critical topic in today's study to grasp the new technology 

soon. The former shows a considerable speedup over known classical algorithms and appears 

to strongly suggest that quantum processors are far more powerful than conventional ones. The 

latter proves that, in at least one scenario, quantum processors can solve problems quicker than 

a classical processor, albeit with a minor speed-up. Quantum processors appear to be obviously 

superior to classical processors for quantum physics problems because they can store the 

information required to represent the state of the system being simulated more efficiently. 

There are two types of quantum information processors reported. The processor in the first type 

is essentially a physics issue model that is used to directly measure properties of the 

corresponding system. In the second type, an array of quantum elements is employed as an 

information storage register, and calculations are performed via physical interactions between 

them, just like in a conventional computer. This chapter highlights theoretical and experimental 

research on Qubits carried out by scientists at many institutions all over the world over the past 

few decades.  

1.1.1 Requirements for a quantum computer 

The "DiVincenzo criteria" for a set of useable qubits summarize the needs for a workable 

quantum computer [10]: 

  1. Effective preparation of qubit states 

2. Lower decoherence of qubits 

3. Precision quantum logic operations for single qubits and between pairs of qubits 

  4. Measurement of qubit states with accuracy 

Points 2, 3, and 4 are interrelated, as low decoherence is not really a meaningful criterion by 

itself. If it were required that qubits maintain coherence for the entire duration of a quantum 

computation, the task would appear hopeless: to have a fixed system error rate, the coherence 

of each qubit would have to scale exponentially with the number of qubits. However, it is 

theoretically possible to use qubits in an algorithm lasting much longer than their coherence 

times by using error correction. With quantum error correction, the important figure of merit is 
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the ratio of the qubit coherence times to the time needed for an error correction. Error correction 

typically involves several single and two qubit logic gates followed by projective measurement 

of a subset of the qubits, and succeeds in preserving the logical state of the computer if those 

operations and measurements are done with high enough accuracy and large enough system 

size. Therefore, to run a quantum computer, we need to be able to do only a few logic operations 

with high accuracy in times, short compared to the qubit coherence times. Similarly, the 

projective measurement must be done in a time short compared to the qubit coherence times, 

and must be done with high accuracy. By construction, the hardware coupled to the qubits to 

control their states introduces decoherence channels. The same is true for the apparatus used to 

measure the qubits’ states. Navigating this tension is the main challenge of experimental 

quantum information. Therefore, the initial phase in this case is to effectively prepare the qubits 

so that they could potentially be employed in quantum computers.  

1.2   Quantum bits 

We require controllable and quantifiable quantum mechanical logic elements to develop a 

quantum computer. As in the classical case, these elements can take any number of possible 

states, but the analysis and construction are simplest in the case of two possible states. 

Following the term "bit" for a controllable information storage element with two states in 

classical computers, we refer to the quantum analogue as a "qubit". The term qubit was invented 

and first used in print by Benjamin Schumacher [11]. Qubits are a perfect example that 

demonstrate and highlight unconventional phenomena that quantum behavior can create in 

innovative ways. 

In a quantum computer, the phenomenon of superposition is used as the basic unit of 

information, as in a bit in a classical computer, a qubit stores a binary value, either a one or a 

zero. However, it is manifested as a two-state quantum entity such as the nuclear spin of an 

atom, an electron that is either spin-up or spin-down, a photon with polarization either 

horizontal or vertical, etc. When measured, the qubit is found in only one of the two states. In 

Dirac notation, qubits are represented as a ket, where the basic values of 0 and 1 are denoted 

as |0> or |1>. However, until it is measured, the qubit is in a superposition of 1 and 0, and there 

is generally a probability distribution on the value. Although these probabilities cannot be 

measured directly, they can take part in computations. A bit more formally, a qubit is a unit 

state vector in a 2-D Hilbert space where |0> and |1> are orthonormal basis vectors. For each 

qubit |x>, there exist two complex numbers a and b such that: 
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|𝑥 > = 𝑎|0 >  + 𝑏|1 > (1.1) 

Where, |a|2 + |b|2 = 1, Where, a and b define the angle which the qubit makes with the vertical 

axis and therefore es the probability that the given bit will be measured as a 0 or as a 1. Then, 

there is also the phase of the qubit which represents an angle of rotation around the vertical 

axis as shown in figure. 1.1. While this phase does not affect the probability of measuring the 

bit in a certain value, it is crucial for quantum interference effects.  

"Groups of qubits in superposition can create complex, multidimensional 

computational spaces," according to IBM, allowing for more complicated computations. When 

qubits become entangled, changes to one directly influence the other, resulting in substantially 

faster information flow between qubits. In this section, we will discuss some possible physical 

systems that could be used to make qubits.  

1.2.1   Semiconducting qubits 

Semiconductor quantum dots appear to be suitable hosts for qubits in the development of a 

quantum processor. Intensive research has been conducted over the last twenty years, and many 

types of qubits based on various types of semiconductor spin qubits in Shallow donors and gate 

defined quantum dots have been generated. The spin degree of freedom quite naturally defines 

a qubit, as spin-up or spin-down in the case of one electron (Loss and DiVincenzo, 1998)  [10], 

or as two distinct nuclear spin states (Kane, 1998) [7]. These spin qubit devices are known for 

its long-lasting quantum coherence, fast control, and potential for miniaturization and scaling. 

Recent breakthroughs include high-fidelity single and two-qubit gates, as well as prototype 

quantum algorithms. These achievements inspire future study into the development of a fault-

tolerant quantum computer. Two phenomena govern the electrical characteristics of quantum 

dots. To begin, the Coulomb repulsion between electrons on the dot results in an energy cost 

for adding an additional electron to the dot. Because of this charge energy, electron tunnelling 

to or from reservoirs can be blocked at low temperatures; this process is known as Coulomb 

blockade [12]. Second, confinement in all three dimensions causes quantum effects that affect 

electron behavior. Because of the ensuing discrete energy spectrum, quantum dots act similarly 

to artificial atoms in many aspects [13]. The fundamental physics underlying dots with more 

than two electrons has already been discussed [14].  As a result, we concentrate on single and 

linked quantum dots with one or two electrons. That is why semiconductor quantum dots are 

also called as “artificial atoms” as they can trap few or single electron These systems are 



 

19 
 

particularly significant since they serve as the foundation for the planned electron spin-based 

quantum information processors. 

 

Figure 1.2: Device structure of the semiconductor quantum dot. Figure (a) is the schematics of a double 

quantum dot fabricated using doped AlGaAs/GaAs heterostructures. The location of 2DEG and the 

electrons with spin directions in the double quantum dot are also shown. (b) Cross section of a CMOS 

quantum dot, dotted lines denote where 2DEG and a quantum dot form. [15] 

Materials mostly used for the quantum dots are GaAs and Si. Due to the high mobility 

of electrons in GaAs/AlGaAs heterostructure, GaAs was the first material to host qubits based 

on quantum dots.  [16–18]   As illustrated in Figure. 1.2 (a), the electrodes on the surface of 

GaAs offer voltage to form a potential well for trapping electrons in the two-dimensional 

electron gas (2DEG). Silicon is also in this case an excellent host material for spin qubits, for 

its weak hyperfine interaction and spin–orbit coupling  [19] that reduce the magnetic noise. A 

silicon quantum dot can be formed either in the Si well of an Si/SiGe heterostructure or in a 

CMOS channel as shown in fig 1.2 (b). Also, Eriksson et al. demonstrated a charge qubit based 

on Si/SiGe quantum dots showing promising future to realize quantum computing.  [20] 

Several different architectures of the quantum dot-based quantum computer have been 

promoted recently such as hybrid qubits (hybrid superconductor-semiconductor devices have 

been put forward, demonstrating coherent coupling between a quantum dot and a microwave 

field confined in a superconducting resonator) [21,22] to overcome the major issues of weaker 

qubit-qubit coupling and slower multi qubit gates. 

1.2.2   Superconducting qubits 

Superconducting qubits have emerged as one of the leading candidates for scalable quantum 

processor architecture since 1999 [23]. In these recent years, superconducting quantum 

computing has developed rapidly, in 2014 five qubits superconducting quantum system was 

achieved [24]. This was a major milestone achieved in the field of quantum computers. 



 

20 
 

Superconducting qubits provide the following benefits over qubits based on other quantum 

systems such as trapped ions, nuclear magnetic resonance, linear optical systems, spin qubits 

and so on:  

 The designability of a superconducting qubit system is excellent. Qubits of many sorts, 

such as charge qubits, flux qubits, and phase qubits, can be created. Different factors, 

such as the qubit's energy level and coupling strength, may also be modified by varying 

capacitance, inductance, and Josephson energy. As a result, the Hamiltonian of 

superconducting qubits may be created.  

 Present-day semiconductor microfabrication technology is used to create 

superconducting qubits. High-quality devices can be developed utilizing modern chip-

making technology, which is beneficial to manufacturing and scalability. Thus, these 

systems are good in scalability 

 The superconducting qubit system's circuit design makes it very simple to couple 

multiple qubits. Superconducting qubits can be easily coupled via capacitance or 

inductance in general.  

 Superconducting qubit operation and measurement are compatible with microwave 

control and operability. Thus, commercial microwave devices and equipment with ease 

of control may be employed in superconducting quantum computing investigations. 

Superconducting qubits are classified into three types based on their degrees of freedom: 

charge qubits, [10,23–26] flux qubits [27], and phase qubits as shown in figure 1.3 [28]. The 

charge qubit is composed of a Josephson junction and a capacitor, with adjusting the voltage 

V we can control the number of Cooper pairs. In flux qubit, L is the loop inductance and by 

changing the bias flux & can adjust the energy level structure of the qubit. In Phase qubit we 

can adjust the bias current I that can tilt the potential energy surface. 

The ratio EJ /EC distinguishes these three types of superconducting qubits, where EJ is 

Josephson energy and EC is charging energy. Based on the three superconducting qubit 

architectures, many new types of superconducting qubits are derived, such as Transmon-type 

qubit, C-shunt flux qubit, Fluxonium, 0- πqubit, hybrid qubit, and so on.  Transmon-type qubits, 

such as Transmon, Xmon, Gmon, and 3D Transmon, are now the most common 

superconducting qubits due to their simplicity and versatility in cQED systems. 
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Figure 1.3: Various types of superconducting qubits a) Charge qubit composed of a Josephson 
junction and a capacitor b) Flux qubit c) Phase qubit  [28]. 

Koch et al. suggested Transmon in 2007 [29]. In the charge qubit, the charge dispersion reduces 

exponentially in EJ /EC, while the anharmonicity decreases algebraically with a slow power law 

of EJ /EC. Xmon is a derivative of Transmon, which was proposed by Barends et al. in 2013 

[30]. The Xmon qubit, unlike the original Transmon's interdigital capacitor, is produced by a 

cross capacitor and is connected to a shared transmission line through a resonant cavity. The 

Xmon qubit has quick control, extended coherence, and simple connection, making it ideal for 

scalable superconducting quantum computing. Gmon  [31] is based on the Xmon qubit, but the 

qubits are associated with a junction that functions as an adjustable inductor to vary the 

coupling strength. The Gmon architecture avoids the problem of frequency congestion caused 

by fixed coupling, and it provides a versatile platform for applications ranging from quantum 

computing to quantum simulation. Manucharyan et al. developed fluxonium in 2009  [32] to 

overcome both the inductance and offset charge noise concerns. A series array of large-

capacitance tunnel junctions is coupled in parallel with a tiny junction in the Fluxonium design. 

Next is the 0-π qubit which was first proposed by Kitaev, Brooks and Preskill [33,34] and 

experimentally realized by Gyenis et al. [35] in 2019. 0-π qubit is designed with a symmetrical 

circuit to obtain an interleaved double potential well. The two ground state wave functions of 

a qubit are highly localized in their respective potential wells and do not disjoint each other. 

The transition matrix elements between the corresponding two ground state energy levels are 

very small. Therefore, 0-π qubit is not sensitive to charge and magnetic flux noise. To overcome 

the disadvantages of different types of superconducting qubits hybrids systems [36–39] were 

proposed to combine the advantages of different quantum systems. In 2010, Marcos et al. 

proposed a novel hybrid system that coupling Nitrogen Vacancy (NV) centers in diamond to 

superconducting flux qubits [38]. The hybrid system takes advantage of these two systems. The 

flux qubits are well-controlled, but their coherence time is short, which could be used as a 

control element. The NV centers have long coherence times, which have the potential to be 

used as a long-term memory for a superconducting quantum processor.  
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These most recent breakthroughs in superconducting quantum computing, has gained 

popularity in recent years, and it is also showing great promise in the long run. Because of the 

benefits mentioned before, superconducting qubits have emerged as the main contender for 

scalable quantum computing. However, significant hurdles remain in the development of large-

scale quantum computing. The fundamental drawback of superconducting qubits is their short 

coherence durations, which is due to their tunability and enormous size. Because 

superconducting qubits are not real 2-level systems, the undesirable |1> |2> transition must be 

avoided with care during information processing. To keep superconducting qubits, cool 

enough, dilution refrigerators are needed, and breakthroughs in the capacity of such cryostats 

should be accomplished before developing a system with millions of qubits. 

1.3   The Magic of hybrid systems 

Within the framework of quantum information processing superconductors and 

semiconductors are two of the most well-studied classes of materials. Superconductors  [40] 

and semiconductors [17], on their own, have remarkable qualities with far-reaching 

applications. Even in the presence of disorder, electron pairing leads in the passage of 

dissipation-less current in superconductors. The defining feature of semiconductors, on the 

other hand, is their low charge carrier density. Thus, the chemical potential can be directly 

changed by applying an electric field (the field effect). Relativistic effects result in increased 

g-factors and significant spin-orbit coupling in some semiconductors. 

What if we combined the properties of superconductors and semiconductors in a single 

electronic system? What kind of new physics would emerge? What further power could we 

obtain? These are the questions raised by superconductor-semiconductor heterostructure 

experiments. The essential notion behind such heterostructures is that if the contact between 

the two materials is good enough, electrons can travel freely over the interface (their 

wavefunctions are no longer localized to one material or the other). In this way, electrons might 

inherit qualities from both materials while also possessing all the properties outlined above. 

Superconducting quantum devices offer exceptional connectivity and controllability, whereas 

semiconductor spin qubits distinguish themselves with their extended quantum coherence, 

swift controllability, and potential for downsizing and expansion. Recent years have witnessed 

remarkable advancements in amalgamating superconducting circuits with semiconductor 

devices to create hybrid quantum systems that harness the advantageous properties of both 

components. Superconducting cavities play a pivotal role in facilitating coherent quantum 
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interactions across substantial distances, linking electronic attributes like the spin of individual 

electrons on a semiconductor chip, thus serving as a crucial connectivity element for quantum 

devices. 

A lot of experiments are going on in this direction. With low effective mass, strong 

spin-orbit coupling, and high Landé g factor [41], the two-dimensional electron gas (2DEG) in 

InAs quantum wells is an interesting platform for mesoscopic physics experiments, but only a 

few realizations of mesoscopic devices [42]. More recently, lithographically defined nanowires 

comprised of the s-wave superconductor aluminum proximity-coupled to InAs 2DEG grown 

on semi-insulating InP have experimentally revealed evidence of Majorana zero modes [43]. 

Motivated by the possibility to explore mesoscopic phenomena and novel topological states in 

a lower disorder environment, significant effort is now dedicated to improvement of InAs 

2DEG electronic properties. For example, the growth of composite quantum wells of 

InGaAs/InAs enabled improvement of the carrier mobility to μ = 1.0 × 106 cm2/Vs for InAs 

quantum wells buried 120 nm below the top surface and grown on semi-insulating (100) InP 

substrates [44]. 

Some works were done on GaSb substrates, which has a similar lattice parameter to 

InAs but has some disadvantages like parasitic conduction through the substrate; due to the 

small band gap of GaSb, substrates are not perfectly insulating and the inability to fully deplete 

the 2DEG and residual sidewall conduction with surface gates  [45]. Growth on GaAs would 

overcome these drawbacks (and take advantage of a lower cost material with a well-developed 

technology), but difficulties related to the large (7%) lattice mismatch to InAs must be faced 

[46,47].  This thesis will be dedicated to the design, fabrication, and operation of devices based 

on InAs 2DEGs on GaAs substrates. 

These semiconductor platforms with strong spin-orbit interaction (SOI) connected to a 

superconductor are of particular interest to us because they have the potential to host 

topologically protected Majorana zero modes (MZM) suitable for Andreev qubits  [48,49]. 

MZM signs have already been seen on binary III-V semiconductor/superconductor hybrids 

such as InAs/Al NWs. 
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Table 1.1: Typical values for the bulk ∆0 and maximum values for the proximity-induced ∆ind 

superconducting gaps in different semiconductor-superconductor heterostructures. 

Aside from induced superconductivity, achieving topological protection and MZMs 

necessitates the application of a magnetic field whose size is determined by the hybrid system's 

effective SOI and g-factor. As a result, achieving effective topological protection is dependent 

on the capacity to develop materials with the necessary qualities. Unexplored material 

platforms include ternary-based semiconductors like InGaAs, which are predicted to have 

much stronger spin-orbit coupling than binary compounds and could potentially provide a 

material with strong enough topological protection to realize topological quantum information 

applications [50]. These topological quantum computation holds the promise of a high degree 

of fault tolerance, possibly allowing a single-module quantum computing system capable of 

addressing crucial issues.  

For the devices with superconductor-semiconductor interfaces, standard deposition of 

the superconductor material implies exposure to ambient air of the semiconducting materials 

surfaces. There has been significant progress in improving these interfaces by gently etching 

the oxide and optimizing the superconducting deposition [51].  Then an important step forward 

was taken with epitaxial growth of thin aluminum films on pristine semiconductors, without 

breaking vacuum [52]. High-quality epitaxial superconductor-semiconductor interfaces have 

been realized in different heterostructures like Al/InAs, InAsSb/Al [53,54]. Typical values of 

the proximity-induced superconducting gap in different semiconductor-superconductor 

heterostructures are listed in table 1.1. SC gap of Al depends on the film thickness. Note that 

∆ind in aluminum heterostructures is close to the bulk superconducting gap indicating on strong 

tunneling regime between semiconductor and superconductor [51,55,56]. The basic 

requirements for the Al film are that it should stay thin enough to withstand high parallel 

magnetic fields without being driven normal, and second, it should have a uniform morphology 

along the semiconductor interface, ensuring translational invariance in order to avoid disorder-

induced sub-gap states. In-situ Al deposition using MBE should ensure both requirements, 
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together with the attainment of an oxide-free, highly transparent interface, and has been 

exploited in this thesis work. 



 

 

Chapter 2 

Instruments and Techniques 

This chapter's objective is to provide a brief overview of the equipment and processes used in 

this thesis. The first section discusses the fundamentals of Molecular Beam Epitaxy (MBE) and 

concentrates on the MBE machine installed at CNR-IOM. This section also describes the main 

morphological characterization techniques: first, high resolution X-Ray Diffraction (XRD) 

which gives precise quantitative information on the crystal structure and is of fundamental 

importance for MBE growth calibration of indium alloys, and then Atomic Force Microscopy 

(AFM), used to probe the sample surfaces. Later in this section the growth of 

InxGa1−xAs/InxAl1−xAs heterostructures containing a two-dimensional electron gas is 

discussed, then it is focused on the fabrication techniques that are used to pattern samples with 

Hall bar devices and nanometer sized top metal gates needed to perform transport 

measurements. Finally, last section is dedicated to the description of the experimental setup 

used to perform transport measurements at cryogenic temperatures. 

2.1   Molecular beam epitaxy 

Molecular beam epitaxy (MBE) is an Ultra-High-Vacuum (UHV) based technique for 

producing high quality epitaxial structures with monolayer (ML) control. MBE has evolved 

into one of the most widely used techniques for producing epitaxial layers of metals, insulators, 

semiconductors, and superconductors, both at the research and industrial production levels, 

since its introduction in the 1970s as a tool for growing high purity semiconductor films.  

The term epitaxy is derived from the Greek root’s "epi" and "taxis," which mean "to 

arrange upon." In other words, epitaxy is an arrangement of one or more thermal particles atop 

a heated and ordered crystalline substrate to form a thin layer whose crystallinity matches that 
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of the substrate despite differences in material composition. Figure 2.1 shows a scheme of a 

typical MBE system. The apparatus consists of an ultra-vacuum chamber in which there are 

several material sources that provide the molecular beams that hit the sample that is kept under 

temperature control. When needed, the sample is maintained in rotation to improve the growth 

homogeneity. The mechanism that supports MBE growth is rather simple: it essentially consists 

in the synthesis of atoms or clusters of atoms by the heating of a solid source. They then travel 

in a UHV environment and collide with a heated substrate surface, where they disperse and 

finally become integrated into the expanding film.  As the name implies, the material is supplied 

to the surface of wafer to deposit the material.   

Earlier, MBE accomplishments include the development of GaAs / AlxGa1-xAs lasers 

[57], the production of high-quality GaAs and AlGaAs superlattices [58] and quantized 

electron transport [59] in these superlattice interfaces. This paved the way for nanoscale 

bandgap engineering and the study of quantum processes in condensed materials such as 

quantum cascade lasers and NWR devices. Furthermore, advanced in-situ characterization 

methods such as reflection high-energy electron diffraction (RHEED) or mass spectroscopy 

studies can be carried out in the MBE chamber. One disadvantage of MBE is that the growing 

procedure must take place in a very clean atmosphere. Residual gases in the growth 

environment cling to the substrate similarly to source materials (though less effectively), 

causing crystal mismatches and/or functioning as unwanted dopants. Given that even very thin 

structures of a few microns might take several hours to grow, it's simple to see how a poor 

vacuum can impair sample quality so severely that even the most perfect structure design 

cannot compensate.  

2.1.1   Growth Apparatus: 

Some basic components of the MBE system are:  

 A stainless-steel UHV growth chamber is coupled to a preparation chamber, where 

substrates are degassed prior to growth. All components of the growth chamber must 

be able to withstand bake-out temperatures of up to 200 degrees Celsius for lengthy 

periods of time in order to limit outgassing from the internal walls. 

 The pumping system must be capable of efficiently reducing residual pollutants. The 

pumping system is typically made up of ion pumps with supplementary Ti-sublimation 

and cryogenic pumps for pumping certain gas species. The base pressure of an MBE 
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chamber is typically between 10-11 and 10-12 mbar, resulting in an impurity 

concentration of less than 1015 cm-3 in developed structures. 

 Liquid N2 cryopanels surround internally both the main chamber walls and the source 

flanges. Cryopanels prevent re-evaporation from parts other than the hot cells and 

provide thermal isolation among the different cells, as well as additional pumping of 

the residual gas.  

 Effusion cells containing the evaporation materials are critical components of an MBE 

system as they provide great flux stability, uniformity, and material purity. To enhance 

flux uniformity, the cells (typically six to ten) are arranged on a source flange and co-

focused on the substrate. During a workday, the flux stability must be greater than 1%, 

with day-to-day changes of less than 5%  [60]. This means that the temperature control 

must be on the order of one degree Celsius at 1000°C  [61]. A mechanical or pneumatic 

shutter, commonly constructed of tantalum or molybdenum, is put in front of the cell 

to trigger the flux emanating from it. 

 The substrate manipulator secures the wafer on which the growth occurs. It can perform 

continuous azimuthal rotations around its axis to increase wafer uniformity. The heater 

behind the sample is intended to maximize temperature consistency while reducing 

power consumption and impurity outgassing. An ionization gauge, which may be 

pushed into the molecular beam and utilized as a beam flux monitor (BFM), is situated 

opposite the substrate holder. 

 The RHEED gun and detection screen are utilized to precisely calibrate the material 

fluxes evaporated by the effusion cells as well as used to assess the morphology and 

crystalline order of the surface.  It also helps to monitor the epitaxial development 

monolayer by monolayer.   

 The Reflectometer is also utilized for in-situ thickness monitoring during growth. 

Normal incoming light impinges on the substrate, and its reflection is recorded. A light 

from a white bulb with a subsequent spectrum analyzer can be employed, or, as in our 

system, monochromatic diode(s). We obtain a harmonic response in time by recording 

such reflected signal throughout growth, where the maxima-minima distances are given 

by 

𝑑 =
 λ

4𝑛
 

(2.1) 
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where n is the refractive index and λ is the wavelength of the probing light. The 

thickness, and hence the growth rates, can be monitored in-situ by carefully calibrating 

the refractive index for specified materials using an iterative approach utilizing X-ray 

diffraction data. 

 The quadrupole residual gas analyzer (RGA) is a mass spectrometer that analyzes the 

residual gas composition in the chamber. This equipment is also used to identify helium 

leaks in the vacuum system through helium detection.  

 

 

 

Figure 2.1: 3D schematic of the growth chamber in Molecular beam epitaxy. 
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2.1.2  Growth process: 

Generally, three primary phases can be defined in the MBE process  [62]. The first is the 

crystalline phase constituted by the developing substrate, which has both short- and long-range 

order. On the other end of the spectrum, there is the disarray of molecular beams. There is a 

near-surface zone between these two phases where the molecule beams hitting the heated 

substrate interacts with it. In this region at the phenomena most relevant to the MBE process 

occur. Atomic or molecular species get physiosorbed or chemisorbed on the surface, where 

they might go through a variety of processes (Figure 2.2).  

 

Figure 2.2: Different surface processes that takes place in the MBE. Atoms can diffuse on a flat surface 

(a), where they can reevaporate (b), meet other atoms to form two-dimensional clusters (c), reach a step 

where they can be incorporated (d), or further migrate along the step edge (e) to be incorporated at a 

kink (f).  

Molecular beam epitaxy technique of growing a compound crystal by condensing it 

from base material vapors on a proper substrate has an intrinsic problem, which is the vast 

differences of temperatures needed for the substrate and the source materials to attain good 

stoichiometric growth conditions. Therefore, the partial pressures of the components must meet 

a certain relation and the substrate temperature must be in a range that allows for sufficient 

atom movement without reevaporating the crystal's components. The first promising approach 

was “Günther's three-temperature-method” [63]. While he succeeded to control the 

temperatures of the components of his setup separately, the crystal quality was not sufficient 

to trigger interest for the device production.  
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A prominent example is the MBE growth of III-V semiconductors, where the substrate 

is kept at an intermediate temperature between the evaporation temperature of the group III and 

group V source materials. Group V species have a much higher vapor pressure than group III 

atoms, therefore typical cell working temperatures are lower for group V evaporation (around 

300 °C for As) than for group III species (around 1100 °C, 800 °C and 1000 °C, for Al, In, and 

Ga, respectively). At the substrate temperature, the vapor pressure of group III species is nearly 

zero; this means that every atom of the III species that impinges on the substrate is chemisorbed 

on its surface; in other words, group III atoms have a unit sticking coefficient. The high vapor 

pressure of the group V species favors, on the contrary, the re-evaporation of these species 

from the sample surface. Due to the higher group V species volatility with respect to group III, 

growth is usually performed with a V/III beam flux ratio much higher than one. This flux 

imbalance does not affect the one-to-one crystal stoichiometry between III-V species. In fact, 

as shown by Foxon and Joyce  [64,65] in the case of homoepitaxial growth of GaAs, As atoms 

do not stick if Ga atoms are not available on the surface for bonding. So, in the case of GaAs, 

the growth rate is driven by the rate of impinging Ga atoms on the substrate. 

The flux J of atoms evaporated from an effusion cell can be described as in equation 

2.2 [61], 

                   𝐽 = 1.1 𝑋 10ଶଶ 𝑋 ቂ
௔௉

ௗଶ√ெ்
ቃ  𝑐𝑜𝑠θ mol cmିଶ𝑠ିଵ                     (2.2) 

where a is the aperture area of the effusion cell, d is the distance of the aperture to the sample, 

θ is the angle between the beam and the normal to substrate, M is the molecular weight of the 

beam species, T the temperature of the source cell, and P is the vapor pressure of the beam; the 

vapor pressure is itself a function of the source cell temperature as in equation 2.3, 

log P =  A /T +  B log T +  C (2.3) 

where A, B and C are material-dependent constants. For a growth rate of about 1 µm/h the 

typical fluxes are ∼ 1016 atoms cm−2 s −1 for group V elements and ∼ 1015 atoms cm−2 s −1 for 

group III. In the case of alloys with mixed group III elements, such as InGaAs and InAlAs, the 

reactions with the group V elements are identical to those observed in the growth of binary 

compounds, such as GaAs  [64,65]. The only difference is that the optimum growth 

temperature range is driven by the less stable of the two group III atoms, i.e. by indium in the 

case of InGaAs and InAlAs alloys. In fact, Turco et al.[66] observed that the incorporation of 
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In in InAlAs alloys grown on GaAs substrates decreases for samples grown at temperatures 

higher than 500°C, while significant Ga or Al re-evaporation takes place only at higher 

temperatures (about 650°C for Ga, and about 750°C for Al). For the growth of In-based alloys 

at substrate temperatures below 500°C, a unit sticking coefficient can be assumed; the resulting 

growth rate and composition are simply computed from the two binary growth rates that 

constitute the alloy. For example, if RInAs, and RGaAs are the growth rates for InAs and GaAs 

respectively, then the total growth rate of the alloy is RInGaAs = RInAs + RGaAs while the indium 

concentration x is the same as in the gas phase and is given by equation 2.4 

𝑥 =
𝑅ூ௡஺௦

𝑅ூ௡஺௦ + 𝑅ீ௔஺௦
  

(2.4) 

 

Figure 2.3: In the left panel, RHEED oscillations of an actual measurement for GaAs and AlAs grown 

on GaAs (001). In the right panel a schematic view of the relationship between RHEED intensity and 

monolayer coverage ϴ.                                       

2.1.3  Calibration of growth rate 

To grow the ternary alloys such as InxGa1-xAs and InxAl1-xAs (known indium concentration x) 

for the semiconductor, the three growth rates RGaAs, RAlAs, and RInAs must be precisely measured 

prior to growth. 

 GaAs and AlAs- The intensity oscillations of the specular spot of the RHEED signal 

during the formation of a GaAs or AlAs film on a GaAs substrate define the growth 

rates of GaAs and AlAs [61]. A high energy (up to 20 keV) electron beam is focused 

on the sample surface at grazing incidence; the electron diffraction pattern is displayed 
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on a fluorescent screen and captured by a CCD. The electron beam is scattered solely 

by the first atomic layers due to grazing incidence and the short mean free path of 

electrons in materials, resulting in a surface sensitive diffraction pattern. Furthermore, 

the grazing geometry restricts RHEED electron interference with molecule beams, 

making the approach suited for real-time investigation during growth. The intensity of 

the zero-order diffraction spot or the specular spot is recorded as a function of time 

during the growth of crystal. An example is shown in figure 2.3, where we can notice 

the intensity of the spot has an oscillatory behavior. This arises because of the flat 

surface, present when a monolayer is complete and reflects the electrons optimally, 

however when a half-monolayer is done then the electron beam is partially scattered by 

the stepped surface. Starting with a flat surface and progressing with growth, the 

incident electron beam is partially scattered by the island steps of the growing 

monolayer, diminishing the reflected intensity, as seen schematically in the right panel 

of figure 2.3. Scattering becomes maximal at half monolayer coverage, whereas once 

the new monolayer is completed, the surface flattens again due to island coalescence, 

and the reflected intensity recovers its value. The increased frequency causes a 

progressive dumping of the oscillation intensity. As a result, a RHEED oscillation 

period corresponds to the formation of a single monolayer. By measuring the time 

required to complete a particular number of oscillations, one may compute the growth 

rate in monolayer/s for a constant effusion cell temperature and simply convert it to 

units of Å/s if the lattice parameter of GaAs or AlAs is known. Prior to sample growth, 

this calibration is performed virtually every day on a make do substrate. With constant 

cell temperatures, the day-to-day variation of 𝑅ீ௔஺௦ and 𝑅஺௟஺௦ is 1%; however, the long-

term behavior of these rates is predictable, and is constant (within 12%) until the cell is 

almost empty, unless major changes to the cell environment occur (such as refilling, 

etc.). 

 

 InAs- RHEED oscillations cannot be used in general to assess InAs growth rates. This 

is because obtaining excellent quality, monolayer-flat InAs surfaces cannot be grown 

directly on GaAs. In fact, even after the first one or two monolayers, the substantial 

lattice mismatch between InAs and GaAs (~7.2%) encourages the creation of 3D 

islands. However, the relationship (2.4) gives an alternate technique for evaluating the 

InAs growth rate by measuring the GaAs growth rate in-situ using RHEED oscillations 
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and the In concentration in a thick InGaAs layer ex-situ using X-ray diffraction 

measurements (see section 2.5) In flux calibration is a time-consuming process that 

includes growing many samples of InxGa1-xAs and doing repeated X-ray diffraction 

observations foe each sample. Because of this, and owing to the relative stability of the 

fluxes until the cells are nearly empty, the Influx calibration is only conducted every 

few months, after substantial maintenance operations to the MBE chamber. 

The MBE chamber, which was established at CNR IOM in Trieste, is primarily dedicated 

to the creation of GaAs-based heterostructures with extremely high purity. This type of 

technology demands some special changes. Two 3000 l/s cryopumps are replacing the ion 

pumps, resulting in a cleaner and more powerful pumping system. Mounting all-metal gate 

valves prevents viton seal outgassing. P-doping does not utilize any group-II elements, such as 

Be, because they are known to significantly impair carrier mobility. High-limit and copy cells 

are used to avoid cell topping off or fixing for extended periods of time. Following the 

installation of the MBE system, substantial degassing, and a three-month bake-out phase at 

200°C were carried out to increase performance. 

2.1.4   Substrate handling 

As cleanliness is crucial for MBE-growth in general, substrate handling is an essential part of 

growth operations even more for highest quality structures. Growth substrates are 

commercially available with a high level of purity and crystal quality; and they are perfect as 

per MBE standards. A popular mounting procedure exploits the strong adhesive force that 

liquid gallium exerts on substrate and holder when a thin layer is deposited between the two. 

While this method results in an indium or gallium-contaminated back (unfavorable for further 

processing), gluing has several advantages over clamping the substrate to the holder: 

(1) Because to its high thermal conductivity, liquid gallium provides optimal temperature 

distribution over the whole substrate area. 

(2) The adhesive force is also dispersed evenly throughout the entire surface, whereas 

spring-loaded clamps exert punctual force, generating strain in the substrate. 

(3) The liquid gallium approach, when completely disseminated, eliminates air pockets 

beneath the substrate, which could cause undesirable outgassing and possibly damage 

to the substrate.  
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(4) When it comes to substrate size and shape, the glueing approach offers a lot of leeway 

(for example, a square wafer can be loaded and processed just as readily as four quarter 

wafers on one holder to compare different manufacturer’s substrates). 

2.2   X-ray diffraction  

 X-rays are electromagnetic radiation with wavelengths ranging from 0.01 to 1 nanometer. 

When high-energy electrons are dialed back and lose energy, X-beams are produced. This 

should be accomplished by passing a high voltage (10 kV) between a cathode and an anode. 

Following that, high-energy electrons are extracted from the cathode and strike the anode. X-

rays are released at this period. The frequency of the electrons with the maximum energy will 

be defined by the fundamental charge of electrons, 𝑞௘𝑉 = ℎ 𝑓௠௔௫ where 𝑞௘ =

1.60218 𝑋 10ିଵଽ𝐶 , and the voltage applied between the electrodes, λௌௐ௅ =  
௛௖

௤೐௏
 . 

Wave diffraction can be used to study crystalline order. When the wavelength is about 

equal to the lattice constant (as it is for x-rays in crystalline substances), the diffracted beams 

contain information about the crystal structure, as demonstrated by Bragg's equation. When 

constructive diffraction occurs, these beams have distinct intensity peaks, which may be 

utilized to calculate the periodicity of the crystal lattice using Bragg's equation. Since Max von 

Laue's initial observation of X-ray diffraction by a crystal in 1912  [67,68], and the Bragg’s 

quantitative explanation of this phenomenon, this approach has proven to be a potent 

instrument for obtaining precise quantitative information about crystal structures. 

2.2.1   Bragg’s law 

Figure 2.4 depicts parallel atomic planes that act as plane reflectors. d is the distance between 

these parallel surfaces. The angle formed by the incident beam and the plane's normal (θ) equals 

the angle formed by the normal and the reflected beam. The path difference between two nearby 

waves may be expressed as ∆ = 2𝑑 𝑠𝑖𝑛𝜃 , as illustrated in figure 2.4. 
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Figure 2.4: Bragg’s Law. Two parallel waves reflecting from two parallel atomic planes separated by 

the distance d  [69]. 

When the route difference is an integer multiple of the wave length, the waves reinforce one 

another. This is referred to as a Bragg reflection, and it happens at any integer multiple of λ: 

 2𝑑 𝑠𝑖𝑛𝜃஻ = 𝑛λ  (2.5) 

This is known as Bragg's law. If the path difference is half the wavelength (or any integer 

multiple of the wavelength plus a half), the reflected waves cancel each other out:   

2𝑑𝑠𝑖𝑛𝜃𝑩 = (𝑛 + 
ଵ

ଶ
) λ (2.6) 

The spacing of the reflection planes determines the Bragg angle θB. The interplanar distance 

for a particular crystal plane (hkl), in the unit cell of a crystal with lattice constant a is: 

𝑑 =  
𝑎

√ℎଶ + 𝑘ଶ + 𝑙ଶ
 (2.7) 

 

2.2.2   Diffractometer 

To measure accurately the incident and diffracted angle of the monochromatic X-ray radiation, 

a High-Resolution X-Ray Diffractometer (HRXRD) is needed. Such an instrument is 

schematically depicted in figure 2.5 and is composed of four main elements: 
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Figure 2.5: Schematic view of a four-axes diffractometer. The sample is colored in gray and all four 

controllable rotation angles are indicated. 

 The X-ray tube: It consists in general of a metal anode that is impacted by a stream of 

high energy (30-40 keV) electrons released by a nearby cathode; the core level electrons 

of the anode's atoms are stimulated, and when they recombine, they emit X-ray photons 

at a specific range of wavelengths characteristic of the anode's element. A copper anode 

tube was employed in our configuration. 

 The monochromator chooses only one of the transmitted wavelengths. The wavelength 

must be carefully chosen for high resolution diffraction measurements. To accomplish 

this, the X-rays are subjected to repeated Bragg reflections in suitably selected single 

crystals, which has the added benefit of considerably lowering the angular divergence 

of the outgoing beam. We have always utilized a so-called Bartel monochromator for 

our experiments, in which the beam undergoes four times the 220 reflections in 

germanium single-crystals. This results in a wavelength determination uncertainty of 

less than one part in 100,000 and an angular divergence of 12 arcsec.  

 The goniometer oversees measuring the Bragg angles and properly aligning the crystal 

planes regarding the incident beam. The angles are to be be adjusted: 2θ is twice the 

diffraction angle ω, and it is the angle between the incident beam and the sample 

surface. Because these two angles are required to calculate the lattice plane spacing, 

they must be fixed and determined as precisely as feasible. The resolution in our 

instrument is 10-5 degrees.  
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 The detector collects and counts the X-ray photons. According to the resolution to be 

achieved it can be coupled to a receiving slit that simply limits the acceptance angle of 

the detector or to another germanium monochromator (which increases the resolution, 

but on the other hand reduces greatly the count rate, thus increasing the acquisition 

times).  

2.2.3   Strain and alloy composition in epilayers  

Dislocations and crystal lattice strain are essential subjects in semiconductor materials and 

devices. Strain is frequently employed as a design parameter in new semiconductor materials 

to improve electron mobility [70]. X-ray diffraction was employed in this thesis for indium flux 

calibration as well as indium concentration, residual strain measurements and dislocation 

density in InxGa1-xAs/InxAl1-xAs quantum wells grown on GaAs substrates. High-resolution X-

ray diffraction (HRXRD) is a very sensitive and non-destructive method for detecting crystal 

lattice strain in semiconductor materials such as gallium arsenide and all elements on the 

periodic table's "metalloid staircase" [71,72]. Because the existence of defects such as 

dislocations and point defects cause lattice deformation, the advantage of employing X-rays is 

that we can investigate the average effect of millions of faults influencing lattice periodicity. 

Rocking curves (RCs) and reciprocal space mapping (RSM) X-ray diffraction methods enable 

the linkage of structural parameters to epitaxial development processes, electrical/optical 

properties, and so on. 

As we concentrate on InxGa1-xAs/InxAl1-xAs quantum wells grown on GaAs substrates 

our work here is simplified on the analysis of diffraction data since all indium containing layers 

are grown epitaxially on GaAs <001>. They have the same crystal lattice (face-centered cubic), 

and have lattice constants of comparable size. This enables the overlayer crystal structure to be 

measured in comparison to GaAs. Typically, a rocking curve or ω-2θ scan is used to quantify 

the difference ∆θ in the angle of the overlayer's diffraction peak with respect to the peak of the 

substrate. A rocking curve is defined as a simultaneous scan of the angles 2θ and ω so that 

reciprocal lattice vectors of different length but identical orientation are probed. Before 

measuring the rocking curve, the substrate's crystal plane must be oriented about the 

diffractometer setup by maximizing the peak intensity of GaAs with respect to the two angles 

Ψ and Φ. 
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As Hornstra and Bartels [73] pointed out, the measured angular difference ∆θM between 

the epilayer and the substrate might differ from the true difference ∆θB due to tilting effects 

between the substrate and the overlayer. This tilt effect, however, may be avoided by measuring 

four rocking curves following sequential 90-degree rotations of the sample around the Φ axis; 

the proper Bragg angle difference is then calculated in equation 2.8. 

∆𝜃஻ =  
∆𝜃ெ

଴ + ∆𝜃ெ
ଽ଴ + ∆𝜃ெ

ଵ଼଴ + ∆𝜃ெ
ଶ଻଴

4
 

(2.8) 

As we know that, perfect cubic crystal shows the relation a⊥ = aII = a. In theory, measuring 

merely the (004) rocking curves and deducing the crystal structure of the developed material 

would suffice. When an overlayer with a different lattice parameter than the substrate is 

epitaxially grown, the overlayer is tetragonally distorted to match the substrates in plane lattice 

parameter, compensating with an opposing distortion of the out of plane dimension. Even if 

the overlayer is grown well beyond the critical thickness, and even if care is made to relax the 

strain due to lattice mismatch and have a cubic lattice for the overlayer, a minor tetragonal 

distortion cannot be ruled out. That is why the overlayer primitive cell requires both (004) and 

(224) rocking curves. Because all samples were grown on (001) oriented GaAs substrates, we 

took the rocking curves near the symmetric (004) Bragg reflection of GaAs to measure a⊥, the 

lattice parameter along the growth direction, and the rocking curves near the asymmetric (224) 

reflections of GaAs to evaluate a||, the lattice parameter in the <110> directions.  The rocking 

curves were recorded in the vicinity of the asymmetric (224) reflections of GaAs with both 

grazing incidence (224 ω +) and grazing exit (224 ω −) angles.   

The [001] lattice parameter is calculated as in equation 2.9, 

𝑎ୄ =  
஛
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        (2.9) 

 Then the <110> lattice parameter is 
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In the equations 2.9 and 2.10 𝜃஻
(଴଴ସ) and 𝜃஻

(ଶଶସ)are the Bragg angles of GaAs for the (004) and 

(224) reflections, and ∆θ୆
(଴଴ସ)and ∆𝜃஻

(ଶଶସ)are the angular distances of the overlayer peak with 
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respect to the GaAs. A typical (004) rocking curve for our semiconductor heterostructure is 

plotted in figure 2.6.  

 

To get the indium concentration x of the alloy layer knowing both the in plane and out 

of plane lattice parameters, one must consider the tetragonal distortion and rely on elasticity 

theory to derive the “unstrained” lattice parameter of the alloy [74]. Practically one must solve 

the following equation: 

εୄ(𝑥) =  −2
𝐶ଵଶ(𝑥)

𝐶ଵଵ(𝑥)
ε||(𝑥)  

(2.11) 

 

 

Figure 2.6: A typical (004) rocking curve from our samples for relaxed buffer layer on GaAs.  

where εୄ(𝑥) =  
௔఼ି ௔బ(௫)

௔బ(௫)
 and ε||(𝑥) =  

௔||ି ௔బ(௫)

௔బ(௫)
 with a0(x), C11(x) and C12(x) are the lattice 

parameter of the unstrained unit cell and the stiffness constants of the layer with In 

concentration x respectively. These values are obtained by linear interpolation of the binary 

compounds values as stated by Vergard’s law and confirmed by recent literature  [75]. 
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2.2.4   2-D Reciprocal Space Mapping (RSM) 

The diffractometer employed to perform the RSMs measurements presented in this thesis is a 

Phillips X’Pert-MRD using a Cu-Kα radiation with a wavelength λ = 1.54056 Å.  with Malvern 

Panalytical Empyrean high-resolution XRD equipped with 1.2 KW Cu anode and point 

detector was employed to carry out HRXRD measurements in triple axis geometry, in which 

the incident optics contains ½° divergence slit and 2xGe (220) asymmetric hybrid 

monochromator ensuring the collimation of Kα1 (λ = 1.540598 Å) in the plane of scattering, 

while 2xGe (220) asymmetric triple axis analyzer was placed prior to detector, in order to 

obtain superior angular resolution. The HRXRD measurements of asymmetric (224) reflection 

were carried out mainly in grazing-exit configuration due to its sensitivity in obtaining in-plane 

lattice parameter information  [76]. 

2.2.5   MCX Beamline: 

In this work we have also used MCX beamline at ELETTRA (the Italian national Synchrotron 

Radiation facility in Trieste), to carry out non-single crystal diffraction experiments using 

synchrotron Radiation. This beamline uses a bending magnet beamline for Material 

Characterization by X-rays. This beamline has been designed to work in the range 3-12 keV, 

exploiting the high brilliance of ELETTRA bending magnets in this spectral region. The main 

target of this beamline station is research and development in physics and engineering of 

materials surfaces, thin films, and coating technology. The intrinsic flexibility of the proposed 

geometry makes MCX an ideal tool for diffraction measurements from polycrystalline 

materials in general thin films. The experimental set-up of the MCX beamline is shown below   

 Source: The storage ring of Elettra – Sincrotrone, Trieste operates at two different 

energies: 2.0 GeV with a ring current of 310 mA and 2.4 GeV with a current of 160 

mA. MCX is installed on a bending magnet X-ray source. When the ring is operating 

at an energy of 2 GeV its critical energy is 3.2 keV, at E = 2.4 GeV the critical energy 

is 5.5 keV. The source provides a broad energy spectrum with usable photons of 

energies as high as 25 keV. 

 Optics: The optical setup of the beamline consists of two mirrors and a 

monochromator. The first cylindrical mirror is Pt coated and collimates the beam on 

the monochromator. The second optical element is a fixed exit monochromator 

equipped with two Si (111) crystals. The second crystal is mounted on a bending 
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mechanism for focusing in the sagittal plane. The second Pt-coated mirror is placed 

downstream the monochromator and can be used flat or can be bent, with a radius of 6 

km for focusing in the longitudinal direction. The overall optical layout works in a 

strictly 1:1 configuration, with the monochromator at 18 m from the source and the 

focus (sample position), and the mirrors are positioned symmetrically around it. The 

optical setup of the beamline produces an X-ray beam with energy between 6 and 21 

keV corresponding to a wavelength between 2.0 and 0.6 Å. The beam spot at the 

experiment can be varied from point focus (0.3 × 0.3 mm2), to line focus (5 × 1 mm2). 

The flux at the sample is ~1011 photons per second. The effect of the optical elements 

on the diffraction line profile is discussed in detail in this article [77]. 

 

Figure 2.7: Schematic of the MCX Beamline optical system, showing, from left to right, the first is the 

source with Elettra bending magnet, then there is MIRROR 1 (vertical collimating) mirror, Then the 

dynamically bendable crystal and the second MIRROR 2 (vertical focusing) mirror to the experiment 

station. Distances from the source are given in millimeters [77]. 

The experimental station is based on a 4-circle Huber diffractometer, equipped with a 

high-count rate fast scintillator detector. The 2θ arm can be equipped with a pair of slits or an 

analyzer crystal for improved angular resolution. In a standard diffraction measurement, data 

is collected in flat plate (reflection mode) or capillary mode (transmission mode). For the latter 

mode a cryo-stream or a hot air blower may be installed so the samples may be cooled to 100 
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K or heated to 1273 K. Measurements of the In concentration and the residual strain in the QW 

were carried out using this Huber diffractometer using an X-ray energy of 8 keV. Symmetric 

(0 0 4) Bragg scans were used to measure lattice parameter in the growth direction. The exact 

composition of the 0.81 and 0.84 regions was determined by asymmetric (2 2 4) Bragg scans 

of thick layers with complete lattice relaxation. Also, Bragg scans on our samples were done 

at MCX beamline λ ~1.5498 Å to have clear Bragg peaks on our samples with Al layer. 

2.3   Atomic force microscopy  

Atomic Force Microscope (AFM) has been an integral part of nanotechnology since its 

invention in the late 1980s. Whereas before, investigating nanoscale materials was time-

consuming, the AFM has made it possible to undertake these measurements in a reproducible 

manner. AFM’s able to obtain high resolution images of both conductive and insulating 

samples. The AFM belongs to the family of the scanning probe microscopes (SPMs). The 

working concept is based on a cantilever with a sharp tip's capacity to detect minuscule 

interatomic distances.  

 

 

 

 

 

 

 

 

Figure 2.9: Shows the schematic of an Atomic Force Microscope. The tip here interacts physically with 

the sample, this interaction is measured by a photodetector which records the laser signal reflected from 

the top of the cantilever. The stage can be used to move the sample or the cantilever depending on the 

AFM [78]. 
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The basic concept behind all SPMs is simple: the material to be examined or the 

microscope probe (tip) is placed onto a piezo-resistive crystal (piezo). Using voltages, the piezo 

is deformed with sub-nanometer precision in all three dimensions. The parameter utilized to 

identify the tip-sample distance varies amongst SPMs. The force between the tip and the sample 

is the measuring parameter for the AFM. A laser beam is reflected from its point of origin off 

a cantilever and towards a four-quadrant photodetector in a standard AFM setup. Interatomic 

forces may be detected in both the lateral and vertical directions using a four-quadrant detector. 

The position and intensity of the reflected beam are recorded on the detector as the AFM 

interacts with the sample  [79] as depicted in figure 2.9. Depending on the AFM's operation 

mode, the information captured by this detector can be utilized in a variety of ways. 

An AFM can be used in one of three modes: contact, non-contact, or intermittent contact 

or tapping. As illustrated in Figure. 2.10, each mode may relate to a certain section of the force-

distance curve. The tip is touching the sample surface in contact mode. The tip sample 

interactions are repulsive, with magnitudes ranging from 10-6 to 10-9 N. Because the forces 

driving the feedback system are short-range repulsive, the spatial resolution can be quite high. 

The disadvantage is that because the tip is always in physical touch with the sample when 

scanning, very large (on the atomic scale!) lateral friction forces exist, which can damage the 

sample surface, the tip, and cause artefacts in the image. 

In non-contact mode, the tip-sample distance is 10 to 100 nm. The tip-sample force is 

attractive owing to van der Waals interactions, with a typical value of 10-9 to 10-12 N and a 

positive derivative. The cantilever is vibrating at a frequency r slightly above its resonance 

frequency ω0 far away from the sample. As the tip is approaching the sample, the interaction 

induces a decrease in the resonance frequency ωint according to  ω௜௡௧ =  ටω଴
ଶ −

ଵ

௠
∗

ఋி೟ೞ

ఋ௥
, where 

Fts is the tip-sample force. This induces a decrease of the amplitude of the oscillation (see figure 

2.10) which is monitored by the feedback loop to control the tip-sample distance. The intensity 

of the tip-sample interaction in non-contact mode is 103 to 106 times less than that of the contact 

mode; As a result, this operating mode is recommended for imaging extremely sensitive 

samples such as films made from organic materials. However, the achievable spatial resolution 

is lesser because non-contact AFM is based on long-range Van der Waals interactions. 
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Figure 2.10: Typical force versus tip-sample distance curve. The regions Indicated are the force 

regimes of contact, non-contact, and intermittent-contact mode. 

The intermittent contact mode is based on the same principles as non-contact mode, 

except the cantilever in ICM vibrates at a frequency just below its natural frequency. As a 

result, when the tip gets closer to the sample, the vibration amplitude rises (see Figure.2.9) until 

the tip reaches the sample surface at the conclusion of each oscillation. This causes the vibration 

amplitude to be reduced to the given value. The vibration amplitude, as in NCM, is utilized to 

adjust the tip-sample distance. Intermittent contact mode has spatial resolution equivalent to 

contact mode and interaction strength halfway between Contact and Non-contact mode; 

moreover, lateral friction forces are nearly nonexistent, allowing imaging of sensitive 

materials.  

2.4   Transmission electron Microscope  

Transmission electron Microscope (TEM) microscopes employ an electron particle beam to 

see specimens and provide a greatly magnified picture. TEMs can magnify things up to 2 

million times. To form an image, they use a high voltage electron beam. An electron gun at the 

top of a TEM releases extremely powerful electron beam that go through the vacuum tube of 

the microscope. Rather of utilising a glass lens to concentrate the light (like in light 

microscopes), they utilise an electromagnetic lens to focus electrons into an extremely narrow 

beam. This beam then travels through the very thin material, and the electrons either scatter or 

strike a fluorescent screen at the bottom of the microscope (figure 2.11). On the screen, an 

image of the specimen with its various components colored differently depending on their 
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density shows. This picture can then be examined immediately in the TEM or photographed. 

TECNAI 20 was used to generate TEM pictures of phase pure powders at 1200 kV accelerating 

voltage. The powder samples were dissolved in ethanol and ultrasonicated for 1 hour before 

being put onto a copper grid for imaging. The sample must be exceedingly thin for a detectable 

number of electrons to travel through it. As a result, far more time is spent polishing and 

thinning the samples than is spent studying the samples under the microscope. The images, on 

the other hand, can be examined at exceptionally high resolution, allowing users to detect 

individual atoms. This high resolution enables us to see crystallization that we would not have 

been able to see using other approaches. 

 

Figure 2.11: 3D schematic of transmission electron microscope. 

2.4.1   Sample Preparation for TEM:  

A sample must be processed in order to be thin enough to enable electron transparency in the 

TEM. The sample thickness should be less than 90-100 nm, however for some methods, such 

as phase contrast imaging, thicknesses of 50 nm or less are necessary. We are more interested 

in examining samples in cross-section than in plan view, therefore the talk that follows focuses 

on the former. However, with certain process adjustments, both conventional and FIB 

procedures may create plan view samples.   
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Figure 2.12: Schematic of the various stages of cross-sectional TEM sample preparation, by a 
conventional, mostly mechanical method. (a) The sample is cut into wafers and stacked together with 
silicon wafers cured together with epoxy. (b) A cylinder is cut out of the stack and encapsulated in a 
brass tube with epoxy. (c) Cross sections are cut from the tube and polished to ∼100 µm. (d) The sample 
is dimpled until there is a ∼10 µm thick region in the center of the sample. (e) The sample is ion polished 
on both sides until there is a small hole in the middle of the sample. At this point, the region around the 
edge of the hole is ∼20-50 nm thick and thin enough for HRTEM imaging  [80]. 

Cross-sectional TEM provides a far better picture of what is going on at and around 

interfaces. It can also be used to assess strain, interfacial diffusion, and changes in chemical 

composition across the sample. For metallic thin film samples, three procedures are available: 

ion polishing, focused ion beam, and tripod polishing. For our samples, we employed the ion 

polishing procedure, which we are going to go through in detail. Ion polishing is the 

conventional method and by far the preferred option. It produces exceedingly high-quality 

samples with minimum specimen damage despite the mechanical effort done to the sample and 

therefore, resulting in an incredibly narrow region of interest in the center of the sample. It is a 

lengthy procedure with numerous steps as compared to focused ion beam. Due to the 

mechanical nature of the preparation, it is also possible that the samples will break throughout 

the procedure. The process is depicted schematically in figure 2.12  [80].  

An ultrasonic cutter with a 3 mm2 attachment is used to cut off two regions of interest 

from a thin film sample. This produces a cross section that will be observed in the TEM along 

either the [100] or [110] direction. The wafers are then joined together using an epoxy glue, 
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with the thin sheets facing each other. To provide bulk for the following phase in the process, 

many layers of Si wafer cut using the previously described procedure are attached using epoxy 

on either side of the sample wafers. The epoxy is then cured in a vise at 130°C for an hour to 

drive out excess epoxy and ensure proper contact between the wafers. With the sample 

encapsulated in the tube, the sample is cut into 700 - 800 µm thick discs using a slow cutting 

diamond saw. A high thickness is originally chosen so that any potential damage from the 

cutting operation may be removed by grinding and polishing the sample. The sample is ground 

down on both sides using a disc grinder until the cross section is 70 - 100 µm thick. It is critical 

that both sides of the cross section stay parallel throughout this stage, because otherwise the 

sample's quality would suffer. To produce electron transparency, polishing, dimpling, and ion 

polishing are applied solely to the sample's substrate side.  

Dimpling is done with the cross section which is 70-100 µm in thickness, a dimple 

grinder thins the middle of the sample but still provide structural stability to stop the sample 

from breaking. Ultimately, a ∼10 µm thickness in the center is desired, so 35-45 µm must be 

removed from each side. The first 30-40 µm are polished using a copper grinding wheel 

combined with a 0.05 µm gamma alumina suspension as a polishing compound. The final stage 

of sample preparation is ion polishing, which comprises low energy polishing with a precision 

ion polishing system (PIPS). The PIPS employs an Ar+ source with a 2-5 keV energy range, 

progressively milling away the material with a modest incidence angle until a hole form in the 

center of the sample. Once a hole has formed, the energy of the ions can be lowered to 3 keV 

to softly polish the sample. Then, the cross-section is suitable for TEM analysis. The regions 

of interest near the hole's border will be 20-50 nm thick, which is ideal for atomic lattice 

imaging using HRTEM. 

In this thesis TEM is used to gain insight into the structural quality and probe the nano 

structural assessment of the interfaces. We have used High-resolution Transmission Electron 

Microscopy (HRTEM) by using a JEOL 2010 UHR field emission gun microscope operated at 

200 kV with a measured spherical aberration coefficient Cs of 0.47 ± 0.01 mm. Cross-sectional 

TEM specimens were prepared using conventional mechanical polishing followed by dimpling, 

and ion etching with Ar-gas with angle 6° and accelerating voltage 3.5 kV. We estimated the 

strain in the InAs QWs by using geometric phase analysis (GPA)  [81]. In the GPA method, 

any shift of the atomic lattice relative to some reference lattice in an image is determined by 

mapping corresponding local shifts of diffraction peaks in the Fourier transform of the image. 
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The scripts implemented in the FRWR tools menu  [82] for Gatan Digital Micrograph software 

was used to calculate the strain variation. [111] and [111] Bragg reflections were used to 

calculate the 2D symmetric strain map within the QW. A circular aperture around Bragg spots 

was applied to measure the strain map with a spatial resolution of 3 nm. 

2.5   2-Dimensional Electron Gases 

One of the most significant advances in semiconductors, both in terms of physics and in terms 

of device development, has been the realization of structures with basically two-dimensional 

(2D) electrical behavior. This means that, at least during some phases of the device's operation, 

the carriers are confined in a potential such that their motion in one direction is restricted and 

thus quantized, leaving only a two-dimensional momentum or k-vector describing motion in a 

plane normal to the confining potential. Metal oxide semiconductor (MOS) structures, quantum 

wells, and superlattices are the key systems in which such 2D behavior has been examined. A 

novel 2DEG was introduced in 1978 by Dingle and his coworkers which is formed by MBE 

grown AlGaAs/GaAs heterostructures [83].  

The transport experiments reported in this thesis are based on the concept of two-

dimensional electron gas (2DEG). This section describes the experimental realization of 

2DEGs. The first experimentally produced 2DEG was formed in the inversion layer of a silicon 

is shown in figure 2.13; previous success has been obtained with MBE-grown remotely doped 

structures. The formation of a 2DEG in the instance of GaAs/AlGaAs single interface 

heterostructures is accomplished by properly doping a GaAs/AlGaAs heterostructure formed 

using MBE. A heterostructure is a layered sequence of two or more semiconductors with 

varying band gaps that are integrated in a single crystal. GaAs and AlGaAs are excellent 

candidates for heterostructure manufacturing since their lattice constants are almost identical: 

aGaAs= 5.653Å and aAlAs= 5.661Å at 300 K  [84]. Figure 2.14 depicts the creation of a 2DEG in 

a GaAs/AlGaAs heterostructure in a schematic manner. The Fermi energy EF of intrinsic GaAs 

is in the center of the gap between the valence band EV and the conduction band EC. It comes 

into touch with an AlGaAs doped layer, which has a wider band gap and is either uniformly or 

remotely n-doped. In equilibrium, EF must be the same throughout the whole crystal, and the 

band structure self-aligns. The undoped GaAs conduction band is bent down at the interface 

between the two semiconductors, whereas the doped AlGaAs conduction band is bent up 

(lower half of Fig.2.14). As a result, a triangle potential well forms.  
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Figure 2.13: Energy diagram of a Si MOSFET (Metal-oxide-semiconductor field effect transistor) [85]. 

 

 

 

 

 

 

 

 

 

Figure 2.14: Sketch of the formation of a triangular potential well at the interface of two 

semiconductors with different band gaps. 

The doping is introduced only in the high band gap material and may be separated from 

2DEG by an undoped spacer layer. This is known as modulation doping. This has a great impact 

on the electron mobility since scattering by impurities is greatly suppressed and thus can yield 

low temperature mobility up to 107cm2/Vsec in GaAs/AlGaAs [86]. The mobility also 
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translates to the mean free path which in these structures, can reach up to ~350 micron [87]. A 

quantum well is created by sandwiching a thin layer of material with a smaller band gap (well) 

between two layers of material with a greater band gap (barriers) (see figure 2.15). To name a 

few III-V combinations, the pair of materials for the well/barrier construction can be 

GaAs/AlGaAs, InGaAs/InAlAs, InGaAs/InP, and InGaAs/GaAs. Because the well 

characteristics are under strong control and may be modified as needed, quantum wells have 

the benefit of being the most adaptable two-dimensional system. As a first approximation, the 

well is a rectangular potential profile whose width is controlled with monolayer accuracy (it is 

the thickness of the low band gap material) and whose depth is determined by the conduction 

band offset (CBO) between the well and the barrier materials. Figure 2.15 shows a self-

consistent Poisson-Schrodinger calculation of the conduction band profile and the carrier 

density for one of the In0.81Ga0.19As samples characterized in this thesis. 

 

Figure 2.15: The image in the left shows the sketch of the layer sequence of the InAs Quantum well 

starting from the active layer then towards the substrate. The right graph is the profile of the calculated 

conduction band minimum along the growth direction (blue curve), and the carrier density profile (black 

curve); the horizontal green line is the Fermi level. 
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2.6  Device Fabrication 
 

 

 

 

 

 

 

Figure 2.16: Typical Hall bar geometry used in transport measurements. 

This section outlines the process used to create semiconductor heterostructure devices starting 

from an epitaxial 2DEG. These devices enable transport measurements to be taken on the 

2DEG itself. The sample is patterned with suitably planned structures in the first manufacturing 

process. The geometry of the devices employed in this thesis, known as Hall bar geometry, and 

the common hall bar geometry is depicted in figure 2.16. This design is particularly suitable 

for studying the mobility and carrier density of 2DEGs using the traditional and quantum Hall 

effect. In this work electron beam lithography and a wet chemical etching method are generally 

used to define hall bars. The details of hall bar fabrication are in Appendix 1. 

2.6.1   Electron beam lithography   

Electron beams can be implemented to create smaller patterns with greater edge resolution than 

the finest photolithography. Electron beam lithography (EBL) employs the same principles as 

optical lithography in that a thin coating of polymer (often poly-methyl-meta-acrylate, or 

PMMA) is applied to the sample surface. When a polymer is subjected to a beam of high energy 

electrons (usually 30-100 keV), its chemical characteristics change, causing the exposed 

portions to become soluble (for positive resists such as PMMA) or insoluble (for negative 

resists such as SU-8) in a suitable solution. After dissolving the soluble section of the resist, 

the remaining resist-covered surface is shielded against subsequent process steps that are either 

subtractive (like etching) or additive (like metal deposition) as shown in figure 2.17. Moreover, 

electron beam technology has been developed for imaging purposes for  
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Figure 2.17: Basic steps involved in electron beam lithography. First, the electron beam resist is spin 

coated onto the sample surface, as in (a). The sample is then exposed by the electron beam in the desired 

pattern shape(s), as in Fig (b). The sample is developed so that the affected area of the resist is washed 

away (in the case of positive e-beam resist), as in Fig. (c). A subsequent etch, or in the case of Fig. (d), 

deposition step affects only the area of the wafer that no longer contains resist. The resist is lifted off, 

leaving a sample surface with the desired etch or deposition in only the desired areas (Fig. (e-f)). 

scanning electron microscopes (SEMs) in the early 1960s [88,89], producing electron-optical 

columns able to raster an electron beam with a diameter of 1 nm with nanometer precision over 

millimeter wide areas. This gives unprecedented flexibility in pattern design and shortens the 

time from the pattern design to the transfer of the pattern on the sample, since the electron beam 

is directly writing the desired pattern on the sample. As a drawback, it being a serial writing 

method, EBL is unsuited to large scale serial fabrication, where the parallel production of 

thousands of identical patterns at a time by optical lithography is preferred. This main 

disadvantages of electron-beam lithography of limited throughput and hefty capital costs is 

being researched and will undoubtedly be producing less-expensive, higher-throughput devices 
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in the next two decades. In scientific research, though, where flexible design is a must and 

volume production are not needed, electron beam lithography comes very handy. 

In this thesis, EBL has been extensively used to define small (in the range 1 µm to ∼10 nm) 

features on the surface of the samples. Limited data show that the critical yield determinant, 

pattern defect density, may be lowered and machines can be designed to produce economically. 

This newer electron-beam technology is coming from the lab to build the next generation of 

lithography and quality control tools for microelectronic device manufacturing. 

2.7   Transport measurements  

Electron mobility is a fundamental parameter to define a 2DEG quality, being one of the 

benchmarks to assess the magneto-transport behavior of a 2DEG and all associated phenomena. 

Electron mobility and its scaling with certain parameters like sample temperature, 2DEG 

electron density, QW width etc. allows to draw conclusions about the type and relative 

influence of scattering mechanisms the 2DEG is subject to, and from there to the crystal's 

properties and quality itself. It is also well established that, given comparable structures, growth 

parameters and MBE setup conditions. An advantage of electron mobility as a characterization 

number is its easy accessibility: a relatively simple magneto-transport setup at the temperature 

of liquid helium will allow to calculate µ from easily measurable sample properties. With 

electron mobility commonly obtained from a Hall bar measurement, it is easily determined 

with the van der Pauw method that was presented by Leo J. van der Pauw in 1958. The method 

allows deriving the (three-dimensional) resistivity ρ of an arbitrarily shaped bulk sample solely 

by four-point resistance measurements. 

There are four conditions that must be respected to have meaningful use of the van der Pauw 

method.  

1. The sample should have flat shape and uniform thickness.  

2. No isolated holes should be present in the sample.  

3. A homogeneous and isotropic sample must be considered.  

4. All four contacts must be located at the edges of the sample.  

Other than these conditions we must be careful that the measurement contact surface should be 

at least an order of magnitude smaller that the surface area of the entire sample. For very small 
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surfaces where the contact surface cannot be neglected additional geometric correction factors 

are to be added.  The resistivity and hall mobility of our samples were determined by using van 

der Pauw structures with the help of the probe station with four probe heads and SR830 lockin 

amplifier, the output voltage is recorded. This approach includes passing a current via four tiny 

contacts around the circle of a flat, square-shaped sample of uniform thickness. Because the 

geometric spacing of the connections is immaterial, this approach is particularly suitable for 

measuring very tiny samples. The effects of sample size, which is the approximate probe 

spacing, are insignificant.  

 

Figure 2.18: Schematic diagram of the 4He cryostat used in this thesis [90]. 

The transport properties of the fabricated devices (hall bars and Josephson junctions) 

were investigated using a variable temperature 4He cryostat for experiments from ambient 

temperature to 1.4 K and magnetic fields up to 7 T. The sample holders enable measurements 

to be taken in a magnetic field that is either perpendicular or parallel to the sample. The sample 

in the 4He cryostat is cooled by thermal exchange with cold 4He vapors from the cryostat's 

liquid 4He reservoir (shown in Figure. 2.18). It is possible to cool the sample to 4.2 K in this 

manner. Further cooling can be accomplished by lowering the pressure in the chamber 

containing the sample to a few mbar. As a result, the 4He from the reservoir undergoes adiabatic 
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expansion, lowering its temperature to 1.4 K. Carrier density n and mobility µ of a 2DEG are 

measured in a four-wire setup, which is schematically described in Fig. 2.16. A current I is 

driven through the main channel of the Hall bar. At zero magnetic field (B=0), the potential 

drop Vxx induced by the current between two lateral contacts is measured. From Vxx it is 

possible to obtain the longitudinal resistivity, ρxx, of the 2DEG as 

𝜌௑௑ =  
𝑉௑௑

𝐼
∗  

𝑤

𝐿
 

(2.12) 

where w and L are the width and length of the Hall bar, respectively. The dimensions of the 

typical Hall bars used in this thesis are w = 19 µm and L= 40 µm. If a magnetic field B 

perpendicular to the plane of the 2DEG is applied, the Lorentz force, 𝐼 𝑋 𝐵ሬ⃗ , induces a potential 

drop VXY between two transverse contacts (classical Hall effect). From the Drude model [14] 

it is than possible to obtain the following relations: 

𝜌௑௑ =  
1

𝑒𝑛𝜇
 

(2.13) 

 

𝑛 =  
𝐵

𝑒
∗

1

𝑉௑௒
 

(2.14) 

where n is the carrier density of the 2DEG. Combining Eqs. (2.13) and (2.14) with Eq. (2.12) 

results in the mobility µ of the 2DEG, 

𝜇 =  
𝑉௑௒

𝑉௑௑
∗  

𝐿

𝐵. 𝑤
 

(2.15) 

The characterization of 2DEG mobility and carrier density is typically done at T= 4 K with a 

magnetic field B of 0.3 T for Vander pauw measurements, and at T= 1.5 K with Magnetic field 

up to 12 T for devices such as hall bars and Josephson junctions. These measurements are 

typically performed using a conventional four wire lock-in technique with an AC excitation 

current of 100 nA at a frequency of about 20 Hz.  



 

Chapter 3 

Growth of high mobility InAs 2DEGs 

One of our main goals in this work was to grow high electron mobility 2DEGs in virtually 

unstrained InAs QWs. To reach this result we had to develop a virtual substrate, nearly lattice-

matched with InAs, bearing no crystal defects, and grown on a commercially available material. 

InAs has a lattice parameter of 6.0584Å and when we compare it with GaAs it has a significant 

percentage change of 7.17%. This lattice mismatch needs to be accommodated as direct growth 

of one material over the other would result into dislocations and/or 3D nucleation, depending 

on the amount of mismatch [91,92]. This purpose can be accomplished by the insertion of 

InxAl1−xAs graded buffers to accommodate InAs QWs on GaAs substrates. In this work we 

have used the quantum well thickness of 7nm, therefore to sustain the additional strain created 

by making the InAs QW thicker, we increased the In composition of the InGaAs and InAlAs 

regions from 0.75 to 0.81 as compared to the previous works done at IOM [46,93–95].  Section 

3.1 reviews briefly the main problems encountered when trying to perform lattice-mismatched 

growths, particularly focusing on III-V semiconductor systems. Section 3.2 describes the 

growth procedures involved in the samples grown for this work.  In Section. 3.3 we describe 

the structural properties of our InxAl1−xAs buffers analyzed by X-Ray Diffraction (XRD) and 

cross-sectional Transmission Electron Microscopy (TEM) and the morphology of surfaces and 

interfaces are analyzed in Section 3.4 using Atomic Force Microscopy (AFM). 

3.1   Lattice-mismatched growth 

Different semiconductor crystals have different lattice characteristics and even different crystal 

structures. This makes it extremely difficult to produce heterostructures without any crystal 

defects. The most well-known exceptions are GaAs, AlAs, and other related alloys. Not only 

do GaAs and AlAs crystals share a zinc-blende structure, but their lattice properties differ so 

little that almost any thickness of any alloy of these binaries may be formed without concern 
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for strain building. Furthermore, because the band gaps of GaAs and AlAs are dissimilar, 

conduction-band engineering in AlGaAs/GaAs systems is simple. GaAs/AlGaAs multilayers 

can be easily fabricated using various techniques (such as MBE, MOCVD) and we get 

extremely high mobility 2DEGs in modulation doped single heterointerfaces,  [96] high 

mobility 2-Dimensional Hole Gases [97], 2DEGs in almost arbitrarily shaped quantum wells, 

coupled 2DEGs in multiple quantum wells and very high quality superlattices 

 

Figure 3.1: Band gaps and lattice parameters of the binary semiconductors used in this work. (This 

figure is re-elaborated from the book Physics of Semiconductor Devices [98].) 

As can be seen in figure. 3.1, the situation for InAs (and thus InxGa1−xAs alloys) is not as good: 

the lattice mismatch between InAs and the most common III-V commercial substrate, GaAs, 

is huge (almost 7%), and with InP (the other most common commercially available substrate) 

it is more than 3%. The only possible lattice-matched growth of an InxGa1−xAs alloy is with x 

= 0.53 on InP. The main reason for choosing GaAs is its higher resistivity ~108 Ω.cm compared 

to InP ~107 Ω.cm [ https:// eesemi.com] also less expensive than InP. Therefore, it is an 

advantage for high frequency applications. Also, it was not a suitable choice in our MBE setup 

for two reasons: first, our target was x  ≥ 0.81, so strain buildup would have been a problem 

anyhow; second, phosphorus is a contaminant for high mobility 2DEGs in GaAs/ AlGaAs, so 

InP cannot be used as substrate in our MBE chamber. Thus, the only choice has been using 

GaAs as a substrate, and find a way to relax the strain to grow In0.81Ga0.19As layer with a low 

defect density in the active region of the structure.  
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3.1.1   Formation of Heterostructures 

Because of the lattice mismatch, we require a virtual substrate, and if we begin developing an 

epilayer with a different lattice parameter than the substrate, strain will accumulate in the 

epilayer. When the epilayer has a greater lattice parameter than the substrate (as is the case for 

InxGa1-xAs grown on GaAs), this strain is compressive, the initial atomic layers of the growing 

film have the in-plane lattice parameter matched to that of the substrate, and the out-of-plane 

lattice parameter expanded to accommodate the mismatch (also known as Pseudomorphic 

growth).  

 

Figure 3.2: Shows the difference between materials whose lattices match the substrate and can be 

deposited with no strain relief (a) and individual linear defects that accommodated the strain between 

slightly mismatched layers showing misfit dislocations (b). (c) shows the graph of elastic energy per 

unit area versus epilayer thickness for (b). The horizontal red line represents the critical energy for 

dislocation formation. 

This comes at a cost in terms of energy, since elastic energy accumulates within the crystal. 

When the elastic energy surpasses the energy cost of a crystal defect, the defect becomes 

energetically favorable and spreads across the epilayer-substrate interface. This procedure is 

illustrated in figure 3.2. (c) The thickness at which defects begin to form is known as the critical 

thickness. There are several equilibrium models to predict the critical thickness of a strained 

layer, but MBE growth is far from equilibrium, and critical thickness calculations must rely on 

growth specific parameters. 

The growth of an epilayer beyond the critical thickness, with the formation of crystal 

defects that lead to the relaxation of the epilayer, is referred to as metamorphic. These buffer 

layers are grown to provide a virtual substrate with the desired lattice constant on which 
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subsequent device layers with low dislocation density can grow (metamorphic growth). Buffer 

layer growth is initiated on a standard commercial substrate, and the composition is either 

gradually or stepwise changed to achieve, or at least approach, the final different lattice 

constant, since the goal is to achieve a relaxed layer as the virtual substrate. For our samples 

with such a large lattice mismatch, we grow a buffer layer first where strain relaxation through 

misfit dislocation (MD) formation takes place to obtain a virtual substrate lattice-matched to 

In0.81Ga0.19As as shown in figure. 3.2. Therefore, the optimization of this buffer layer is the 

important part of this chapter. 

 

Figure 3.3: Shows a threading dislocation: the TD (drawn in red) originates from a MD (green line) 

lying in the [001] plane and runs all the way to the free surface [99]. 

Another defect commonly associated to strain relaxation is the so-called threading 

dislocation (TD), which is a MD which forms on a plane that is not the growth plane  [99]. 

Figure 3.3 schematically represents a TD running through a strained layer grown in the [001] 

direction; in this example the TD, running along the [0-11] direction, originates at the interface 

between the substrate and the strained layer at the end of a normal MD aligned along [-110]. 

This kind of dislocations is to avoid, since they propagate all the way to the surface, and are 

detrimental for most semiconductor applications: they are sources of scattering for electrons 

and holes. This is true also for MDs, but the fact that they form at the interface between the 

substrate and the grown layer allows to keep them at a safe distance from the active layer, thus 

reducing their potential harm. 

Therefore, to grow the dislocation-free lattice mismatched layers there are two strategies:  
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1. for small lattice mismatch: to grow pseudomorphic strained layers below the critical 

thickness;   

2. for large lattice mismatch: to grow first a buffer layer where strain relaxation through 

MD formation takes place, i.e. to obtain a virtual substrate lattice-matched to 

InxGa1−xAs. So, the optimization of the buffer layer is the main part of this chapter. 

3.1.2   Previous work on the growth of semiconductor heterostructure at 
CNR-IOM: 

Several investigations have been carried out to better understand the mechanics of strain 

relaxation in InxGa1−xAs or InxAl1−xAs layers in cases where a lattice mismatch to the substrate 

exists at CNR and they were inspired by some old works on GaAs substrates to reduce the 

strain in the quantum well region [100,101] . It was shown that a defect-free region with an 

arbitrary indium concentration can be obtained on GaAs substrates by inserting a step- or 

linear-graded buffer layer (BL) with increasing In composition to smoothly adapt the 

substrate's lattice constant to the one of the top layer. This relaxes the strain and it buries the 

dislocations away from the top layers making them defect-free epitaxial layers. The low 

temperature development of the BL [102]  and the insertion of an AlGaAs/GaAs superlattice 

between the GaAs substrate and the BL  [103] appear to be the key parameters in achieving 

this goal. Then BLs were grown the on GaAs substrates to almost unstrained InxGa1−xAs QWs, 

(with x ≥ 0.7) containing a 2DEG.  [104–106] In these cases, the BL indium concentration was 

at the most equal to that of the QW. The increasing indium concentration of the buffer up to 

values greater than the target concentration of the active layers has already proven to be 

beneficial in InAlAs/InGaAs metamorphic QWs.  [95] Also, From the previous works we have 

also increased the InAs QW thickness from 4 [107] to 7 nm  [47] allows to increase the fraction 

of the 2DEG density contained in the binary QW region from 45% to 69%. The mobility and 

carrier density achieved in these samples were 3.5× 105 cm2 /Vs at n = 5.3× 1011 cm-2 and then 

with the change in the QW thickness we achieved electron mobility of 7.1 × 105 cm2 /Vs at n 

~ 3 × 1011 cm− 2  [47]. This work was our starting point towards high mobility heterostructures. 

3.1.3   Samples Grown for this work: 

To ensure the formation of a metamorphic, dislocation-free QW region of InxGa1−xAs, we have 

grown step-graded InxAl1−xAs BLs with increasing indium concentration x on GaAs (001) 

wafers to favor the accommodation of the QW lattice parameter on the GaAs substrate. The 
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growth procedure divided in three phases characterized by different growth temperatures 

(represented in figure. 3.4) [46,47,108]:  

 

Figure 3.4: Growth sequence of the InAs/GaAs samples. In the middle, a schematic view of the three 

parts of the growth. Each part is expanded on the sides. The buffer layer composition is shown on the 

left, where the vertical axis represents the distance from the top of the interfacial layer, and the 

horizontal axis is the indium concentration x. The active layer and the GaAs/AlGaAs superlattice are 

shown in right. 

1) Substrate preparation: For the preparation of substrate, we degas an GaAs (001) (shown in 

fig) wafer at 580°C to remove the surface oxide. Then we grow a 200 nm thick undoped 

GaAs layer on the top of wafer which was then followed by a 20 period GaAs/ 

Al0.33Ga0.67As (8 nm/ 2 nm) superlattice. Then we again grow a second 200 nm undoped 

GaAs layer at 600°C. These three layers helps to reduce the wafer roughness, the diffusion 

of interface impurities in the grown layer, and reduces the risk of threading dislocation 

formation during the growth of top layers [103]. Growing these layers at high temperature 

gives optimal quality GaAs. 

2) Buffer Layer: For the growth of the buffer layer the substrate temperature is decreased to 

330°C as the low growth temperatures decrease the decrease roughness, since the cross-

hatch that develops from the dislocations is growing more at high temperature,  [109] 

where we can have faster surface kinetics. This growth temperature has been optimized 

based on transport measurements. The inspiration of this buffer layer sequence has been 

derived from the work of Gozu and coworkers [106] initially and then it was modified at 

our labs in several years. Their graded buffer is substantially the same as ours up to x = 
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0.81. At this indium concentration they end the buffer and start the growth of the active 

layer. However, according to our experimental findings and the strain relief model 

described ahead, this is insufficient to completely release the strain accumulated in the 

buffer. The result is a residual compressive strain to which the active layer is subject with 

consequent mobility reduction (shown with XRD results in next section). In our buffer 

layer we have then increased the indium fraction x over 0.81, with the aim of relaxing more 

effectively the active layer. 

The 1.2 µm-thick InxAl1−xAs buffer layer is grown in 50 nm steps with increasing indium 

concentration, starting from x=0.15 to x=0.81. The increase in x between each step is not 

constant throughout the buffer, but is ∼0.035 up to ∼60% and then it is decreased to 

∼0.015 up to the end of the buffer. The In concentration is adjusted by raising the In cell 

temperature while keeping the Al flux constant; there is no growth pause between stages, 

therefore the interface is not abrupt, because the In cell temperature rise and subsequent 

flux stabilization take many seconds. This buffer layer is terminated by a top In0.84Al0.16As 

step (thus with In composition higher than the In0.81Ga0.19As/ In0.81Ga0.19As barriers) of 

thickness t as shown in the figure 3.5 (a), with t varying from 50 nm to 300 nm to tune the 

strain in the quantum well region (Figure 3.5 (a)). Even though no intentional doping is 

introduced in the growth, the QWs are intrinsically n-type. This has already been shown 

by our group in previous works and is because of the deep donor impurities in the 

In0.75Al0.25As layers.  [107] 

3) Active layer: The QW region consists of a 7 nm thick InAs quantum well embedded in a 

double In0.81GaAs/In0.81AlAs, grown at 470°C.  [47] Increasing the InAs QW thickness 

from 4  [95],   to 7 nm allows to increase the fraction of the 2DEG density contained in the 

binary QW region from 45% to 69% (as can be seen in the 1D Poisson-Schrodinger 

simulation of figure 3.5 (b)), thus reducing effects of interface and alloy scattering on 

electron transport. The Quantum Well is sandwiched between two In0.81Ga0.19As barriers 

of 9nm, followed by a 117nm thick In0.81Ga0.19As layer so that we have quantum wells 

buried under a thick layer minimizing the surface effects. Then a 3 nm-thick In0.81Ga0.19As 

capping layer is grown to protect the surface from oxidation. Here our Quantum well is ~ 

130 nm from the top layer.  
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Figure 3.5: Shows the Schematics of the growth sequence. The InAlAs buffer layer ‘t’ altered in this 

work is marked in yellow circle (b, c) Shows the 1D P-S simulations  [110,111] of a 4 nm (b) and 7 nm 

(c) InAs/In0.84Ga0.16As/In0.84Al0.16As QW. Valence and conduction band profiles are indicated in black, 

while 3D electron density is indicated in blue. Boundaries of the InAs QWs are marked as vertical red 

dashed lines. A ~ 3 × 1016 cm− 3 n-type background doping was assumed in the In0.84Al0.16As barriers 

[47]. 

3.2 Structural properties 

We have performed XRD and TEM measurements to assess the structural properties of our 

sample with different ‘t’ varying from 50 nm, 150nm and 300 nm to tune the strain in the 

quantum well. We have used experimental TEM and XRD results to compare the strain in the 

QW region. 

3.2.1   XRD 

To quantify the residual strain on the active layer we have performed High Resolution XRD 

measurements in a series of samples with different thickness t of the top In0.84Al0.16As buffer 

layer. Three samples with t = 50 nm, 150 nm and 300 nm were chosen for HRXRD 

measurements. Strain analysis is done using Vurgaftman’s data  [75]. Figure. 3.6 shows ω-2θ 

rocking curves of (004) reflection. The broad feature at lower angles with respect to GaAs 
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comes from emission of the buffer layer, with two distinct peaks emerging on the left-end side, 

corresponding to both In0.81Al0.19As and In0.84Al0.16As regions. A broad and weak feature at 

around 30° is visible in the (004) reflection and ascribed to InAs emission, while it rises just 

above noise level and it is rather difficult to assess in (224) (not shown). An overall shift of 

(004) peak positions of InAs as well as InAlAs layers towards GaAs substrate peak indicates 

the reduction of out-of-plane strain (higher lattice relaxation) with increase of underlying 

In0.84Al0.16As buffer layer thickness, which agrees with our previous observations  [47]. Dashed 

lines in the figure clearly indicates peak shifts for both In0.81Al0.19As and In0.84Al0.16As as t 

increases from 50 nm to 300 nm. Within this broad buffer layer feature, a peak emerges at 

about ω ≈ 31.4°, which is due to the accumulation of InxAl1-xAs steps with x around 0.6 in the 

design of the BL  [46], and slightly shifts to the right with increasing t similarly in the 0.81 and 

0.84 regions, because of a different strain propagation within the buffer layer. 

 

Figure 3.6: ω-2θ rocking curves on (004) reflection of InAs QWs with different In0.84Al0.16As buffer 

layer thickness, as indicated. 
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Figure 3.7: Shows Reciprocal space maps of symmetric (004) reflection (a-c) and asymmetric (224) 

reflection (d-f) of InAs QWs with In0.84Al0.16As buffer layer thickness (a, d) 50 nm (b, e) 150 nm and 

(c, f) 300 nm. Corresponding peaks of substrate, In0.84Al0.16As, InAs and In0.81Al0.19As peaks were 

labelled as S, L1, L2 and L3, respectively. 

To further study the strain, lattice relaxation and mosaicity of all the layers in detail, particularly 

the InAs QW region, Reciprocal Space Maps (RSM) of (004) and (224) reflections were 

performed and plotted in reciprocal coordinates, as shown in Figure. 3.7 (a)-(f). The reciprocal 
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space co-ordinates of the scattering vector (qx, qz) are related to the incident angle ω and 

scattering angle 2θ as  [112].  

𝑞௫ =  
1

𝜆
 [cos(𝜔) − cos(2𝜃 − 𝜔)] 

(3.1) 

𝑞௭ =  
1

𝜆
 [sin(𝜔) + sin(2𝜃 − 𝜔)] 

(3.2) 

The out-of-plane and in-plane lattice parameters 𝑎ୄ and 𝑎‖, respectively were obtained for each 

layer from their respective (qx, qz) coordinates of (224) reflection using the relations  [113,114]:  

𝑎‖ =  
ଶ√ଶ

௤ೣ
 ;  𝑎ୄ =

ସ

௤೥
          (3.3) 

These equations provide an effective way to estimate both 𝑎‖ and 𝑎ୄ. It may be mentioned that 

𝑎ୄ can also be calculated from (004) coordinates, which is nearly similar, as all the samples 

were aligned with respect to the GaAs substrate.  It was found that the  𝑎ୄ decreased, while 𝑎‖ 

increased monotonically with increase of buffer layer thickness for all the layers including InAs 

QW layer, which indicates the presence of biaxial strain in all the layers due to the tetragonal 

distortion in cubic lattice geometry.  [114]The corresponding out-of-plane strain (𝜀ୄ =

 (𝑎ୄ − 𝑎଴) 𝑎଴⁄ ) and in-plane strain (𝜀‖ =  (𝑎‖ − 𝑎଴) 𝑎଴⁄ ) were also calculated for all the 

layers, which are summarized in Table 3.1 and plotted in Figs. 3.8 (a) and (b), respectively. In 

the calculations of 𝜀ୄ and 𝜀‖, 𝑎଴ is the standard lattice parameter, which is estimated from 

Vegard’s Law (discussed above) for each layer depending upon their In concentration. The 

data are shown in Table 3.1 and elaborated from Figure 3.8 (a) 𝜀ୄis tensile for all the layers, 

and is decreasing and tending to relax with increasing buffer layer thickness. In contrast, 𝜀‖ 

(Table 3.1 and Figure 3.8 (b)) is compressive for almost all the layers and it is also tending to 

relax with increasing buffer layer thickness. These observations confirm the biaxial nature of 

strains in all the layers.  Note that the InAs layers were highly strained compared to InAlAs 

ones yet less strained in QW with 300 nm buffer layer compared to the QW lower thickness 

buffer layers. These strain values are in coherence with the literature. [47] In an ideal case of 

pure biaxial strain in zinc blend cubic lattice, 𝜀‖ is expected to commensurate with 𝜀ୄ (𝜀ୄ =

− 
ଶ஼భమ

஼భభ
 𝜀‖;  𝐶ଵଶ and 𝐶ଵଵ are elastic constants). The proportional constant slightly differs but the 

phenomenon of biaxial strain holds in this scenario.   
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Figure 3.8: Shows the (a) Out-of-plane strain (εୄ) and in-plane strain (ε‖) values for InAs, In0.84Al0.16As 

and In0.81Al0.19As layers obtained from reciprocal space maps. 

Table 3.1: Shows the summary of εୄ and ε‖ values for InAs, In0.84Al0.16As and In0.81Al0.19As layers 

obtained from reciprocal space maps. 

 

The asymmetric (224) RSMs (Figure. 3.7 (d-f)) also reveals partially strained (not 

relaxed) InAs layers in all the samples. Black dashed lines in Figure 3.7 (d-f) are the joining 

lines between reciprocal lattice points of the substrate and the origin of reciprocal space, on 

which the reciprocal lattice points of fully relaxed epilayers are expected to fall. The reciprocal 

lattice points of InAs are tending closer to the line of fully relaxed state, with increase of buffer 

layer thickness. The degree of lattice relaxation (R%) was for InAs QW layers was quantified 

by using the relation  [112,114]:  

𝑅% =  
(𝑎‖ − 𝑎௦)

(𝑎ிோ − 𝑎௦)
 × 100 

(3.4) 

where 𝑎‖ is the in-plane lattice parameter, 𝑎ிோ is the lattice parameter of the fully relaxed 

epitaxial layer and 𝑎௦ represents the substrate lattice parameter (GaAs). The estimated R% for 

t 
(nm) 

𝜺ୄ (×10-3) 𝜺‖ (×10-3) 

InAs In0.84Al0.16As In0.81Al0.19As InAs In0.84Al0.16As In0.81Al0.19As 
50 9.3 4.3 3.2 -14.6 -4.9 -3.3 

150 6.8 3.5 1.4 -12.2 -3.4 -2.3 

300 5.4 2.2 -0.03 -11.2 -2.4 -1.0 
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InAs layers as well as InAlAs layers were summarized Table 3.2. As seen in Table 3.2 the R% 

for InAs layers increasing from ~78% to 83% with increase of buffer layer thickness, indicating 

the partially strained nature but tending to relax (fully relaxed ~ 100%) with increase of buffer 

layer thickness.  This is expected as the lattice mismatch is decreasing with increase of buffer 

layer thickness (Figure. 3.8 (a)). Similar observation is true for InAlAs layers also but with a 

higher degree of relaxation, as can also be observed from Figure 3.7 (d-f) and seen in Table 

3.2. 

Table 3.2: Shows the summary of degree of lattice relaxation values for InAs, In0.84Al0.16As and 

In0.81Al0.19As layers obtained from reciprocal space maps. 

 

Mosaicity of all the layers, particularly InAs was also studied using the RSMs shown in figure 

3.7. This mosaicity gives us a better understanding of the crystalline quality of the strained QW 

region, we measure the average mosaic tilt and variations in the local mosaic tilt in the 

heterostructures According to mosaicity model, the microstructure of epitaxial layer is assumed 

to be made up of mosaic blocks with finite coherence lengths in lateral and vertical directions, 

which exhibit small variations in orientation with respect to each other and to the sample frame. 

The angle of tilt with respect to the substrate normal (out-of-plane rotation Δω) and twist about 

substrate normal (in-pane rotation Δɸ) are another set of microstructural parameters that 

characterize these domains (Figure 3.9)  [115,116].  

The reciprocal lattice point broadening in the qx-qy plane (Δqx) is caused by mosaic tilt (often 

referred as mosaic spread) and lateral coherence length (LCL) (often referred as lateral 

correlation length)  [115,116]. Mosaic tilt of epilayer is a measure of dislocation density (∝ 

tilt2) in epitaxial studies  [116–118], which can be can be obtained from their respective Δqx 

value of a symmetric reflection (004), however, it is overlapped by contributions from finite 

LCL  [115,116].   

 

t (nm) Degree of lattice relaxation (R%) 

InAs In0.84Al0.16As In0.81Al0.19As 
50 78.15 91.37 93.99 

150 81.74 94.03 95.71 

300 83.27 95.70 98.25 
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Figure 3.9: Illustrates the mosaic layer structure with the four characteristic parameters lateral and 

vertical coherence length, tilt, and twist. 

In order to estimate mosaic tilt and LCL, Williamson-Hall plotting is required using ω-rocking 

curves of set of symmetric reflection ((00l); l = 2, 4, 6).  [115,117] It is seen from Figure. 3.7 

(a-c) that the Δqx is decreased for InAs as well as InAlAs layers, with increase of buffer layer 

thickness, which reflects the decrease of mosaic tilt. Alternatively, mosaic tilt value was 

extracted from asymmetric (224) reflection RSMs, which can separate the LCL contribution. 

To support the weak features of InAs peaks and their broadening in figure 3.7, slow ω-rocking 

curves of (004) and (224) reflections (technically equivalent to horizontal line scans in Fig. 

3.7) of InAs were also performed and shown in Fig. 3.10 (a) and (b), respectively, which depicts 

the similar observation on ω-broadening (Δqx) and hence, the tilt. We have seen that the mosaic 

tilt value of InAs layers significantly decreased from t = 300 nm to t = 50 nm which indicates 

the monotonic reduction of dislocations in the epilayer, consequently, an improvement in the 

microstructure (crystalline quality) with increase of buffer layer thickness. The maximum tilt 

variation observed in strained sample 1.5° which is far less, only 0.03° in the GaAs substrate 

because such maps fall within only one or a few mosaic blocks  [119]. The significant decrease 

in dislocations results in reduction of residual strain in the epilayer, consequently, 

accommodating/facilitating the lattice relaxation process. On the other hand, increase in LCL 

was observed with increase in buffer layer thickness, supporting the improvement of 

microstructural quality. Interestingly, similar observations are true for InAlAs layers (x: 0.81 

& 0.84) also. As an overall effect, the increase of In0.84Al0.16As buffer layer thickness leading 

to the improvement in its microstructural quality in terms of residual strain, relaxation (R%) 

and mosaicity (tilt and LCL), thus, governing the microstructural quality of successive InAs 

QW layer in the growth process.  

 



 

71 
 

 

Figure 3.10: ω-rocking curves of InAs QWs layers on (a) (004) and (b) (224) reflections with 

different In0.84Al0.16As buffer layer thickness, as indicated. 

3.2.2   TEM  

We performed TEM measurements for the two InAs/GaAs samples with different ‘t,’ 50 nm, 

and 300 nm. Figure 3.11 shows the overview of these samples. Figure 3.11 (a, b) shows the 

low magnification image. These images show crisp interfaces between the buffer layer and the 

QW, implying minimal In and Ga intermixing. Also, we have calculated the thickness of the 

QW well region and its around 7 nm which is in agreement with its nominal value. Figure 3.11 

(c, d) shows the bright field image at low magnification. This gives us the overview of buffer 

layers and QW. From these overviews it is evident that the strain is released through misfit 

dislocations in the lower part of the buffer layer, whereas the active layer is defect free.  

In figure 3.12 (a, b) we show cross sectional HRTEM images of the QW regions taken along 

the (0 1 1) zone axis, showing that interfaces are coherent and epitaxial. These images are 

formed by interference of two or more Bragg reflections. And the interaction of incident 

electron beam with a specimen with a different material is different because of different 

scattering factors and this leads to a phase contrast of the crystal lattice for the different 

materials.  The QW interfaces are indicated in all the images. Both samples exhibit flat and 

atomically sharp interfaces. The position of QW can be identified from HRTEM image  
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Figure 3.11: Overview of structure using low magnification image (a) t = 300 nm and (b) t = 50 nm. 

Shows the cross-section of the samples (c) t = 300 nm and (d) t = 50 nm measured with TEM with 

bright field image, it is evident that the strain is released through misfit dislocations in the lower part 

of the BL, while the upper part is defect free (within the limits of TEM statistics). 

intensity variations. Also, from these HRTEM images, the strain variation within the QW is 

calculated with respect to the In0.81Al0.19As layers using GPA developed by Hÿtch et al.  [81] 

In the GPA method, any shift of the atomic lattice relative to some reference lattice in an 

HRTEM image is determined by mapping corresponding local shifts of Bragg diffraction peaks 

in the power spectrum of the recorded HRTEM image. 
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Figure 3.12: HRTEM images of (a) t = 300 nm, (b) t = 50 nm. The strain variation within the QW is 

calculated with respect to the In0.81Al0.19As layers using GPA with (111) reflections. Out-of-plane lattice 

strain maps εyy of QW (top) and InGaAs (bottom) regions (c, d) for t = 300 and (e, f) for t = 50 nm. 

(green color indicates compressive strain and red color indicates tensile strain) (g) Strain profiles from 

the yellow boxes showing QW area along yellow arrows. 

At first, in the power spectrum, two noncolinear Bragg spots are selected and masks are applied. 

Secondly, a complex image is extracted from the inverse Fourier transform of the masked 

Bragg spots. Then geometric phases of the two reciprocal lattice vectors are extracted from the 

complex image. Finally, this geometric phase is used to calculate the displacement field as the 
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geometric phase contains the local displacements of atomic planes. In the present work, strain 

variation was calculated with scripts in the FRWR tools menu (FRWR, 2012) with Gatan 

Digital Micrograph software. Two Bragg reflections were used to calculate the 2D symmetric 

strain map within the QW. A circular mask around the Bragg spots was applied to measure the 

strain maps with a spatial resolution of 5 nm. Out-of-plane lattice strain maps εyy (𝜀ୄ) and in 

plane lattice strain εxx (𝜀||) of QW was calculated with respect to the InGaAs layer below the 

well for t = 300 nm and 50 nm are presented in Figure. 3.12 (c, d, e, f) respectively. It can be 

noted that the QW region for t = 50 nm has a higher average strain and exhibits some sharp 

variations, which for t = 300 nm are present in the barrier only, whose nature is still being 

investigated. 

To quantify the strain value within QW (Figure 3.14 (g)), horizontal line scans has been taken 

from the region marked in the images. These line scans were averaged over 100 pixels along 

the growth direction of heterostructures and the calculated strain percentage in the QW region 

is quite higher in sample with t = 50 nm. The calculated mean out of plane strain values within 

QW for t = 300 nm and 50 nm are 0.9 ± 0.5 % and 2.2 ± 1.1 % respectively.  The reduction of 

strain in the well with increasing t is in line with the XRD measurements, although the absolute 

values appear to be higher. Besides, the strain fluctuations around the average are more than 

double in the 50 nm sample, with respect to the 300 nm one. 

3.3   Surface morphology: 

AFM measurements were done in non-contact mode on all the samples with different t. AFM 

topographies have been recorded with image sizes of 20 × 20 µm. The acquired data have been 

flattened with a consistent protocol to remove long wavelength modulations that are artifacts 

due to AFM scanner nonlinearities. Figure 3.12 reports 20 × 20 µm2 topographies of the 

samples and their RMS roughness in [-110] and [110] directions are indicated in table 3.5. The 

surface of all these samples shows a distinct cross-hatch pattern of roughness. The surface 

profiles should reasonably mimic the buried interfaces between the QW and barriers in the 

active layer, due to the reduced surface diffusion of adatoms at our growth temperatures and 

the fast sample cooldown at the end of the growth. The rectangular geometry of the pattern 

reflects the orientation of the GaAs substrate, where the quasi-periodic modulations occur 

along the [110] and [-110] directions in the [001] surface. Despite the effort to accommodate 

the lattice mismatch strain in the buffer layer, the presence of the cross-hatch pattern is an 

unavoidable feature typical of metamorphic growth, which prevents the attainment of truly 
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long-range monolayer-flat 2D layers  [120]. These crosshatched morphology on the surface of 

strained InGaAs epilayer grown on GaAs substrate occurs when the threading dislocation 

density in the epilayer is low. The morphology of the crosshatched patterns could not be 

observed when the lattice mismatch of the strained epitaxy was smaller than 2%  [120], The 

formation of cross hatch pattern depends on many factors such as growth temperature, misfit 

strain and the thickness of the epitaxial layer. Typically, a cross-hatch pattern is only observed 

for moderate crystal lattice mismatch for a single layer and this range can be extended if grading 

or metamorphic approach is applied [121]. Cross-hatch patterns of this kind have been found 

on Si1-xGex/Si  [122], InxGa1-xAs/GaAs  [123,124], and InxGa1-xAs /InP  [125,126]. Despite 

several attempts to explain how this roughness forms, there is no general agreement on the 

exact dynamics. One explanation could be related to locally enhanced or suppressed growth 

rate due to the nonconstant strain field generated by dislocation bunching  [123,127]. 

As shown in figure 3.13, we can clearly see the qualitative differences in the images as we 

increase the buffer layer thickness. With the increase in buffer layer thickness, we can see more 

regular cross hatch pattern which is due to the reduction of strain in the underlying layers. The 

total RMS roughness increases as t decreases.  t = 50 nm is 4.4 nm while on sample with t = 

300 nm is 3.2 nm.  Also, there are no evidence of surface defects on all these samples (as these 

defects are mainly associated with deep tranches on the surface), which could be seen on the 

surface of dislocated InAs QWs  [46]) The 1D RMS roughness of all the samples in both [-

110] and [110] directions (calculated by averaging values of different line scans in each 

direction) versus the buffer layer thickness are shown below in the table 3.5. With the line 

scans, we can see the periodicity of sample with t = 300 nm in [-110] direction is around ~ 1.15 

μm and in [110] direction its ~330 nm whereas with t = 50 nm, where the periodicity in [110] 

direction is 400 nm and is almost half as compared to [-110] direction (~ 800 nm). This 

anisotropy has a vast impact on the scattering mechanism which will be discussed in detail in 

next chapter.   



 

76 
 

 

Figure. 3.13: Shows the representative AFM topography of the InAs/GaAs samples grown during this 

work, showing the characteristic cross-hatch pattern of surface roughness. The crystallographic 

directions that form the perpendicular network of corrugations are indicated in the image. The image 

size is 20x20 µm2, while the vertical scale is 25 nm. (a) t = 300 nm (b) t= 150 nm (c) t = 50 nm. (d, e) 

shows model line scans of RMS in the two orthogonal directions of t = 300 nm. 

Table 3.3: Shows the RMS roughness value of samples with t = 50, 150 and 300 nm in both (-110) 

and (110) directions. 

  300 nm 150 nm 50 nm 

RMS 

Roughness 

[-110] 1.2 nm 1.4 nm 1.5 nm 

[110] 1.4 nm 2.5 nm 2.8 nm 

Periodicity [-110] 1.15 μm 950 nm 800 nm 

[110] 330 nm 360 nm 400 nm 

 

3.4    Conclusion 

The main goal of this chapter was to optimize samples for ensuring minimum strain and to 

work on the gradually slowing progress in the field of 2DEG's mobility. However, this is not 

the end of the line. Improvement in sample quality have and surely will open the road to new 

and exciting physics. In this chapter, we have shown that proper design of the strain-relieving 

BL strongly influences residual strain of metamorphic InAs/ GaAs QWs. Terminating the BL 

with an In0.84Al0.16As step with at least 300 nm thickness minimizes the strain in the QW 
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region. The XRD, TEM and AFM analyses, indicate that how we have tuned the strain in the 

QW region and in next chapter we will do the transport measurements and study the role of 

strain as a scattering mechanism limiting electron mobility in metamorphic InAs QWs. 

Understanding these scattering mechanisms which affect the electron transport in our material 

system would be crucial in order to try to approach the limit set in GaAs/AlGaAs 2DEGs.  

How this task is to be mastered in a practicable way is only one of the challenges the future 

and the experimenters hold for the MBE community. In the next chapter we will analyze in 

deeper detail the scattering mechanisms of our InAs 2DEGs, with the goal of exploring the 

possibilities for future improvement



 

Chapter 4 

Scattering mechanisms in InAs quantum wells 

High electron mobility in these heterostructures is sought not just to develop a more efficient 

material platform for Andreev qubit quantum technologies, but also to explore fundamental 

elements of condensed matter physics. Therefore, to increase the electron mobility we need to 

work towards a “more ideal” system of free-like electrons to investigate their fundamental 

properties. In particular, for reaching high electron mobility we need to understand the 

mechanisms that are limiting it. 

For 2DEGs in lattice-matched GaAs/AlGaAs heterostructures, studies on the mobility 

limiting mechanisms, and successive refinements in the growth process, have given 

outstanding results in previous years in the field of semiconductor physics and device 

technology  [128]. One of the notable aspects of the novelty of AlGaAs/GaAs heterostructures 

is its ability to control electronic band structures with a high degree of freedom due to the 

perfect lattice matching. By varying the Aluminum and Gallium composition in the AlGaAs 

layer, it’s possible to create heterojunctions with specific band offsets. This control is essential 

for the design of high-electron mobility devices. There clearly exists a strong interest in further 

improvement of GaAs/AlGaAs heterostructures [86,129]. It is therefore important to 

understand dominant sources of scattering and elucidate the ways to minimize them. 

The scattering caused by ionized impurities has been identified as the main limiting 

factor of low temperature mobility in these systems; this has led to the growth of GaAs/AlGaAs 

heterostructures in extremely clean MBE systems to avoid the presence of unwanted impurities, 

and to confine the donors required to supply charge to the 2DEG far away from the 2DEG itself 

through modulation (remote) doping. This allowed to reach electron mobilities up to 56 × 106 

cm2/Vs [130]. For InAs/InGaAs the situation in far more complex, as we have seen in the 

previous chapter. Metamorphic growth due to lattice mismatch introduces unavoidable effects 

such as residual strain, roughness, and composition modulation, point defects and possibly 
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residual dislocations [46,131,132]. In the previous chapter we have seen that an optimization 

of the growth protocol leads to substantial improvements of the morphological properties of 

these systems. With such modifications in the growth protocols, we will show at the beginning 

of this chapter that we have achieved high mobility samples better than the state of art on the 

InP substrates, up to the 106 m2/Vs range, depending on the InAlAs buffer layer thickness. 

Starting from these technological achievements, the main goal of this chapter will be to identify 

the main scattering mechanisms and to relate them to the growth protocols, with the aim to 

reduce them. 

In particular, we will discuss the low temperature transport measurements and then will 

go over a theoretical model that covers the key low temperature scattering mechanisms in 

semiconductor heterostructures. This hypothesis will be applied to our samples allowing us to 

determine the major sources of scattering, mostly from low temperature transport observations. 

The insights gained from this research enabled us to enhance the buffer layer to achieve higher 

electron mobilities. 

4.1   Transport measurements: 

In the previous chapter we have studied the growth and structural characteristics of the samples 

with different buffer layer thickness ‘t’ and we saw that as we increase ‘t,’ the strain in the QW 

region is decreasing. We assessed the low temperature transport properties of the 2DEG formed 

in the same InAs QWs using the Van der Pauw method at 4.2 K. Figure. 4.1 shows that µ 

increases from 6 × 104 cm2 /Vs for t = 50 nm up to 7.1 × 105 cm2 / Vs for t = 300 nm, i.e., more 

than an order of magnitude, whereas, n lies in the 3–3.5 × 1011 cm− 2 range, and is independent 

of ‘t’. Thus, the mobility of these samples increases dramatically as the out of plane strain 

decreases, while carrier density is similar for all the samples. As we have seen in the previous 

chapter, for ‘t’ above 200 nm, the 0.84 region becomes virtually strain-free, while in the 0.81 

region the strain switches from compressive to tensile [47]. Mobility data combined with the 

previous XRD and TEM analyses, indicate that strain plays a major role as a scattering 

mechanism limiting electron mobility in metamorphic InAs QWs, and that a careful design of 

the strain-relieving InxAl1-xAs BL can increase electron mobility by more than one order of 

magnitude. In this chapter we will further investigate these samples to show the mobility 

dependence on electron density in gated Hall bars to elucidate the scattering mechanisms.    
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Figure 4.1: Low-temperature (T = 4.2 K) electron charge density and mobility in the InAs/GaAs 2DEG 

as a function of t. 

4.2    Low temperature scattering mechanisms  

Low temperature scattering mechanisms in two-dimensional electron systems have been 

discussed in a review by T. Ando and coworkers [133]. Based on this theoretical framework, 

the HMMBE group at CNR has successively modeled the low temperature scattering 

mechanisms in In0.75GaAs/In0.75AlAs QWs which provided the bases for our further 

optimization and studies [93,95]. 

According to Gold, at low temperatures, there are three main sources of scattering in a 2DEG 

system with a single sub-band: 

1. Ionized impurity scattering (II), due to Coulomb interaction between the conduction 

electrons and an ionized impurity background uniformly distributed in the material. 

2. Interface roughness scattering (IR), due to the non-planarity of the interfaces defining the 

quantum well, which act as fluctuations in the width of the quantum well which confines 

the electrons.  

3. Alloy disorder scattering (AD), due to the random distribution of the indium and gallium 

atoms inside the crystal matrix. This scattering potential is assumed to arise from the 

difference in electron affinity, band gap, and electronegativities of the two constituent 

binaries, InAs and GaAs in our case. 
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These three scattering sources are modeled, within the relaxation time approximation, 

assuming that the scattering processes are elastic and that the scattering centers are randomly 

distributed. Additionally, the quantum well is modeled as square well with infinite barriers, and 

the resulting ground state 1-D wavefunction is a half-period sine wave.  

The relaxation time τα for a single source of scattering can be computed as 

1
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where kf and εf are the Fermi wavevector and the Fermi energy of the electrons in the 2DEG, 

respectively, and  𝜖(q) is the dielectric function of the electron gas, whose analytical expression 

can be found in reference  [134]. <|U(q)|2>α is the random scattering potential peculiar to each 

scattering mechanism, with α being ‘II’ for the ionized impurity scattering, ‘IR’ for the 

interface scattering, and ‘AD’ in the case of alloy disorder. The random scattering potential 

caused by ionized impurities, in the case of a homogeneous distribution of the impurities in 

the material, has the form 
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Here NB is the ionized impurity density, L is the width of the QW, e is the electron charge, 𝜖L 

is the dielectric constant of the barriers, and FB(q) is a form factor considering the finite 

extension of the electron gas in the z direction, whose analytical form depends only on the 

geometry of the quantum well  [135]. The random potential due to the alloy scattering is 

described as 
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a is the lattice parameter of the alloy and δV is the spatial average of the fluctuation of the alloy 

potential over the alloy unit cell. At last, the interface roughness between the barriers and the 

well is characterized by its amplitude ∆ in the z direction and its coherence length Λ in the xy 

plane. Its random scattering potential is [136] 
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where mz is the electrons effective mass in the z direction. 

Usually, the quality of a 2DEG structure and with that the positive or negative outcome of a 

growth experiment is determined by the already mentioned magneto-transport characterization, 

yielding electron density n and mobility µ. The electron mobility is governed by the interaction 

of electrons with various scattering sources, which define the average scattering time τ 

according to 

µ =  
𝑒. τ

m ∗
 (4.5) 

τ is the average time of flight for an electron between two scattering events. This total scattering 

time is composed of the individual values of the different scattering types, according to the 

Matthiesen's rule:  
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where τi denotes the individual scattering times. It is important to understand that a given 

scattering mechanism does not lower or raise the mobility of a 2DEG, but it rather sets the 

maximum mobility value that is possible:  
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µres is the resulting total electron mobility and µi denotes the limit set by each individual 

scattering process.  

Figure 4.2 illustrates an example for an In0.75Ga0.25As/In0.75Al0.25As QW 2DEG taken from 

reference  [93] showing the individual mobility limits set by these scattering processes and how 

they sum up to a final mobility that can be fitted to the experimental values obtained by a 

magneto-transport measurement. This figure nicely illustrates that eliminating one scattering 

process completely just removes this specific mechanism's influence, which does not 

necessarily increase the mobility [137]. So, for example, a growth parameter adaptation aiming 

at reduction of background impurity scattering may very well be successful, but still go 
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completely unnoticed if the sample's mobility is governed by e.g. interface roughness 

scattering. For example, for the samples of ref. [93], the interface roughness is not playing an 

important role because with the measured roughness parameters, the mobility due to IR 

scattering is in fact at least four orders of magnitude larger than the observed one. In these 

systems the fermi length is much smaller than the coherence length, yielding negligible impact 

on the mobility. 

 

Figure. 4.2: Shows the low-temperature electron mobility measured in an In0.75Ga0.25As/In0.75Al0.25As 

QW 2DEG, as a function of the carrier concentration. Solid line: fit of the sample experimental data 

considering scattering with BI (long-dashed line) and AD (short-dashed line) [93]. 

4.3   Trasport measurements on gated Hall bars  

The key point of this discussion is to notice that the value of the mobility can be computed 

from known material properties (m∗, L, є(q), є L, kf, εf, F(q), x, and a), and few scattering-type 

specific parameters: NB for the ionized impurity scattering, δV for alloy disorder scattering, 

and ∆ and Λ for interface roughness scattering. This allows, in principle, to estimate the 

scattering parameters knowing the measured mobility of the sample. Of course, with a single 

mobility value little conclusion can be drawn on four parameters. However, a deeper insight 

can be acquired if any of the material properties can be varied in a controlled way. The easiest 

property to vary within the same sample is the carrier density, n, which in turn determines both 

the Fermi wavevector, Kf, and the Fermi energy, εf, according to the semiclassical relations for 

a two-dimensional system [138]. 
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In a quantum well system, there are two basic approaches to modify the carrier density of a 

2DEG. The "persistent photoconductivity" phenomenon is one example. This entails slowly 

freezing the sample from ambient temperature to cryogenic temperature to freeze the charge 

state of the donor impurities. When the sample is illuminated with brief pulses of light, some 

of the donors ionize, providing extra charge to the 2DEG. The consequence is a rise in carrier 

density for each light pulse, which has been utilized to modify the carrier density in an 

InGaAs/InAlAs system, for example, by Ramvall and co-workers.  [139,140] The second 

method for modifying the 2DEG charge is to apply a voltage to a metal gate deposited on the 

sample surface. The main advantage of the persistent photoconductivity approach is that it does 

not require any additional sample processing; the disadvantages are that (i) the minimum 

charge density attainable is limited by the charge density in the dark, and (ii) photoionizing the 

donors changes the background ionized impurity density of the sample, thereby changing their 

contribution to scattering. To apply a voltage to a surface metal gate, on the other hand, the 

gate must be manufactured. Furthermore, the gate voltage can significantly affect the band 

profile, changing the extent of the charge dispersion of the 2DEG. 

In this work we have chosen to fabricate gated hall bars on the three structures discussed in 

chapter 3 (t = 50, 150 and 300 nm). These gated Hall bars were patterned using EBL with an 

aspect ratio of 1:2 with the process explained in appendix 1. The measurements were 

performed in a liquid-helium cryostat that can be pumped to a base temperature of about 4.1 

K. Magnetic fields of up to 12 T were generated by a superconducting solenoid. The signals 

were measured with lock-in amplifiers applying a modulated bias current of around 1 mA. We 

have varied the gate voltage in these structures while sweeping the magnetic field at each bias 

value. Gating is preferred over illumination for two main reasons: first, because our self-

consistent Schrӧdinger-Poisson simulations for the conduction band and electrons 

wavefunction show that – by varying the gate voltage – the wavefunction is not substantially 

altered (see Fig. 4.3 (a)). Second, because it guarantees a higher reproducibility of the results: 

the charge density can be increased and decreased at will, thus it is possible to repeat the 

electron mobility measurements in the same cooldown. Figure 4.3 (b) shows how with PS 

simulations, by altering the gate voltage we can change the carrier concentration in the 2DEGs. 
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In this PS simulations we have set the donor density in the barrier to 2 X 1016cm-3, in order to 

obtain a total carrier density of 3.6 × 1011 cm−2 in the QW at zero bias. The simulation has 

been repeated, without changing the donor density, for different biases applied to a top gate. 

This bends the bands and alters the total carrier density n. This figure shows the resulting band 

structure and carrier distribution with the top gate tuned to voltages from -0.1 to 0.1 V to 

obtain, which allowed to tune n from 3.1 × 1011 cm−2 (blue trace) to 4.5× 1011 cm−2 (green 

trace).  Also, we saw that once the charge goes over 4.5 × 1011 cm−2 electrons start to populate 

the surface In0.81GaAs cap (in the model we neglect effects of surface oxidation), thus forming 

a parasitic 2DEG that screens the bias potential and preventing to reach higher n in the InAs 

QW. 

 

Figure 4.3: (a) Schrӧdinger-Poisson self-consistent calculation of the conduction band, valence band 

and the normalized ground state wavefunction of a with a variable surface gate voltage of 0, 0.1 and -

0.1 V. (b) Gate voltage vs charge density obtained with the simulation. [110,111] 

We have simultaneously determined the conductivities and recorded Shubnikov–de Haas 

(SdH) oscillations in [110] and [-110] directions and, and used the total electron densities for 

the calculation of the mobilities. We have confirmed that the total electron densities determined 

from SdH oscillations equal the ones determined from Hall measurements as mentioned in 

reference.  [141] This allows to check the stability of the sample and the consistency of the 

results. Figure. 4.4 (b) shows the transverse and longitudinal resistances at 4.2K as a function 

of the perpendicular magnetic field up to 10T for a 2DEG placed at 300 nm buffer layer sample 

with electron mobility of 7.2x105 V/s. The longitudinal resistance shows the break of spin 

degeneracy at about 3.5 T, and its vanishing at magnetic fields that correspond to even integer 

quantum filling factors υ>4 demonstrates the formation of a 2DEG, without any additional 
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parallel conducting channels in the structure. The carrier density calculated with the SdH 

oscillations agreed with the classical Hall measurements in both samples, in both orientations. 

 

Figure 4.4: (a) Optical microscope image of the hall bars oriented in [110] and [-110] directions. (b) 

Longitudinal and transverse resistances of a 300 nm buffer layer sample in (110) direction measured at 

T=4.2 K with a gate volage of 0.25V as a function of the perpendicular magnetic field B up to 12 T. 

4.4   Mobility versus carrier density measurements 

Figure 4.5 shows the measured carrier density dependence on top gate voltage. The carrier 

density varies almost same in both orientations and we see that the range in which n is linear 

is -0.3 V to 1 V for 300 nm buffer sample and -0.6 to 0.6 in 50 nm buffer sample. If the gate 

voltage is swept outside this range, the density deviates from linearity. In particular, if the  

 

Figure 4.5: Measured carrier density dependence on top gate voltage on (a) 300 nm (b) 50nm buffer 

layer sample for hall bars oriented in (-110) and (110) directions. 
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voltage is swept to values greater than the given range, and then brought back to zero, the 

measured carrier density for zero applied gate voltage is increased and the mobility reduced. 

We attribute this behavior to charges trapped on the surface of InGaAs. These changes are not 

easily controllable, so care has been taken not to exceed this positive limit value, cross-

checking the consistency of carrier density and electron mobility at zero applied voltage after 

each voltage sweep. The PS simulations shown above (Figure.4.3(b)) confirm that when the 

bias corresponds to n a little above 4.5 x 1011 cm-2 surface charging screens the potential seen 

by the 2DEG Electron mobilities were recorded with respect to charge density for all the three 

structures in the gate voltage range which results linear for each sample.  

 

Figure 4.6: Low temperature hall mobility at 4.2K for the samples with different Al0.84Ga0.16As buffer 

layer thickness with hall bars fabricated in [-110] direction. 

Figure. 4.6 shows the mobility vs carrier density curves for the samples with different buffer 

layers on Hall bars in the [-110] direction. It can be seen that as we increase the buffer layer 

thickness the mobility increases considerably, in-line with the Van der Pauw measurements. 

In the next paragraph we are going to model these structures and try to figure out the 

underlying reasons for this increase in mobility. 

4.4.1   Mobility Anisotropy 

Figure 4.7 shows the measured dependencies of the mobilities on charge densities at 4.2 K in 

[110] and [-110] directions for samples with highest and the lowest mobility (t = 300 and 50 

nm, respectively).  Increasing the gate voltage results in an increase of mobilities in both 
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directions for both the samples, and for both the samples a higher mobility was observed when 

the Hall bars were oriented in the [-110] direction. 

A similar anisotropy has been observed in molecular beam epitaxy grown 

Ga0.25In0.75As/InP samples [139] and In0.75Ga0.25As 2DEGs on GaAs substrate. [94] On our 

samples for t = 300 nm such anisotropy is about ~15% while for t = 50 nm it increases to about 

~40% anisotropy, for the same charge density (n = 3.5 x 1011cm-2). This suggests that IR should 

not play a major role as a scattering mechanism in our 2DEGs with higher buffer layer with 

lower anisotropy  [93,106]. 

 

Figure 4.7: Mobility vs carrier density curves for Hall bars fabricated in both [-110] and [110] 

direction. (a) 300 nm thick buffer layer, (b) 50 nm thick buffer layer. 

4.4.2   Power Law 

Above we have discussed that there are three scattering mechanisms that may have a notable 

impact on modern 2DEG structures: II-, AD- and IR-scattering. While the detailed dependence 

of µ vs n for each of them has been accurately modeled as described above, a rough estimate 

of the main limiting mechanisms can be done by an allometric dependency on electron density 

in the form of: 

µ ~  𝑛஑ (4.11) 

The exact values of the exponent α for each scattering mechanism still waits to be found, 

despite numerous theoretical and experimental studies.  
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 Background Impurities (BI): 0.6 < α < 1; the value is strongly depending on electron 

density, with α = 0.7 for densities around 2 · 1011 cm−2 ( [142]  [143]), but approaching 

α = 1 for higher densities.   

 Remote Impurities (RI): α ≈ 1.5.  

 IR: α < 0 was predicted by Nakamura  [144] and experimentally confirmed by 

Reuter  [145] and Pan  [146] for high densities. 

 

Figure 4.8: Log-log plot of mobility vs carrier density (a) t = 300 nm, (b) t = 50 nm, with allometric 

dependency fitting. 

To determine what limits mobility in our structures we are using a log-log plot of µ vs n as 

shown in Figure. 4.8.  The values for α we obtained from our high-mobility sample in both 

directions are approaching ½ suggesting that the II scattering is due to the unintentional 

background impurities, which is consistent with the fact that no remote modulation-doping is 

introduced in these samples. The extracted fit, solid lines, for α=1/2 fits well over the density 

range of interest and is roughly equivalent for all samples measured in this study. The sample 

with t = 50 nm shows a less clear behavior, with α changing from about 0.3 to 0.7 in the two 

orientations, hinting a more complex combination of scattering mechanisms. 

4.5   Modelling of μ vs n data: 

The total mobility vs carrier density is modeled using Stern Howard formulation in the region 

where the carrier density depends linearly on the gate voltage in figure 4.5. In the first part of 

this section all the three scattering mechanisms parameters are discussed individually (Figure. 

4.9 and 4.10). This analysis will give us better insight into the individual scattering mechanisms 
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and how they are affecting the total mobility of the structures, depending on the parameters 

used. 

 

Figure 4.9: Mobility versus carrier density curves as given by Equation.4.2 and 4.3 for a 7 nm thick 

InAs QW with a 9 nm thick In0.75Ga0.25As layer on both sides. (a) Ionized impurity scattering for two 

values of impurity density, NB. b) Alloy disorder scattering for three values of the alloy potential 

fluctuation δV.  

 

Figure 4.10: Mobility versus carrier density curves as given by Equation. 4.4, for a 7 nm thick 

In0.75Ga0.25As QW by fixing IR scattering: the parameter, (a) curves with fixed   Δ  = 5 nm and b) curves 

with fixed ∧= 500 nm. 

Afterwards, the three scattering mechanisms are combined through Matthiessen’s rule 

(Equation. (4.7)) and fitted to reproduce the experimental mobility data in both [110] and [-
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110] directions for the samples with t = 300 nm and t =50 nm (Figure. 4.11). Ionized impurity 

scattering can be divided into remote impurity scattering from ionized Si donors (which is 

absent in our samples), and background impurity scattering from impurities in the quantum 

well or in the undoped spacer layer. We have supposed that NB is isotropic and only depends 

on the growth conditions and structure, and does not change in two directions. In fig. 4.9 (a) 

we show the plot for background impurity concentrations of 2x1016 cm-3 and 2.75x1016 cm-3. 

Note that these values of the ionized impurity density parameter NB are in line with the previous 

work done on similar 2DEGs, where the ranged around a few ~ 1016 cm-3 [137]. Besides, the 

mobility values they yield are in line with the mobility data for t = 300nm and 50 nm, 

respectively, thus are reasonable guesses to fit our experimental data. 

The slight decrease of NB with increased t could be due to the improved structural quality of 

our layers as the residual strain is relieved. In fact, the presence of electrically active deep levels 

inside the band gap was observed on similar samples [107], which were ascribed to the 

formation of arsenic defects (e.g., substitutional or clusters), and could be more pronounced in 

samples with lower crystal ordering. 

The alloy disorder scattering is important in our samples since 69 % of the electron 

wave function of the InAs binary QW spreads into ternary InGaAs barriers  [47]. The parameter 

that characterizes it is the alloy potential fluctuation δV. The only theoretical predictions for 

its value are 0.53 eV, based on the difference in electronegativities of the alloying species, and 

0.83 eV, based on the difference in electron affinity [147]. However, none of these values are 

based on first-principles calculations of atomic potentials in the alloy, and are to be regarded 

as rough qualitative estimates. Previously experimentally determined values for δV for similar 

structures in different samples are 0.6 eV for “bulk” In0.53Ga0.47As, 0.5 eV for In0.53Ga0.47As/ 

InP QWs, and 0.3 eV for strained In0.75Ga0.25As QWs with InP barriers [139]. As for the ionized 

impurity scattering, we have calculated the mobility µAD limited by the alloy disorder scattering 

using the potential of Equation (4.3). Figure 4.9 (b) is a plot of µAD versus charge density, 

calculated with three values of δV ranging between 0.225 eV (top black curve) and 0.6 eV 

(bottom blue curve). This range of δV causes a change in one order in mobility across the whole 

charge density range taken into account. 

Contrary to the case of ionized impurity scattering, we had to use very different values of the 

AD potential to reasonably fit the data in the 2 samples: ~ 0.6 eV for the more strained sample, 

reducing to 0.225-0.275 eV to the less strained ones. This increase in the alloy potential could 
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be related to the lattice mismatch in the QWs, a high level of strain can induce clustering inside 

the QW, creating regions with In fluctuations, which can act as additional scattering 

centers.  [148] These results confirm that alloy potential acts as a limiting factor for the low 

temperature mobility and can be improved with the decrease in strain in the QW. 

The interface roughness scattering is characterized by two parameters: ∆, the amplitude 

of the roughness in the growth direction, and Λ, its characteristic length in the interface plane 

and is anisotropic in nature. Mobility versus charge density curves were calculated by 

numerical integration of Equation (4.1). In sample with a marked mobility anisotropy (~40%), 

it is reasonable that IR plays a major role since the measured roughness is highly anistropic. 

On the other hand, in the more symmetric sample, the asymmetric roughness sholud not play a 

role, so we did not take into account when we modeled the μ vs. n [93]. 

The IR contribution is thus only used in the sample with t = 50 nm and by applying the 

formalism developed in references [134,135], the measured roughness is not able to account 

for the observed mobility in the unstrained samples, since it would yield values orders of 

magnitude higher than the observed ones, as explained below. As was pointed out in section. 

3.4, the sample surface topography should exhibit virtually the same cross-hatch pattern of 

roughness as the interfaces. AFM measurements of the surface topography show that the root 

mean square (RMS) amplitude of the roughness is in the 4.4 nm range while the average period 

of the undulations is ∼ 400 nm in the [110] direction and ∼ 800 nm in the [-110] direction. 

This helped us in deciding the fitting parameters. Figure 4.10 (a), we have fixed the RMS 

roughness Δ at 5 nm and varied the coherence length (Λ) from 50 nm to 1000 nm and in figure 

4.10 (b) we have fixed the coherence length (Λ) at 500 nm and varied Δ from 1 to 10 nm.  

Using the measured roughness parameters in the two directions, the mobility due to IR 

scattering is in fact at least four orders of magnitude larger than the observed one. Also, as IR 

is anisotropic the parameters differ in both directions, while fitting we had to use ∆ = 5 nm, Λ 

= 800 nm for [-110] direction and ∆ = 4.5 nm, Λ = 600 nm for [110] direction as shown in 

Figure. 4.11 (c, d). These fitting parameters are significantly more severe than the RMS 

roughness values we measured on these samples. This suggests though it can reasonably 

reproduce the measured dependence of the electron mobility on the 2DEG density, but it might 

not be exhaustive.  In fact, the roughness introduced in the semi classical approach of 

Ref.  [134], could be accompanied by spatial modulations of other physical quantities that 

could limit mobility by themselves. For example, a band gap energy modulation correlated 



 

93 
 

with the surface roughness has been previously measured in a strained InGaAs sample [149]. 

Such an effect could be caused by a preferential indium incorporation, during the MBE growth, 

in the regions where the strain is more relaxed (ridges of roughness profiles); this indium 

accumulation should both build up the roughness of the growth front and a lead to a small 

modulation of the indium concentration. A local variation of indium concentration affects the 

conduction band energy both directly and through the effect of strain [94]. In fact, our GPA 

analysis data show that the strain is indeed modulated inside the InAs QW, and with 

fluctuations that increases considerably for non-optimized buffer layers. Such modulations, 

together with the correlated compositional fluctuations  [95] could give rise to nonuniformity 

in the potential the electrons feel of several tenths of eV and should be taken into account as 

scattering-limiting mechanisms, adding up to morphological roughness to model the 

anisotropic component of mobility. scattering-limiting mechanisms, adding up to 

morphological roughness to model the anisotropic component of mobility.   

Also, it was observed that the highly strained samples in combination with local 

fluctuations in the interface roughness leads to a piezoelectric (PE) field and this PE scattering 

mechanism resulting from the strain limits the electron mobility at low temperature in the 

strained quantum wells [150]. These findings imply that the strain can increase the anisotropy 

of electron mobility in InAs QWs, which can be ascribed to the anisotropy of random PE 

scattering associated with the strain. This might be one of the sources of the electron mobility 

anisotropy that has been found often in InAs QWs [151]. We will further investigate all these 

contributions.  

The knowledge of the scattering mechanisms that limit low-temperature mobility in our 

samples suggests a way to improve the transport properties of the 2DEG. In fact, the effects of 

AD and IR can be reduced by reducing the strain in the QW through a proper design of the 

buffer layer. The strain-induced scattering mechanisms influencing the mobility as strain 

increases could also be qualitatively associated to the roughness induced by piezoelectric 

scattering at the interface between well and barrier.  
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Figure 4.11: Modelling of μ vs n data using the Stern- Howard’s model. (a, b) t = 300 nm (c, d) t = 50 

nm. 

4.6. Closing remarks 
Important information has been acquired by this modelling: 

 Strain-related effects play a major role in limiting the low temperature mobility. A 

number of scattering mechanisms are correlated to strain fluctuations. Therefore, our 

main aim would be to reduce strain the QW region. 

 Ionized Impurity takes place mainly because of background impurities and/or chemical 

point defects, and the slight decrease of NB we possibly observe with increased t could 

be due to the improved structural quality of our layers as the residual strain is relieved. 
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 Alloy disorder scattering is limiting the mobility at high charge densities in both 

samples, although with much stronger effects for t = 50nm. Further optimization of the 

buffer layer could therefore have beneficial effects for AD scattering too. 

 Interface Roughness is anisotropic and it is only evident in the most strained samples 

with higher anisotropy.  

 Along with these three scattering mechanisms there are some other parameters of 

scattering involved like band-gap modulation and composition fluctuation and it will 

be interesting to analyze their contribution in future work. 



 

 

Chapter 5 

Realization of hybrid structures 

The superconducting Aluminum thin films are an important element in Andreev systems as 

discussed in detail in chapter 1. In this work, we focus on the engineering of high-quality 

superconducting aluminum (Al) films grown in-situ on the semiconductor heterostructures 

which were discussed in the chapter 3. In the previous chapter we have seen that we could 

reach a 2DEG mobility in deep InAs quantum wells grown on GaAs substrates around 106 

cm2/Vs. Now, in the first part of this work we will we try to reduce the barrier thickness 

between the quantum well and the superconductor to make the interfaces transparent (To 

control proximity coupling between the InAs 2DEG and Aluminum). Unfortunately, this makes 

the InAs 2DEG is sensitive to surface scattering in areas not covered by aluminum. Some 

experiments have suggested that nanofabrication on these structures can increase surface 

scattering [152–155], while theory suggests high mobility is needed to support topological 

phases under realistic device conditions  [156]. It is therefore desirable to explore approaches 

to reach high enough mobility in near surface 2DEGs to have ballistic transport, while 

maintaining strong spin-orbit coupling and ease of inducement of superconductivity  [157]. 

This surface level pinning of InAs-QW allows for fabrication of transparent contact to 

superconductors giving high quality devices [158,159]. After the optimization of near surface 

QW structures Al layer deposition is done in-situ. These hybrid structures are then studied for 

the structural and transport properties. lastly, the induced superconductivity in the InAs 2DEG 

will be studied using Josephson junctions. We believe this work could further enhance the 

progress going on in the direction of the Andreev qubits. 
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5.1   Optimization of InAs QW structures 

As described in Chapter 3, Solid source Molecular Beam Epitaxy (MBE) was used to grow 

InAs/In0.81Ga0.19As/In0.81Al0.19As deep Quantum Wells (QW) on a semi-insulating GaAs (001) 

substrate. The metamorphic QW region was grown over a strain-relieving step-graded InxAl1-

xAs buffer terminated with a 300 nm thick In0.84Al0.16As layer to ensure optimal strain 

relaxation which maximized electron mobility in deep 2DEGs [160]. In this section we have 

optimized the distance ‘d’ of the QW from surface for proximity effect and then we have further 

tuned the charge density in these structures by Si 𝛅-doping at a 7 nm spacer in the lower 

In0.81Al0.19As barrier.  

 

 

 

Figure 5.1: (a) low-temperature (T=4.2 K) electron charge density and mobility in the 

InAs/In0.81Ga0.19As 2DEG as a function of d (distance of QW from surface) (b) the schematic of the 

growth sequence of Al- InAs/GaAs hybrid system (c) 50 nm thick Al grown on GaAs substrate by MBE 

(as reference sample). 

5.1.1   Optimization of distance of QW from Surface 

We have investigated the effect of the thickness d of the In0.81Ga0.19As barrier separating a 7nm 

InAs QW from the surface in undoped 2DEGs. Figure. 5.1 (a) shows the charge density n and 

electron mobility µ at 4K as a function of d in the 0-120 nm range. It can be seen that µ is 
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independent of d down to about 30 nm at values around µ = 8 X 105 cm2/Vs, consistently with 

what we previously found on similar samples after optimization of the buffer layer [47]. 

Mobility then decreases sharply to 3.6 X 104 cm2/Vs at d = 10 nm, 1.2 X 104 cm2/Vs at d = 5 

nm, and 6.1 X 102 cm2/Vs at d = 0 nm (in the latter two samples part of the contacts were 

freezing upon cooldown, making them useless for application purposes). Conversely, n is 

largely independent on d in the whole range, at values  3-4 X 1011 cm-2. The electron transport 

properties of the samples of the above structures are evidently influenced by surface scattering 

due to reducing the InGaAs interface. Therefore, the mobility degradation with respect to the 

reduction of top barrier thickness could be attributed to the remote Coulomb scattering due to 

charges fixed at the semiconductor/oxide interface [161]. 

These findings can also be interpreted with one-dimensional Poisson-Schrödinger (PS) 

simulations performed as a function of d in the same range [162]. In the simulations we set a 

n-type background doping of nB = 4 × 1016 cm-3 in the In0.81Ga0.19As barriers, while the Fermi 

level at the surface EF was pinned 15 meV below the conduction band minimum for all the 

samples. Conduction and valence band edges, as well as the 3D electron density profiles, are 

shown in Figure 5.2 (a-c) for three representative values of d. The chosen values of nB and EF 

ensured that n in the InAs QW remains constant at values ≈ 3.5 - 4 × 1011 cm-2 independent of 

d, as can be seen in figure 5.2 (d) (red squares). Note that nB is slightly larger and EF slightly 

smaller than what we found in equivalent systems with x = 0.75, where the electron density in 

the QW decreased at depth lower than 150 nm due to Fermi level pinning at the surface  [46]. 

This is consistent with the fact that InGaAs alloys tend to become more n-type as the In content 

increases [163].  Profiles of figure 5.2 (a-c) shows that about 69% of the electron wavefunction 

is confined into the InAs QW. Besides, as the thickness of the top In0.81Ga0.19As barrier 

decreases, a non-negligible fraction of the electron densities extends up to the top surface (See 

figure 5.2 (c)). The 3D electron densities at the surface are plotted as a function of ‘d’ in figure 

5. 2 (d) (blue squares). It can be seen that at d = 30nm it goes from zero to about 3 X 1012 cm-

3 and then increases roughly exponentially with decreasing d, becoming more than 1017 cm-3 

for InAs QWs placed directly on the surface. This increase correlates directly with the mobility 

decrease observed for ‘d’ < 40nm (Figure 5.2 (d)), and it also confirms the role of surface 

roughness scattering as the mechanism limiting electron mobility for very shallow InAs 2DEGs 

[143]. Therefore, we have selected a QW depth of 10 nm as the best compromise between 

preserving a high enough mobility and the requirements of interface transparency to a 
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superconductive layer in the surface and the schematic of the hybrid system is shown in figure 

5.1(b). 

 

Figure. 5.2: (a, b, and c) Shows the 1D Poisson-Schrödinger simulations of the thickness of top layer 

of In0.81Ga0.19As (60 nm, 30 nm, and 10 nm). Valence and conduction band profiles are indicated in 

orange and blue, while 3D electron density is indicated in black (d) Shows the electron charge density 

in the quantum well as well 3D density at the surface estimated with PS simulations of Fig. 1 (b-d) 

(background doping in In0.81Al0.19As barriers = 4 × 1016 cm-3 surface EF pinning = 15 meV). 

5.1.2   Optimization of Si 𝛅 Doping 

Remote Si doping is necessary to increase the carrier density in a controlled way, in case higher 

densities than those forming naturally in this material system are needed. The tuning of electron 

density in shallow (10 nm) InAs 2DEGs was achieved through a Si δ doping layer in the InAlAs 

barrier at 7nm from the InGaAs/InAs QW. By changing the Si donor concentration N, we were 

able to tune n from 4 X 1011 cm-2 up to more than 1012 cm-2. Corresponding mobility µ increases 

up to 5.5 X 104 cm2/Vs for n = 4 X 1011 cm-2 with the doping concentration of 3 X 1011 cm-2 

and then it drops sharply for n higher than about 8 X 1011 cm-2. Possible reasons behind this 
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sharp decrease could be the scattering by 2nd sub-band or the parallel conduction in silicon delta 

doping. We ruled out the population of the 2nd sub-band as the PS simulation show a single 

sub-band upto much higher charges. Further analysis was done through Shubnikov-de Haas 

oscillations (Figure. 5.3 (b)) on a sample with n = 4.95 X 1011 cm-2 to investigate these 

hypotheses. In this case, the SdH behaves as expected, showing well-developed quantum Hall 

plateaus, single occupied sub-band, Zeeman split-features @ ν=3, 5 (goes to zero, high 

mobility). Only for the sample with the highest doping and the corresponding degraded 

mobility oscillations do not go to zero, while the charge is half of what we measure with Hall 

effect suggesting the formation of a parallel channel in the Si δ doping.  

 

Figure 5.3: (a) Mobility vs carrier density plot with respect to Si 𝛅-doping (b) magneto-

transport on a non-gated Hall bar, Longitudinal (Rxx, black) and Hall (RH, red) resistance as 

a function of an out of plane magnetic field B at T=1.5 K.  

Also, for a single N, we made an attempt to reduce the In0.81Ga0.19As top barrier to 5nm resulted 

in a decrease of electron mobility from 5.5 X 104 cm2/Vs at n = 9.5 X 1011 cm-2 to about 2.3 X 

104 cm2/Vs at n = 13.5 X 1011 cm-2, which could also provide an option in case 2DEGs 

shallower than 10 nm should be explored for future work. 

5.2   Growth of Aluminum thin films 

Deposition of Al layers on arsenide compounds is possible inside the MBE growth chamber 

since Al, together with gallium and indium, is one of the group III elements employed in the 

MBE of III-V semiconductor compounds. Two level systems (TLSs) are flaws that exist in the 

substrate, metal, and at their interface, and they are one of the primary drivers of losses in these 

qubits. As a result, repeatable preparation of atomically clean and contamination-free surfaces 
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for Al deposition is critical. Therefore in-situ growth of Al layers is a great advantage for such 

qubits.  

After optimizing the shallow InAs QW structures, Al thin films were deposited in-situ directly 

on the InAs 2DEGs inside the MBE system without exposing the sample surface to air. This 

ensures that the Al is deposited on an oxide-free, as-grown semiconductor surface, while 

guaranteeing at the same time the best metal material quality. Aluminum was deposited after 

letting the system pump down the residual arsenic overnight  [164]. To prevent aluminum from 

de-wetting after semiconductor growth, samples were cooled down to about −50°C before 

deposition by switching off the manipulator heater and idling the effusion cells  [165]. The C-

type manipulator thermocouple was calibrated for temperatures in the range from -170 to +125 

°C following the reference  [166].  No active cooling was involved and therefore the cooling 

power is only related to the MBE system being set to idle state and the sample holder being 

rotated towards the liquid nitrogen cryopanels. The Al films growth rate was determined 

starting from the AlAs one using the respective atomic densities, using the relation: 

𝑅஺௟ =  𝑅஺௟஺௦ ∗  
2𝑛஺௟஺௦

𝑛஺௟
=  𝑅஺௟஺௦ ∗ 0.357 

(5.1) 

Where, RAl is the growth rate of Al films, RAlAs is the growth rate of AlAs (Calibrated using 

RHEED) 

The deposition rate is around of 0.5 Å/s at a base pressure of a few × 10−11 mbar in the 

growth chamber. We note that the sample surface must remain cold during the deposition. 

Therefore, the used growth rate (controlled by the cell temperature) needs to be optimized for 

each specific MBE system geometry, as it determines heat delivered to the surface of the 

sample during growth. After the Al deposition, the wafer was moved to the load lock chamber 

(pressure below 5 X 10−10 mbar). To prevent thermal condensation or the frost on the Al film, 

the sample was warmed to ambient temperature in the ultrahigh vacuum, then samples were 

transferred as fast as possible to the load lock. Different samples were grown with aluminum 

layer thicknesses ranging from 10 to 50 nm. Al thickness were calibrated within 2% either by 

a step profilometer after etching the film or with X- Ray reflectivity (XRR).  Figure 5.4 shows 

the XRR curve where the thickness was measured with the help of X-Pert epitaxy software, by 

measuring the distance between these fringes [167]. The Al layer thickness is calculated as 

50±1 nm. The persistence of oscillations is a signature of the flatness of the top surface and of 
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the bottom Al interface [168] Structural and electrical properties of 50 nm-thick 

Al/In0.81Ga0.19As InAs/ samples were compared to those of equivalent Al films grown directly 

on GaAs (001) epitaxial surfaces.  

 

Figure 5.4: Shows the X- Ray reflectivity (XRR) of 50 nm thick Al on the InAs/GaAs 

heterostructures. 

This growth protocol represents the ideal scenario in achieving a flat, abrupt, and impurity-free 

interface. In this chapter we show that our material system, Al-InAs/GaAs systems satisfies all 

the requirements necessary to reach the topological superconducting regime.  

To assess the importance of growing the aluminum in situ, we grown are three samples on the 

InAs/GaAs heterostructures using different ex situ procedures: 

 S-1) After the growth of InAs/GaAs, As4 capping is done insitu in the MBE to protect 

the semiconductor surface from oxidation, followed by air exposure and then re-

inserted in the MBE chamber. Then the As4 is decapped at around 300°C. Afterwards 

50 nm of Al is grown in the MBE at -50 °C, with the pressure of 10-12 mbar, with the 

protocol described above. 

 S-2) After the growth of InAs/GaAs,As4 capping is again done insitu, followed by air 

exposure. Then the sample is inserted in a sputtering chamber followed by As4 

decapping at about 310°C and then 50 nm Al are grown at room temperature with a 

background pressure around 10-7 mbar. 
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 S-3) After the growth of InAs/GaAs, oxidized in air exposure and then inserted in 

sputtering chamber. 50 nm of Al is grown at room temperature with pressure around 

10-7 mbar as in S-2. 

5.3   Characterization of Aluminum thin films:  

The surface of the Al thin films was characterized by AFM and the structural properties of our 

Al films were analyzed by X-Ray Diffraction (XRD) and cross-sectional Transmission 

Electron Microscopy (TEM) followed by the electrical characterization.  

5.3.1   AFM 

The morphological properties of the surfaces were investigated by AFM. In these images of Al 

grown on an InAs QW (shown in fig 5.5 (a)), we can see the well-developed extremely uniform 

cross-hatch pattern [120] in a surface image due to the underlying semiconductor layer as 

discussed in chapter 3. It is evident that the Aluminum film is conformal to the underlying 

semiconductor layers. The sample with Al grown directly on GaAs layer shows a particular 

rectangular rods like pattern that comes from the GaAs template underneath. Here, we can 

clearly see the coalescence of strongly elongated Al islands. The RMS surface roughness based 

on these AFM images is 3.0 nm and the sample with Al grown on GaAs layer is around 2.8 

nm. Low-temperature growth reduced the aluminum adatom migration and island formation 

during film deposition and they are consistent with the state of art Al grown on GaAs 

samples  [169,170].  

 

Figure 5.5: AFM scans of 25 X 25 μm of samples (a) 50 nm thick Al on InAs/GaAs heterostructures 

(The blue arrow indicates the [-110] direction) and (b) 50 nm thick Al on GaAs substrate. 
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Figure 5.6: Shows the AFM scans of 25X 25 μm of samples (a) S-1, (b) S-2 and (c) S-3. The RMS 

roughness for these samples are 3.0 nm, 3.6 nm, and 3.3 nm respectively. 

In all our samples the RMS roughness varies from one sample to another but were mostly 

around 3 to 4 nm, the MBE-grown ones always have a smoother surface morphology than those 

grown using different methods such as E-gun evaporation method. (RMS roughness ~ 7-8 

nm)  [171]. The other samples grown in this work, S1, S2 and S3 were compared with our 50 

nm Al on InAs/GaAs samples.  All these samples also shown in figure 5.6 well developed cross 

hatch pattern and the RMS roughness is also close to the In-situ Al growth at -50°C. Aluminum 

film is conformal to the underlying semiconductor, independent of deposition technique and 

surface oxidation.  

5.3.2   XRD 

XRD analysis of the 50 nm Al film grown in situ on the InAs QW is compared to an equivalent 

film grown directly on epitaxial GaAs. Figure 5.7 shows symmetric (004) Bragg 2-theta scans 

for both samples obtained with synchrotron radiation at the MCX beamline. In both cases, the 

main peak at 2ϴ = 66.45°comes from the GaAs substrate [172]. In the case of the Al grown on 

GaAs, only a single strong Al (111) at 38.14° film is observed. Interference fringes confirm the 

film quality, along with the thickness of 50 nm. On the other hand, sample grown on InAs, 

apart for the complex structure on the left of the GaAs (004) peak due to the InAlAs buffer and 

to the QW region marked as BL, shows two Al-related diffraction peaks: one at 38.14° 

corresponding to Al (111) and one at 65.2° (Al (022)). 
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Figure 5.7:  -2 XRD scans of the samples - 50 nm thick Al on GaAs (Black) and 50 nm 

thick Al layer on InAs/GaAs heterostructures (Red).  

The intensity of Al (111) is about 100 times less than in the Al/GaAs (001) case, and is likewise 

2 orders of magnitudes weaker than the (02-2) peak, despite its reference intensity being 3 

times larger. This suggests that the Al film is mainly oriented in the (011) direction, with 

isolated (111) regions. Around the Al (111) peak we can observe some satellite peaks which 

may indicate the presence of defects.  The lattice parameters inferred from the Al (111) peak 

are 7.028 Å on InAs and 7.025 Å on GaAs, considered to be the same within the measurement 

accuracy which are almost equivalent to that of Bulk Al (7.014 Å). Similarly, for (02-2) peak 

the lattice parameter for the Al/InAs sample is 1.424 Å, very close to the bulk value of 1.431 

Å, which indicates that the film is relaxed both on GaAs and in both domains on InAs.  

5.3.3   TEM 

In order to gain insight into the structural quality and probe the nano-structural assessment of 

the interfaces, TEM measurements were conducted in cross-sectional geometry. The bright-

field TEM images in Fig. 5.8 (a) and (b) depict the growth of the same Al layers on GaAs (001) 

and on the InAs / GaAs (001) QW, respectively. In both the cases, the Al layer exhibits a 

uniform thickness of 50 nm, but also reveals the presence of defects within its structure. These 

defects such as twin planes, stacking faults, and twin boundaries are depicted in Figure 5.7 (c) 

for Al-GaAs and (d), (e) for Al-InAs/GaAs.  
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Figure 5.8: Bright Field TEM images of (a) 50 nm thick Al grown on GaAs (001) (b) 50 nm thick Al 

grown on InAs/InGaAs heterostructure (c) Twin planes with stacking faults in Al layer in Al on GaAs 

and (d,e) Micro Twin plane with stacking fauls and Twin Boundaries in Al layer on InAs/InGaAs 

heterostructure. 

The HRTEM images of Al layer grown on the GaAs are shown in figure 5.9 (a), and 

InAs/InGaAs (001) QW are displayed in Figure 5.9 (b, c) and respectively, demonstrating the 

crystalline nature of the Al layer throughout its thickness. Furthermore, the interface between 

Al layer and semiconductor buffer layer is found to be abrupt at the ML level. The smoothness 

of the semiconductor surface in the image indicates that the presence of the boundary is not 

associated with either a surface step or a crystallographic defect in the semiconductor. 
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Figure 5.9: HRTEM images of Al layer grown on a) GaAs (001) (b, c), InAs/InGaAs heterostructure, 

highlighting the high crystalline quality of the heterostructures. Insets within the figures show 

corresponding FFTs obtained from the regions marked with squares. The zone axis of Al layer is [011]. 

These FFTs reveal that Al layer on InAs/InGaAs heterostructure exhibits the out of plane directions 

along both [011] and [111]. 

To determine the orientation and strain of Al layer, Fast-Fourier transform (FFT) patterns were 

obtained from the HRTEM image. The insets in figure 5.9 (a-c) display the corresponding FFTs 

obtained from the regions marked in the respective squares. These FFTs reveal the single 

crystalline nature of the heterostructure and the zone axis of Al layer is along the [011] 

direction. The FFT in figure 5.9 (a) illustrate that the out-of-plane orientation of the Al layer 

on GaAs is uniformly along the [111] direction. In contrast, the Al layer grown on the 

InAs/InGaAs QW exhibits an out of plane direction primarily oriented along the [011] direction 

(Figure 5.9 (b)). Upon closer inspection of the Al layer, particularly in isolated regions between 

twin boundaries, it is observed that the out-of- plane direction of Al layer grown on 

InAs/InGaAs QW is also oriented along the [111] (Figure 5.9(b)), albeit to lesser extent. 

Therefore, Al layer grown on InAs/InGaAs QW predominantly exhibits regions with an out-

of-plane direction along the [011], with fewer regions aligned along the [111] direction. The 
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lattice parameters of Al [111] are 7.02 Å and Al [011] is 1.45 Å as calculated with FFT.  These 

observations are consistent with the XRD analysis.  

Consistently for both techniques, the Al layer is found to be relaxed to its bulk values 

in both [111] and [011] directions. Besides, our TEM analysis is consistent with the findings 

of reference [173], which revealed that the orientation of Al layer switches from [111] to [011] 

when the in-plane lattice parameter of the underlying semiconductor exceeds 5.98Å. Since in 

our case the in-plane lattice parameter is exactly the critical value, as inferred from the FFT 

patterns, a mixture of the two orientations is observed. It is therefore reasonable to think that 

the lattice constant of the sample with the InAs QW is at or near the boundary between where 

[111] and [011] normal orientations in Al layers are favored. In general, Al growth depends on 

various parameters such as strain energy and interfacial energy which depend on lattice 

parameter. Other process parameters, such as growth rate and growth temperature, could also 

cause the switch between [111] and [110] oriented aluminum to shift in lattice parameter by 

altering kinetic processes, but they themselves do not depend on lattice parameter and are not 

considered further [174]. The presence of defects (such as twin boundaries, dislocations and 

stacking faults) within the Al layer observed by TEM (see figure 5.8(b)) confirm that the 

occurrence of satellite peaks around Al [111] peak in XRD analysis should be defect-related. 

Therefore, it is established that the layer of Al grown consists of crystal grains of two types 

with the orientations Al [111] and Al [011] parallel to the corresponding GaAs [001] plane 

with the formation of misfit dislocations. The formation of such dislocations was directly 

demonstrated by FFT of the high-resolution TEM images [173].  

The strain analysis of QW below the defect region and defect free areas was performed 

using Geometric Phase Analysis (GPA) method to see that if these defects are a cause of an 

increase in strain in QW region. Results are shown in figure 5.10. Below the defect-free Al 

region (a) we see that there is 2% perpendicular strain variation between InAs QW (red) and 

In0.81Ga0.19As (green), consistently with lattice image analysis. In the areas below a defect in 

Al (b) there is only a minute increase in perpendicular strain by 0.5% between InAs QW and 

In0.81Ga0.19As. This shows that the defects in the Al film are not causing further strain in the 

QW region and our QW is almost unaffected. In summary, TEM and XRD analysis reveals 

that the lattice parameters of our Al films are in agreement with the bulk Al, which 

demonstrates that despite some defects our Al film is relaxed. Also, these defects in the Al 

layer are not affecting the QW well-region despite being close to surface. 
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Figure 5.10: Strain analysis of QW in sample with Al layer on InAs/InGaAs heterostructure (a) QW 

below defect-free Al region: 2% ꓕ strain variation between InAs QW (red) and In0.81Ga0.19As (green), 

consistent with lattice image analysis (b) Below defect in Al region: 2.5% ꓕ strain variation between 

InAs QW and In0.81Ga0.19As. 

5.4    Resistivity measurements 

Four-terminal resistivity measurements of Al layers were done on 1x4 mm2 samples from 4.2K 

to 300 K with a testing current of 5x10-6 A.  The comparison of the temperature dependence of 

resistivity as a function of temperature for 50 nm Al layers deposited on the InAs/GaAs and 

directly on the GaAs is shown in figure 5.11. Values of resistivity for a series of different Al 

films at 4K and 300 K are shown in table 5.1, together with the respective residue-resistance 

ratios (RRR), defined as R300K/R4K.  

 

Figure 5.11: Four-point resistivity of 50nm Al layer on GaAs and on the InAs/GaAs heterostructure 

from 300k to 4K. 
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As can be seen in in table 5.1 the values of resistivities depend on film thickness. Resistivities 

of 5.91 x 10-9 Ω m (On best sample we have grown of 50 nm Al on InAs ρ4k ~ 2.38 x 10-9 Ω 

m) and 6.95 x 10-9 Ω m were achieved at 4K for 50 nm and 10 nm, respectively (actual values 

should be even higher, especially for 10 nm thick Al, if one considers the 2-3nm oxide layer 

on the Al surface [175]). Both resistivities and RRR increase with the Al layer thickness as size 

effects are less evident. Both the low and high temperature values of our 10 nm and 50 nm Al 

films on InAs, as well as the RRR, are comparable with those of state-of-the-art epitaxial Al 

layers deposited by us on GaAs (2.05 X 10-9), even though our layers are not single crystal 

domains. The RRR values are greater than 15 depicting good quality films [171]. Also, we can 

see here that the temperature dependencies become linear for T > 70 K (fig. 5.11) up to room 

temperature which is the same behavior of samples with single domains of Aluminum [171]. 

In table 5.1 we compare also samples (S-1, S-2 and S-3). The sample grown by 

sputtering has resistivity of these samples is 1-2 orders of magnitude higher than that of samples 

grown in-situ, and, RRR’s are less than 5. These results evidence the superior crystal quality 

of samples grown by MBE. The electrical quality and morphology of sample S-1(see AFM in 

Figure 5.6) of this film is comparable to that of direct in-situ growth without air exposures, and 

it demonstrated the validity of As capping-decapping in case the semiconductor layers need to 

be transported remotely if, for example, one wants to deposit metals which are not available in 

the MBE on an oxide-free semiconductor surface. 

Table 5.1: Shows the Resistivity values at 4K and 300K for different samples grown during this work 

and compared with the state of art values  [171,176,177].   

 
Al Layer Thickness 

ρ 4 K (Ω.m) 
 

ρ 300 K (Ω.m) 
 

RRR 
 

Bulk 
 

9X10-10 
 

2.65X10-8 
 

30 
 

10 nm on InAs/GaAs 
(MBE) 

 

6.95X10-9 
 

2.22X10-8 
 

3.19 

50 nm on InAs/GaAs 
(MBE) 

 

5.91X10-9 
 

3.24X10-8 
 

18.2 

50 nm on GaAs (MBE) 
 

2.56X10-9 
 

2.29X10-8 
 

9 

S-1 
 

1.28X10-9 
 

3.11X10-8 
 

24.26 

S-2 
 

3.76X10-8 
 

1.24X10-7 
 

3.29 



 

111 
 

S-3 
 

5.44X10-8 
 

1.33X10-7 
 

2.44 

10 nm (MBE, Literature) 
 

5X10-9 
 

2.5X10-8 
 

5 

60 nm (MBE, Literature) 
 

1.45X10-9 
 

2.97X10-8 
 

20.3 

 

In general, resistivity measurements showed that in-situ growth of Al films yields best results 

among deposition protocols, resulting into state of art electrical quality despite of the defects 

present in the Al films. The crystalline orientation and quality of Al layers grown on GaAs is 

extremely sensitive to the growth conditions, even though the details of the mechanisms 

involved are still in debate. 

5.5  Devices on hybrid structures: 

Device fabrication and measurements on the hall bars and Josephson junctions are done at 

BME, Budapest in collaboration with the “Momentum” Research Group headed by Dr. 

Szabolcs Csonka.  

5.5.1   Hall Bar measurements 

Hall bars were made of wafers with the original epitaxial Al layer removed, (process explained 

in Appendix 1) with an aspect ratio of 1:2. In these devices we measured the longitudinal (Rxx) 

and Hall (RH) resistance as a function of an out of plane magnetic field B. The highest mobility 

obtained on these structures are μ ~ 8.6 X 104 cm2/Vs, thus even higher than what we obtained 

on VdP structures  [178]. These results show that after optimizing the 2DEG depth from surface 

‘d’ and the Si doping, we have got semiconducting channels with remarkably high mobility. 

The best mobility obtained on these hall bar structures on GaAs substrates are better than state 

of art InP substrates  [179]. 

5.5.2   Josephson junction measurements 

The final goal of this work was to prove that the hybrid systems show signs of 

superconductivity due to the 2DEG being proximitized to the epitaxial Al layer. To achieve 

this, we fabricated a sample with three Josephson junctions (JJ) (fabrication steps are shown in 

Appendix 2). The schematic of the sample is shown in Figure. 5. 12. We fabricated in total 

three different JJ’s, with a width of 4μm (5 μm before etching) and length depending on the 

junction, 300 nm for d1, 400 nm for d2 and 500 nm for d3. 
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Figure 5.12: Schematic of the JJ’s d1, d2 and d3 with the width of 300 nm, 400 nm and 500 nm 

respectively. 

Then all the three junctions with 2-Point contact were measured, to compare the size of the 

supercurrent in the junctions at least qualitatively. The resulting resistance-current curve are 

shown in Figure 5.13 (a) for all three junctions. There is a clear trend showing decreasing 

critical current with increasing junction length, which is appropriate for our expectations, but 

it must be noted that the current in the three junction is rather different for the same DC 

voltages, due to the difference in the contact resistances. A better proof for the benefits of the 

shorter junction is the sharpness of the differential resistance curve on the case of d1 compared 

to d2 and d3. 

As, we were able to see supercurrent in all three junctions, meaning that there is indeed 

a robust proximity superconductivity appearing inside the InAs layer (Figure 5.13 (a)). To be 

able to examine it a bit further, we measured d3 (As one of the contacts in d1 became faulty) 

in a 4 - Point setup for different magnetic fields. For these measurements we used current bias 

with a 1 MΩ resistance in series, and measured the voltage drop in a lock-in amplifier after 

magnifying it with a differential amplifier. To have a better control over the magnetic field, we 

used a Yokogawa instead of the build in current source. By knowing the parameters of the 

magnet, we can calculate the magnetic field from the current (0.485 kG/A). One of the 

measurements is shown in figure 5.13 (b). The 2D map shows the differential resistance as a 

function of the magnetic field (x axis) and bias current (y axis). 
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Figure 5.13: (a) Resistance-current curve for the three junctions (b) The 2D map of the differential 

resistance as a function of the magnetic field (x axis) and bias current (y axis) for d3 below 100 mK 

temperature. 

We see a clearly visible Fraunhofer pattern here. The middle of the central lobe is 

shifted from 0T, which can be explained with some remanent magnetic field inside the magnet. 

The size and sign of this shift depends on the previous measurements and magnetic sweep 

directions. In the inset is a cut taken at the middle of the central lobe, represented by the black 

line, corresponding to 0T field. The critical current in this case is around 150 nA.  We note that 

the period of the oscillations is shorter than expected, likely due to flux focusing from the 

Meissner effect in the wide superconducting leads. Thus, with these measurements we have 

demonstrated the superconducting proximity effect in a Josephson junction  [178]. 

5.6  Conclusion 

In this chapter we have shown that our material system, Al-InAs, satisfies all the structural and 

electrical requirements necessary to reach the topological superconducting regime. This recipe 

for creating a hybrid system that supports topological superconductivity requires a balance 

between proximity and segregation of constituent materials. Al layers deposited in-situ at -

50°C. Structural characterizations with XRD and TEM depicts a double domain structure. Also, 

AFM revealed that the Aluminum films were conformal to the underlying semiconductor.  

These Al layers, despite having a double domain crystal structure, exhibit electrical 

characteristics comparable to the state of the art single-crystal films grown on GaAs.  

To understand these structures further, we have fabricated Hall bars and Josephson junctions. 

These devices will give us better insight in the exploitation of Andreev physics on GaAs-based 

technology. From these devices we estimated that these semiconductor-superconductor have 
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high mobility and the interface is relatively transparent. We have studied the Fraunhofer pattern 

and the results indicate that these InAs 2DEGs are of high quality for the fabrication of 

Josephson junctions with transparent interfaces. With these results from our hybrid systems, 

we can take another step towards the progress of Andreev qubits



 

Conclusions 

In this thesis we have followed a route leading to the fabrication of mesoscopic devices on 

Al/InAs based hybrid systems to make a progress in the direction of exploiting Andreev 

systems.  A great effort has been made in the investigation of the structural and transport 

properties of InAs quantum wells grown by molecular beam epitaxy on GaAs (001) substrates, 

in order to realize 2D electron gases with improved electron mobility at low temperature. Due 

to the large lattice mismatch between the active InGaAs layer and the GaAs substrate, a step-

graded buffer layer structure was employed to adapt the two different lattice parameters. In 

chapter 3 we have tested different buffer layer structures and we have found that the presence 

of a thick layer (t) of In0.84Al0.16As with suitable indium content on the top of the step-graded 

buffer can strongly reduce the residual strain in the quantum well region. Corresponding to this 

strain reduction, we saw an increase of the electron mobility up to 106cm2/Vs, which is close 

to state of art samples on InP substrates. This increase in the mobility is directly related to the 

decrease of strain in the QW region.  

To further understand the limiting factors of mobility, we studied low temperature 

scattering mechanisms samples with different buffer layer thickness in chapter 4. In this 

chapter, we tried to understand the different scattering mechanisms in detail. We have shown 

using power law that impurity scattering in our InAs/GaAs samples are mainly due to 

background impurities and/ or chemical point defects. We possibly observed a slight decrease 

in background with increased t, which could be due to the improved structural quality of our 

layers as the residual strain is relieved. Alloy disorder scattering is limiting the mobility at high 

charge density for all the samples. Further optimization of the buffer layer could mitigate 

effects of AD scattering. Furthermore, we saw a higher mobility anisotropy in samples with 

higher strain, together with an evident effect of interface roughness. Along with these three 

major scattering mechanisms, other scattering parameters should be taken into account, such 

as bandgap modulation and composition fluctuation and it would be interesting to analyze their 

contribution in the future work.  
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After obtaining high mobility samples, we moved to the next part of our work which is 

to use these semiconductor heterostructures for integration into hybrid platforms. Our results 

on Al/InAs 2DEGs grown metamorphically on GaAs substrates show that in-situ Al deposition 

in the MBE chamber can provide state-of-the-art hybrid material platforms for topological 

superconductor devices in terms of crystal quality, electrical characteristics, and interface 

transparency. We have studied the dependence of the low-temperature transport characteristics 

of the InAs 2DEG as a function of the 2DEG depth and found that, despite a substantial increase 

of surface scattering effects, a proper choice of the top barrier thickness (around 10nm) ensures 

to maintain a large enough mobility (up to 8.6 x104 cm2/Vs on delta-doped structures), while 

allowing at the same time the electron wave function to reach the surface. These transport 

properties compare favorably to those of state-of-the-art metamorphic shallow InAs 2DEGs 

grown on InP  [157]. Thus, our shallow InAs QWs satisfy all the requirements necessary to 

reach the topological superconducting regime by optimizing the mobility and distance of the 

QW from the surface to have proximity effect.  

These Al layers deposited in-situ were characterized by XRD and TEM and they showed a 

double domain crystal structure, but they nevertheless exhibit electrical characteristics 

comparable to the state of the art single-crystal films grown on GaAs. Also, we have shown 

superconducting proximity effect using Josephson junctions. Therefore, we can conclude that 

the observed phenomenology opens the way to the exploitation of Andreev physics on GaAs-

based technology.



 

Appendix 1 

This appendix describes the recipes that we used for defining Hall bars with top gates on our 

deep InAs QW samples at BME, Budapest to study the scattering mechanism. 

 Cleaning of the sample surface with hot acetone, then rinsed in isopropanol (IPA), then 

dried with dry N2. 

 Then, O2 plasma cleaning of the surface for better adhesion, using Diener plasma 

system 150W 90s.  

 Spin coating of a polymethyl methacrylate (PMMA) layer 600K 4.7% at 4000 rpm to 

get ~300nm thick resist layer for EBL baking at 170°C for 180s. 

 EBL writing in a Raith system, 20 kV EHT, dosage between 240-300 µC/cm2. This will 

be the mask for the mesa etching, so the design includes all the hall bars, contacts and 

bonding pads alongside with the alignment markers.  

 Development in 1:3 of MIBK: IPA solution for 60s, and then rinsed in IPA for 30s. 

 Then O2 plasma cleaning of the surface for better adhesion, using Diener plasma system 

150W 90s important, so that the Al sticks better and gives a great hard mask for etching. 

 100 nm of Al deposited using E-gun evaporation at 1Å/s speed. 

 Lift-off procedure in hot acetone for a few minutes, sonication if necessary. 

 Mesa etching at 30°C using a standard III-V etchant namely H2O: C6H8O7: H3PO4: 

H2O2 with a weight ratio of 220: 55: 3: 3. Etching time is 150s, with a depth around 

500nm. Cleaning in 30s DI water, then 30s ethanol 

 The profile of the etching is gentler in one direction. This direction is perpendicular to 

the optically visible lines on the surface, so we arranged the top gates, to always climb 

from the better slope. This eliminates the need for angled metal deposition, and a thinner 

layer of metal can be used as well. 

 Removing the Al from the sample using MF21 photoresist developer. Etching at 30°C, 

with times depending on visual feedback corresponding to the disappearance of the Al. 



 

118 
 

It does not, or very slowly etches the semiconductor, no problem there. Clean the 

sample in a cascade of DI water bath (3x20s). 

 Repeating the surface cleaning, same resist deposition, followed by EBL steps, to 

realize the contacts and then O2 plasma cleaning afterwards. 

 Metal deposition. We tried different metals and setups to ease the bonding and found 

the 50/50 Ti/Cr the best. Other bonding pads includes 30/120 Ti/Ai, 30/120/50/50 

Ti/Au/Ti/Cr, but none was as good as this. Deposition speeds are 3Å/s for Au, 1Å/s for 

everything Ti and Cr. 

 After another plasma cleaning, thermal activated ALD in a PicoSun machine to create 

the Al2O3 layer needed for gating at 225°C, with 500 cycles of deposition (thickness 

around 50nm). 

 Spin coat resist and then EBL as before to get the top gates.  

 E-gun evaporation of Ti/Au, with the thickness 10/90 nm on the top gates 

 Lift-off just like previous steps. 

 Gluing the samples to a chip carrier with silver paint, then wire bonding before cooling 

it down to 4K and measure using lock-in technique. 
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Appendix 2 

This appendix describes the recipes that we used for defining Josephson Junctions on our 

hybrid structures at at BME, Budapest to study the superconducting proximity effect. 

 Cleaning of the sample surface with hot acetone, then in isopropanol (IPA), then dried 

with dry N2. 

 Distribution of the AR 300-80 new adhesion promoter, by confining the sample with a 

few drops of the substance in a small, enclosed space for 2 min. 

 Spin coating the wafer with MMA EBL resist at 4000 rpm, 40s, followed by a 90s 

185°C baking process. Then repeat the process. Total thickness around 2x150nm 

 EBL of the inverse of the structure, presented in the first image, so the Al can be 

removed from the unwanted places. 20kV EHT, with the dosage of 80 C/cm2 

 Development in MIBK: IPA 1:3 for 60s, rinsed in IPA for 30s 

 Al etching using a slight base, MF-321 (originally photoresist developer, discontinued 

and replaced by MF-21) at 30°C for 40s with a gentle stirring of the fluid. 

 Mesa etching using H2O: C6H8O7: H3PO4: H2O2 with a weight ratio of 220:55:3:3 

(standard III-V etching solution). Goal depth is 400-500nm, to prevent leakages after a 

thermally activated ALD process (not used in this sample) 

 EBL to create the lines to be etched back for the JJ. For this step we used the previous 

resist without removing it after the mesa etching. Followed by the same steps of writing, 

development and etching as before except for the mesa etching. 

 Measurement setup- The sample was measured in a dilution flow refrigerator at 35mK 

base temperature using standard lock-in technique using an SR830 SDP Lock-In 

amplifier in both voltage and current bias. To fine tune the magnetic field, we connected 

a Yokogawa GS200 DC Voltage / Current Source. 
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