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A B S T R A C T

In this work, the application of consumer-grade virtual reality (VR) hardware and software to the analysis of 
digital outcrop data is explored. Here, we utilize a widely available VR hardware platform (HTC Vive) and VR 
based freeform 3D visual arts software package (Google Tilt Brush), to digitize fault traces from photo-textured 
digital outcrop models of exposures of the Penrith Sandstone Formation (Lacy’s Caves), in northwest England. 
Using MATLAB routines provided herein, triangular meshes output from Tilt Brush are used as the basis for 3D 
fracture trace map extraction, which in turn, are used to generate fracture properties (trace length, orientation, 
areal fracture intensity). We compare the results of this analysis to two equivalent datasets obtained from the 
Lacy’s Caves model using digital outcrop analysis deployed via a conventional flat panel display: namely (1) a 3D 
trace map extracted using optical ray tracing from manually interpreted calibrated images and (2) 3D traces 
fitted directly the Lacy’s Caves textured mesh using manual polyline interpretation within an established digital 
outcrop analysis software platform (OpenPlot). 

Fault statistics obtained using VR based analysis are broadly equivalent to those acquired from 3D trace maps 
extracted using the flat panel display deployed analyses presented herein. In this case study, it was found that VR 
based digital outcrop analysis provided faster data acquisition than the comparative pixel-based approach, which 
requires linkage and merging of traces mapped from multiple contiguous images. Manual raster analysis and 
optical ray tracing did however provide 3D trace maps with significantly higher areal fault intensity, with VR 
analysis incurring censoring of finer fault traces, due to the limited resolution of the outcrop model textured 
mesh. Whilst data acquisition times and resultant fault intensities proved similar between the VR and OpenPlot 
workflows, it was noted anecdotally, that the VR analysis holds some advantages for the operator when inter-
preting models exhibiting complex geometries, such as mine workings and caves systems, with the clip point 
implemented within the viewport of conventional digital outcrop analysis software tools obstructing the user 
from obtaining an optimum view of the outcrop surface. 

VR based digital outcrop analysis techniques, such as those presented here, provide an immersive analytical 
environment to the operator. This allows users to fuse powerful 3D visualizations of photo-realistic outcrop 
models with geological interpretation and data collection, fulfilling the early promise of ‘virtual outcrops’ as an 
analytical medium that can emulate traditional fieldwork. It is hoped that this study and its associated code 
library will facilitate the evaluation of emerging VR technologies for digital outcrop applications, by provided 
access to VR analytical tools for non-specialists in virtual reality systems. Finally, prospects for the use of VR 
technology within the field of digital outcrop geology, as well as within the wider geosciences, are also discussed.   

1. Introduction

The rapid development of close range 3D remote sensing techniques

(e.g. terrestrial lidar and structure from motion-multiview stereo 
photogrammetry), coupled with the commensurate development of 
geologically focused 3D point cloud and triangular mesh analysis 
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techniques has revolutionized outcrop studies over the past decade. 
Indeed, the deployment of techniques for capturing and analyzing dig-
ital outcrop data is now relatively routine and provides field geologists 
with the means to quantitatively interrogate 3D sedimentary, structural 
and diagenetic architecture exposed in outcrop (e.g. Biber et al., 2018; 
Corradetti et al., 2021; Hodgetts, 2013; Hodgetts et al., 2015; Jones 
et al., 2009; Kirsch et al., 2019; Priddy et al., 2019; Pringle et al., 2006; 
Tavani et al., 2019; Tavani et al., 2020a; Tavani et al., 2020b; Thiele 
et al., 2017; Wakeford et al., 2019). Despite these advances, the medium 
through which such datasets have been interpreted and analyzed has 
largely remained the same over the past decade, with workers utilizing 
flat panel displays to visualize and interrogate digital outcrop models. A 
recent upsurge in the availability of consumer grade virtual reality (VR) 
hardware and software offers great potential to geoscience practitioners 
to visualize and interpret digital outcrop datasets within a fully 
immersive environment. Harnessing such technology may help to fulfill 
the promise of digital outcrop datasets in providing a ‘virtual’ experi-
ence of fieldwork identified by early workers (e.g. Pringle et al., 2006), 
but restricted hitherto by our reliance upon flat panel displays as a 
medium for visualization. And though examples of utilizing turnkey 
augented/virtual reality hardware and software solutions for geo-
scientific applications are starting to emerge (e.g. Barnes et al., 2018; 
Boghosian et al., 2019; Caravaca et al., 2019; Le Mouélic et al., 2018), 
such studies are largely focused upon the visualization of digital outcrop 
datasets in the virtual environment, and have limited capacity to 
quantitatively interrogate and analyze digital rock surface models. 

Despite their potential, a paucity of geologically focubiber sed soft-
ware tools represents a major obstacle in the deployment of virtual re-
ality systems for geological applications. In this work, the need for 
discipline-specific analysis tools is approached by harnessing a con-
sumer grade virtual reality system (HTC Vive) and freeform 3D visual 
arts software package (Google Tilt Brush) to interactively interpret and 
analyze sedimentary and structural architecture (bedding contacts, 
faults, fractures) from digital outcrop models. Having generated these 
interpretations, users utilize a script library developed in the MATLAB™ 
language to extract geologically useful data (e.g. orientation, length, 
intensity) from interactively generated 3D mesh patches output by Tilt 
Brush. It is hoped that by repurposing readily available VR hardware 
and software towards virtual outcrop data interpretation, we can pro-
vide the community with immediate access to virtual reality analytical 
tools capable of producing geologically meaningful outputs. In turn, we 
hope that the proof of concept study presented here and the VR data 
processing pipeline provided herein will provide the virtual outcrop 
community with tools through which the utility of VR interface tech-
nologies can be evaluated, without the need for the time consuming 
development of bespoke digital outcrop focused analytical software with 
VR user interface support. 

We demonstrate the power of the approach by digitizing and 
analyzing cataclastic fault systems (shear bands) from exposures of the 
Permian aged Penrith Sandstone formation (Vale of Eden Basin) within 
Lacy’s Caves, northwest England. For validation, 3D trace maps gener-
ated using consumer grade VR hardware and software tools presented 
here are compared to two equivalent datasets: one interpreted through 
manual polyline interpretation on a flat panel display using OpenPlot 
(Tavani et al., 2011), and another extracted using optical ray tracing 
(Seers and Hodgetts, 2016b). Finally, prospects for the adoption of VR 
based immersive visualization strategies within digital outcrop data 
analysis, as well as for the wider geosciences are also discussed. 

2. Materials and methods

In this section, VR hardware and software specifications, as well as
data collection, post-processing and analysis procedures for the inter-
pretation of digital outcrop datasets using consumer grade virtual reality 
hardware and software are described in detail. We have provided a 
comprehensive code library written in the MATLAB™ languge through 

which the results of this study can be replicated (a description of the 
functionality of the component Matlab files is provided in Table 1). The 
functionality of OpenPlot is not described in detail in this section, as this 
has been presented elsewhere (e.g. Stefano et al., 2011; Tavani et al., 
2019; Corradetti et al., 2017). However, aspects of basic functionality 
are provided in Section 3.1. 

2.1. Hardware 

We utilize a widely available consumer grade VR system (HTC Vive) 
to digitize geological structure from digital outcrop models within this 
study (Fig. 1a). The HTC Vive consists of a VR headset containing dual 
screen 1080 × 1200-pixel resolution (2160 × 1200 combined) organic 
light-emitting diode (OLED) display providing 90 Hz refresh rate and 
110◦ field of view. The system is also equipped with two hand-held 
motion controllers which enable the operator both to interact with 
their virtual surroundings and operate the user interface of software 
displayed through the Vive’s paired screens. A pair of pulsed infrared 
(IR) laser imitating base stations provide the principle means of tracking 

Table 1 
Matlab VR processing pipline code library (tested on Matlab, 2017a). Code 
authored by T. D. Seers unless otherwise indicated.  

File Description 

modTransform.m (Script) Performs a similarity transform to spatially rectify 
Google Tiltbrush generated patches (see Section 2.3) 

schmidt.m (Script) Generates a Schmidt net equal area projection 
(authored by Gerry Middleton) 

tiltbrush_script.m (Script) Used to deploy the mesh postprocessing pipeline for 
Tilt Brush generated mesh patches 

absorQuart.m (Function) Implementation of Horn’s Method for the solution 
to the absolute orientation problem 

arealDensityNoSet.m (Function) Calculates an areal fracture intensity map (P21) 
using 3D discontinuity traces and an outcrop model 
triangulated mesh (see Fig. 10) 

colPlyExport.m (Function) Exports a colored point cloud in the Stanford 
Polygon format (.ply) 

curveSort.m (Function) Sorts the vertex list of 3D traces extracted from 
Tilt Brush generated mesh patches by nearest neighbors (see  
Fig. 4/Algorithm 1) 

inertia.m (Function) Eigen solution to the least squares plane problem 
lineDist.m (Function) Calculates the length of 3D line segments 
lineDistSq.m (Function) Calculates the length of 3D line segments (squared 

distance) 
mesh_load.m (Function) Mesh import (.ply format): no color 
meshLoad_col.m (Function) Mesh import (.ply format): vertex color 
mesh2meshGPU.m (Function) Finds the curve of intersection between to 

triangulated meshes (requires a CUDA enabled graphics 
processing unit) 

meshArea.m (Function) Calculates the area of a triangulated mesh 
meshCol_export (Function) Exports a triangulated mesh in the Stanford 

Polygon format (.ply): vertex color 
meshCol_Face_export. 

m 
(Function) Exports a triangulated mesh in the Stanford 
Polygon format (.ply): face color 

meshDense.m (Function) Mesh vertex densification (face splitting) 
meshGPU.m (Function) Setup of the GPU array object (see 

mesh2meshGPU.m) 
prop2cols.m (Function) Converts scalar properties to 8-bit red-green-blue 

color vectors (using Matlab’s Jet colormap) 
rayTriGPU.m (Function) 
simpleMeshExport.m (Function) Exports a triangulated mesh in the Stanford 

Polygon format (.ply): no color 
splitFV.m (Function) Splits a mesh into disconnected componants 

(authored by Sven Holcombe) 
vect2dip.m (Function) Converts a directional cosine into dip and dip 

azimuth 
Duct_Tape_Trans.ply (Data) Tilt Brush generated mesh patches in Stanford 

Polygon format (.ply: see Fig. 2a) 
Lacys_Edit.ply (Data) Lacy’s Caves outcrop model in Stanford Polygon 

format (.ply: see Fig. 2a) 
readme.txt (Help file) Instructions for running the Tilt Brush VR data 

post processing pipeline using the provided test data (see 
Duct_Tape_Trans.ply and Lacys_Edit.ply)  

T.D. Seers et al.                                        



Computers and Geosciences 159 (2022) 105006

3

the movement of the operator, which are used to detect an array of IR 
sensors integrated into the headset and motion controller. This tracking 
system provides a 360◦ ~4.5 × 4.5 m virtual workspace in which the 
Vive can be operated. IR sensors are supplemented by additional gyro-
scope, inertial and proximity sensors located within the Vive’s headset. 

2.2. Software 

In this study, digitization of geological structures from outcrop 
models is conducted using Tilt Brush: a VR ready freeform digital arts 
software package developed Google. When utilized with a supported 
virtual reality hardware platform (i.e. HTC Vive, Oculus Rift), Tilt Brush 
facilitates the creation of room-scale 3D artwork, with brush strokes 
produced using handheld VR motion controllers represented as mesh 
patches. Brush style, size and color selection, as well as import/export 
routines are accessed via a ‘virtual palette’ (Fig. 1b), with options 
selected using the Vive’s handheld motion controllers. 

A critical feature of this software platform pertinent to the present 
work is support for import of textured/RGB colored triangular meshes 
saved as Wavefront. obj format. This functionality enables digital 
outcrop models to be visualized and interpreted using Tilt Brush’s VR 
graphics creation toolset. It should be noted that, unlike conventional 
3D mesh/point cloud viewers (e.g. Meshlab, Cloud Compare, Virtual 
Reality Geological Studio: Cignoni et al., 2008; Girardeau-Montaut, 
2015; Hodgetts, 2013) which continuously transform the viewport to 
achieve the users desired world coordinate window, models input into 

Tilt Brush must first be manually transformed by the operator using 
handheld motion controllers to their desired orientation and scale with 
respect to the virtual workspaces reference frame. Consequently, a 
spatial (roto-scaling-translation) transform must be applied to models 
and interpretations output from Tilt Brush in order to revert them back 
to input model’s antecedent registration scheme (see Section 2.3). 

The reader should note that Tilt Brush does not provide any user 
interaction or feedback with the imported mesh other than the spatial 
transforms alluded to above, meaning that it is not possible to fit poly-
lines directly to the outcrop model surface. To obtain such data, mesh 
patches are fitted locally through the geologic discontinuity of interest 
approximately perpendicular to the outcrop surface (Fig. 1c). Geological 
traces digitized as polylines are then extracted by finding the intersec-
tion between Tilt Brush fitted mesh patches and the outcrop model 
surface during post-processing. In this study, we use Tilt Brush’s ‘Duct 
Tape’ brush style, which produces simple planar mesh patches (Fig. 2a), 
to map targeted geologic structures. Due to the nature of the proposed 
3D trace extraction procedure, it is important at this stage to set the 
width of the brush such that the fitted patch fully intersects the mesh 
along the length of the mapped discontinuity. Manually fitted mesh 
patches, as well as the transformed outcrop model may be exported as 
triangular meshes in. obj format, with the spatial transform required to 
map these outputs back to the registration scheme of the original input 
model exported as Filmbox (.fbx) graphics exchange format. 

Fig. 1. (A) HTC Vive VR system operated 
within the CAVE immersive visualization 
center at Texas A&M University at Qatar. In 
this example, the CAVE system is used for 
demonstration purposes only, with the 
interface of the HTC Vive visualized on the 
CAVE’s display panels. (B) Digital outcrop 
interpretation (photo-textured mesh of 
Lacy’s Caves, NW England) using Google Tilt 
Brush with virtual palette displayed. (C) 
Digitization of geologic structures (sand-
stone hosted shear bands) by manually 
fitting Tilt Brush generated mesh patches 
through the outcrop model surface using the 
Vive’s hand-held motion controllers.   
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2.3. Post processing 

Google Tilt Brush’s intended application as a visual arts software tool 
means that it effectively contains null functionality for data analysis. 
Consequently, we have developed a processing pipeline developed in the 
MATLAB language (available in supplementary materials) capable of 
extracting structural traces/geological contacts and statistical data from 
Tilt Brush generated 3D patches. As a pre-processing step, it is necessary 
to rectify the outcrop model output from Tilt Brush with its corre-
sponding camera transform (output as. fbx format). In this study, 3DS 

Max, a commercially available 3D modeling, animation, rendering, and 
visualization software package developed by Autodesk is used to apply 
this transform, though open-source software with equivalent function-
ality may also be used (i.e. Blender). Considering a subsample from the 
vertex list of the Tilt Brush transformed outcrop model and their 
analogue vertices from the original outcrop model, the required trans-
formation matrix can then be calculated from these matched point sets 
by solving the absolute orientation problem using Horn’s unit 
Quaternion-based closed form method (Horn, 1987). Applying this 
transform to the Tilt Brush output patches corrects modifications in 

Fig. 2. (A) Tilt Brush generated mesh patches fitted to 275 shear bands identified from the Lacy’s Caves outcrop model. Interpretations were conducted by a single 
operator and took approximately 100 min to complete. A video documenting import and interpretation of 3D outcrop models using Tilt Brush is available in the 
supplementary materials. (B) Tilt Brush exported brush strokes output as a single mesh are segmented into individual mesh patches. 

Fig. 3. (A) Geologic traces are extracted from Tilt Brush generated patches and the mapped 3D outcrop model using the mesh-mesh intersection algorithm of Seers 
and Hodgetts (2016). (B) 3D fracture trace map extracted using the patches displayed in Fig. 3. 
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scale, orientation and position induced by the user during setup of the 
virtual workspace (see modTransform.m in the supplementary 
materials). 

Contrary to widely used software tools for digital outcrop data 
analysis presented in Section 2.2, Tilt Brush does not allow user to 
directly fit polylines onto the outcrop model surface. To harness Tilt 
Brush for virtual outcrop analysis, the user must fit triangulated mesh 
patches coincidental to the structures of interest exposed on the outcrop 
model surface. To obtain useful data for further analysis (i.e. traces 
represented as polylines), it is necessary to extract the curve of inter-
section between manually fitted Tilt Brush patches and the outcrop 
model triangulated mesh. It should also be noted that mesh patches 
exported from Tilt Brush are output as a single mesh object, precluding 
the analysis of individual geologic features mapped using its virtual 
workspace. As a consequence, it is necessary to segment the face list of 
the Tilt Brush mesh into individual mesh patches (Fig. 2b), using con-
nected components analysis. Subsequently, 3D mesh patches and their 
parent outcrop model are used as the basis for geologic trace extraction, 

utilizing a hardware accelerated implementation of the mesh-mesh 
intersection algorithm of Seers and Hodgetts (2016b)/Fig. 3. The 
aforementioned method utilizes a brute force search of the intersecting 
mesh face indices, with individual intersections being located by 
assuming that each triangle edge is an infinitesimal ray, then solving the 
ray-triangle intersection problem using the classic solution of Möller and 
Trumbore (1997). Positive intersections are detected when the inter-
secting point, p0 lies in-between the end nodes of its associated triangle 
edge (p1, p2), determinable via the following criterion 

||p0–p1|| + ||p0–p2|| = ||p1–p2|| 1 

The brute force approach described above results in the trace of 
intersection being extracted in the form of an unsorted vertex list. 
However, it is necessary to establish nearest neighbor relationships be-
tween individual points, in order to extract key metric data (esp. fracture 
trace length and intensity) from the VR digitized 3D trace map. Estab-
lishing such relationships is a non-trivial undertaking, particularly as 
trace point sets are output with non-uniform spacing and correspond to a 
non-parametric curve of intersection, (i.e. created by a geologic 
discontinuity and the outcrop), precluding the use of parametric curve 
fitting. 

It is first necessary to locate one end node of a trace’s point set. 
Identifying end nodes of a trace can be achieved via brute force, though 
the use of a naive search strategy is unattractive, due to large run times 
for datasets of many hundreds to thousands of traces. Thus, we isolate 
potential candidates through the use of a moving window based 
approach. A local neighborhood is constructed around each point of 
interest, Ai = {xi, yi, zi}. We assume Ai and its neighboring vertices, P =
{p1, p2, …, pn} form a vector distribution (noting that Ai ∕∈ P), with Ai 
corresponding to the origin of an ℝ3 unit sphere (Fig. 4a). Assuming null 
duplication in the trace objects point list, P forms n unique vectors [X =
X1, X2, …, Xn], with magnitudes equating to the distances between Ai 
and the elements of P, which are normalized to form the unit vector 
distribution X̂ (whereby X̂i =

Xi
|Xi |

and where |Xi| is the norm of Xi: 
Fig. 4b). We assume that the true end node of the trace’s point set, Amin, 
approximating to the termination of its parent discontinuity, corre-
sponds to the unit vector distribution (X̂1, X̂2, .., X̂k) where the (square) 
magnitude R of the resultant vector, R→, is maximized (Fig. 4c) 

Amin=̂ max{R1, R2,…, Rk} 2  

where 

Rk = n + 2
∑n

i=1

∑n

j=1, j∕=i

X̂ i⋅X̂ j 3 

Fig. 5. (A) Permo-Triassic outcrop for central and northern England and Wales, with current study area (Vale of Eden Basin) indicated. (B) Central portion of the Vale 
of Eden Basin, with the location of Lacy’s Caves indicated. Reproduced from Seers and Hodgetts (2016b)/(A adapted from Mountney and Thompson, 2002/B 
redrawn from Fowles and Burley, 1994). 

Fig. 4. (A) Digitized discontinuity trace segment within a local neighborhood 
around the point of interest Ai, represented by unordered, non-uniformly 
spaced points. (B) Candidate end node, Ai, is transformed to the origin of the 
unit sphere (shown as the unit circle for parsimony). This translation vector is 
subtracted from P, forming a system of vectors, X, whose individual magnitudes 
correspond to the distance between each element of P and Ai. X is normalized, 
giving a unit vector distribution, X̂. (C) The trace object’s end node equates to X̂ 
with the resultant vector R→ with the greatest magnitude (i.e. the vector dis-
tribution exhibiting the least dispersion). 
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whereby X̂i⋅X̂j is the scalar product of X̂i and X̂j such that X̂i⋅ X̂j =

(x̂i ⋅x̂j + ŷi ⋅ŷj + ẑi ⋅ẑj), and where x̂i, ̂yi, ̂zi and x̂j, ̂yj, ̂zj are the cartesian 

vector components of X̂i and X̂j respectively. Thus, maximizing R cor-
responds to the maximization of the sum of the scalar products of X̂i and 
X̂j, whereby higher sums will equate to more positively collinear vectors 

(i.e. produced by the extracted trace features’ end nodes: Fig. 4c). 
Having identified the trace object’s end node, the remaining point set 

is sorted via a (naive) nearest neighbor search. We employ a user defined 
threshold of maximum vertex separation to isolate potential degenerate 
cases output from the sorting procedure outline above. In such cases, the 
end nodes are identified via a brute force search. A pseudocode sum-
mary of the line sorting routine is as follows: 

Fig. 7. 3D fault trace maps extracted from the Lacy’s Caves outcrop model using (A) the VR based workflow presented here, (B) the polylines extracted in OpenPlot 
and (C) the optical raytracing based approach of Seers and Hodgetts (2016a). 

Fig. 6. (A–C) Different views of a textured triangular irregular mesh-based surface model of the Lacy’s Caves outcrop constructed from a structure from motion 
estimation–multi-view stereo (SfM-MVS)–derived point cloud using the Poisson surface reconstruction algorithm. Reproduced from Seers and Hodgetts (2016b). 

T.D. Seers et al.                                                                                                                                                                                                                                 
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Fig. 10. Areal fault intensity (P21) vertex attribute maps for (A) VR digitized and (B), OpenPlot digitized and (C) optical raytracing extracted 3D trace maps. P21 
frequency distributions for (D) VR digitized, (E) OpenPlot digitized and (F) optical raytracing extracted 3D trace maps. 

Fig. 8. Lower hemisphere, stereographic equal-area projections of poles to fault planes for (A) VR digitized, (B) OpenPlot digitized and (C) optical raytracing 
extracted 3D trace maps. 

Fig. 9. Fault trace length distributions for (A) VR digitized, (B) OpenPlot digitized and (C) optical raytracing extracted 3D trace maps. Note that the Anderson- 
Darling test results displayed in Fig. 9 are in the format equivalent to Matlab figures output by the presented VR processing pipeline. 

T.D. Seers et al.                                        
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Algorithm 1. curveSort   

It should be noted that vertex sorting can be an intractable problem 
in cases where trace geometry is strongly overturned (i.e. fracture traces 
mapped within caves or tunnels), meaning that the strategy outlined 
above cannot be considered universally robust. The user should note 
that the approach is sensitive to mesh artifacts (esp. anomalous 
disconnected mesh patches typically arising from surface re-
constructions of noisy point clouds), which produce false points of 
intersection during the previously described trace extraction procedure. 
Mesh patches displaying regions of low vertex density may also reduce 
the reliability of vertex sorting (note that a mesh densification function 
to address such issues is available in the supplementary materials section: 
see meshDense.m). Thus, it is important for the user to quality check the 
input mesh used for 3D trace extraction, with several free and/or open 
source software packages being available for point cloud and mesh 
filtering and cleaning (e.g. Meshlab, Blender, Cloud Compare). 

Potentially, more robust results could be obtained by explicitly using 
mesh topology (i.e. via the mesh face indices). In this scenario inter-
section testing would be conducted iteratively, whereby neighboring 
triangles are located and tested within a region growing framework, 
providing native line tracking and vertex sorting during extraction. 
Despite these caveats, we find that the procedure was sufficiently ac-
curate to sort the point lists of the 3D traces generated in the test case 
presented in Section 3 (mapped from Lacy’s Caves, NW England). 
Moreover, we consider the approach performance-wise to be acceptable, 
with intersections between individual Tilt Brush fitted fracture patches 
(mean faces per patch: ~90) and the Lacy’ Caves outcrop model 
(~146000 faces) presented in the proceeding section being solved (on 
average) in less than 1 s using an Intel i7-7700HQ CPU with 32 GB RAM 
and a GTX 1070 GPU. 

The 3D trace map output from the workflow outlined above and its 

T.D. Seers et al.                                        
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accompanying outcrop model forms the basis for the extraction of sta-
tistical data (trace length, orientation, fracture/fault density). Analytical 
procedures for the extraction of discontinuity statistical data from VR 
generated trace maps are detailed in the following section. 

2.4. Analysis 

Seers and Hodgetts (2016b) demonstrated the potential of 3D frac-
ture/fault datasets as an analytical medium for the extraction of 
discontinuity statistical data. 3D fracture trace maps obtained from Tilt 
Brush generated patches are amenable to the same analytical routines 
applied to equivalent datasets generated using alternate methods (e.g. 
using photogrammetrically calibrated images, orthorectified images and 
digital elevation models, mesh curvature: Seers and Hodgetts, 2016b; 
Umili et al., 2013; Vasuki et al., 2014). In this work, we focus on the 
estimation of trace length statistics (mean, standard deviation, para-
metric distribution goodness of fit tests), structural orientation (mean 
vector and estimated concentration parameter of the Fisher-von Mises 
distribution) and areal intensity vertex property mapping (P21/m/m2: 
Dershowitz and Herda, 1992)/(see Seers and Hodgetts, 2016b for further 
details of this analysis workflow). 

3. Application to shear band characterization

To demonstrate the potential of virtual reality based digital outcrop
data analysis, we have extracted a three-dimensional fault trace map 
from exposures of the Permian aged Penrith Sandstone Formation 
within Lacy’s Caves, Vale of Eden Basin, UK (Fig. 5). The structure from 
motion-multiview stereo (SfM-MVS) derived textured mesh used within 
this study (Fig. 6) has previously been utilized by Seers and Hodgetts 
(2016b) as the basis for 3D trace map extraction using calibrated image 
sequences (see the aforementioned study for details of the geological 
setting of the study area and the outcrop model generation procedure). 
The availability of such a dataset, together with a new interpretation 
made in OpenPlot facilitates comparison between fault properties from 
traces extracted using VR based analysis of textured meshes (n = 274), 
flat panel display-based analysis of textured meshes in OpenPlot (n =
440) and those calculated from traces generated using effectively loss-
less state-of-the-art pixel-based analysis of raster imagery (n =

645)/Fig. 7. Discrepancies between the number of identified faults be-
tween the VR, OpenPlot and ray tracing based 3D trace map generation 
workflows may be attributed to downsampling of input imagery used for 
texture map generation, which results in the censoring of finer-scale 
shear bands from the formerly mentioned dataset. In terms of acquisi-
tion speed, the VR based dataset was compiled in approximately 100 
min, with the OpenPlot dataset requiring 273 min for digitization. The 
optical ray traying dataset presented by Seers and Hodgetts (2016a) 
required over 900 min to compile, due in part to the higher number of 
identifiable traces, but also beacause this technique requires manual 
linkage and merger of traces split between contiguous images (see Seers 
and Hodgetts, 2016a). 

3.1. Fault orientation 

The estimation of fault/fracture orientation from 3D trace datasets 
poses challenges, due to the decay of orientation precision as the trace’s 
vertex list converges towards and deviates away from idealized collinear 
and coplanar configurations respectively (Seers and Hodgetts, 2016a,b). 
Consequently, we impose limits on vertex collinearity, K [K = ln 
(λ1/λ2)/ln(λ2/λ3)], and coplanarity, M [M = ln(λ1/λ3)]/(Fernández, 
2005; Woodcock, 1977), where λ1, λ2 and λ3 are eigenvalues obtained 
from principle components analysis (PCA) on the trace’s vertex co-
ordinates. Following the work of Fernández (2005) and Seers and 
Hodgetts (2016a), we restrict eigensolution based estimation of best fit 
planes to trace vertex sets where K < 1 and M > 4.93 and 178 3D traces 
with vertex coplanarity and collinearity values below and above these 

thresholds were identified from VR and ray tracing generated 3D trace 
map datasets respectively. In the OpenPlot workflow (e.g. Corradetti 
et al., 2017), the issue of collinear trace features is handled in real-time 
through the live computation of a best-fit plane from pointsets picked 
from the outcrop model surface across the length of each identified 
discontinuity trace. Thus, the user has the ability to evaluate the good-
ness of the derived best-fit plane for each geological feature during the 
digitization, by setting visual K and M threshold values and/or simply by 
qualitative interpretation. For the sake of comparison, in this study this 
interpretative evaluation was solely qualitative and the resulting dataset 
was later processed in accordance with the other obtained datasets. 

A comparison between poles to plane orientation estimates obtained 
from VR, OpenPlot and optical ray tracing generated traces is displayed 
in Fig. 8 (orientations estimated using K < 1 and M > 4). Qualitative 
comparison orientation distributions are globally equivalent, with two 
dominant conjugate and steeply dipping NE-SW striking sets readily 
identifiable from both datasets. A secondary (i.e. less developed) set 
corresponding to NW-SE striking shear bands can also be confidently 
identified from the ray tracing extracted dataset. This NW-SE striking set 
is ambiguous in the VR generated and OpenPlot datasets due to the 
limited pole vector count after filtering. The optical ray tracing extracted 
dataset also displays an apparent sub-horizontal set, which relates to the 
fitting of least squares planes through smaller curvilinear fault traces 
exposed on the roof of the cave, resulting in measurements that repre-
sent the outcrop rather than the target discontinuity orientation (see 
Seers and Hodgetts, 2016b). Such smaller traces are less identifiable 
during VR trace interpretation, owing to the limited pixel density of the 
outcrop model texture maps used in the VR trace and OpenPlot extrac-
tion procedures. 

3.2. Fault trace length 

In this study, we define trace length as the chordal distance between 
the end nodes of a given fault trace. Having determined the lengths of 
individual fault traces, per orientation set trace length statistics (mean 
and standard deviation/geometric mean and geometric standard devi-
ation) are calculated for fault traces extracted using virtual reality, 
OpenPlot and optical ray tracing based analyses (e.g. Biber et al., 2018). 
Further to this, Anderson-Darling statistical tests (Anderson and Darling, 
1954) are used to determine the goodness of fit between the empirical 
trace length distributions and parametric distributions commonly used 
to describe fracture trace length (normal, lognormal, exponential, power 
law: e.g. Baecher et al., 1977; Hatton et al., 1994; La Pointe, 2002; Priest 
and Hudson, 1981; Priest, 2012). Finally, we utilize the non-parametric 
Kruskal-Wallis test (Kruskal and Wallis, 1952) to determine whether VR 
and ray-tracing interpreted, as well as VR and OpenPlot interpreted 
trace lengths are derived from the same distribution. 

A comparison between fault trace length distributions obtained from 
VR, OpenPlot and optical ray tracing based approaches is displayed in 
Fig. 9. Despite the previously identified disparities amongst individual 
trace populations, the presented digitization strategies produce com-
parable trace length statistics for both clearly identifiable orientation 
sets (Fig. 9). However, should be noted that the different approaches 
impacted the mean trace length. For instance, there is clearly a pro-
pensity towards mapping larger traces over the textured mesh in the VR 
approach (Fig. 9a). The real-time user assisted plane computation of 
OpenPlot (see Section 3.1) during the digitization of the traces resulted 
in a shorter mean fracture length and the lowest standard deviation of 
the tested approaches. The digitization of points out of the planar real- 
time planar interpolation was in fact avoided by the user, provided by 
the ability to qualitatively estimate if the addition of points that would 
fall out of the expected interpolation, favoring segmentation (e.g. Tavani 
et al., 2019). As a consequence, longer curvilinear fractures were broken 
down during the digitization in OpenPlot. The aforementioned approach 
also accounts for the disparity in the number of traces digitized by the 
VR and OpenPlot workflows, which utilized the same input textured 

T.D. Seers et al.                                        



Computers and Geosciences 159 (2022) 105006

10

mesh. Trace length distributional forms produced by the compared 
digitization strategies are ostensibly similar, exhibiting negative skewed 
distributions (Fig. 9). In two cases (VR and optical ray tracing), 
Anderson-Darling tests are unable to determine goodness-of-fit between 
the empirical trace length distributions and the tested parametric forms 
at the selected alpha value (P > 0.05), while in the OpenPlot case a 
lognormal distribution was recognized. Moreover, Kruskal-Wallis tests 
reject the null hypothesis that both VR and ray-tracing/OpenPlot 
generated trace length populations come from the same distribution at 
a 1% significance level (P = 0.033 and P = 0.00001 for n = 30 random 
subsamples of from each population). 

3.3. Areal fault intensity 

The value of utilizing 3D discontinuity traces to generate vertex 
attribute maps of areal fault/fracture intensity (i.e. facture length per 
unit area m/m2/P21 sensu Dershowitz and Herda, 1992) has been 
demonstrated by a number of authors (Pearce et al., 2011; Seers and 
Hodgetts, 2016a). Following Seers and Hodgetts (2016a), we compute 
per-vertex values of P21 using a moving spherical kernel (kernel radius 
= 0.5 m) for VR, OpenPlot and optical ray tracing generated fault traces. 

A comparison between areal fault intensity obtained through the 
different digitization strategies presented herein is displayed in 
Fig. 10a–c, with distributions of P21 produced by each respective tech-
nique displayed in Fig. 10d–f. The spatial distribution of P21 for fault 
traces generated via the compared digitization techniques is outwardly 
similar. However, it is noteworthy that fault densities calculated from 
textured mesh generated traces (i.e. VR and OpenPlot) exhibit markedly 
lower values than those mapped using optical ray tracing based tech-
niques (see Fig. 10). Again, these disparities relate to resolution depen-
dent censoring of finer traces from the textured mesh dataset used as the 
analytical medium in the VR based workflow (see Section 3). 

4. Discussion and conclusion

In this study, we have explored and demonstrated the potential of
applying consumer grade virtual reality hardware and software towards 
the visualization and analysis of digital outcrop datasets. A MATLAB 
based post-processing pipeline has been presented, which facilitates the 
extraction of structural traces and bedding plane contacts from trian-
gular mesh patches fitted to digital outcrop model surfaces using VR 
based interpretation. It is hoped that this work and associated code li-
brary will help to accelerate the inclusion of virtual reality based 
geologic interpretation into existing digital outcrop model analytical 
workflows, by enabling users to harness a widely adopted VR freeform 
3D graphics package (Google Tilt Brush), thus negating the need for time 
consuming development of bespoke software. Nevertheless, we suggest 
that as VR based digital outcrop visualization and interpretation tech-
niques mature, such functionality will find inclusion within standalone 
custom software packages focused upon the analysis of digital outcrop 
models (e.g. Virtual Reality Geological Studio: Hodgetts, 2013). A po-
tential development route may be to harness existing 3D gaming engines 
(e.g. Unreal Engine or Unity) which have existing support for virtual, 
augmented and mixed reality user interface paradigms, as well as the 
most common graphics primitives used in the visualization of virtual 
outcrop models (i.e. triangulated irregular networks and texels). 

Though the tested application presented here focuses upon the 
digitization of fault networks from digital outcrop models, VR based 
interpretation has potentially wide reaching applications within the 
geosciences. Indeed, our approach may be leveraged towards the 
interpretation of an array of geological and geomorphological structures 
(e.g. sedimentary architecture, fold geometry, bedding contacts, glacial 
lineations: Corradetti et al., 2017; Labourdette and Jones, 2007; 
McCormack et al., 2008) from close range 3D remote sensing datasets. 
Furthermore, the VR based digitization workflow presented here may 
also be appropriated towards the interpretation of geologic structure 

from datasets captured using airborne or space-borne sensors (i.e. radar 
or lidar altimetry data: e.g. Masoud and Koike, 2006), or even used to 
digitize features of interest from geophysical survey or lab-based image 
data (i.e. seismic sections, ground penetrating radar transects or ortho-
slices from tomographic images: e.g. Lister, 2004; Voorn et al., 2015), 
with the only constraint being that the analyzed data is represented as a 
3D textured mesh. 

In the case study presented in Section 3, virtual reality based fracture 
characterization was capable of producing datasets broadly equivalent 
to those generated using OpenPlot and optical ray-tracing, against 
which it was benchmarked. Though there are clear disparities between 
the aforementioned datasets in terms of mappable structures, such dif-
ferences can be viewed as synthetic, being a product of the pixel density 
of the outcrop model texture map used in the VR analysis workflow. 
These effects are attributable to resolution dependent statistical trun-
cation of the fracture trace datasets, as recognized by Sturzenegger et al. 
(2007). Such differences may be partially abated by the use of higher 
resolution textures within the VR outcrop model analysis routine. There 
are additional factors that can be deleterious to feature detection from 
textured meshes. In addition to texture resolution, the quality of the 
input images for texture generation must also be considered, with mo-
tion blur, low signal-to-noise characteristics (i.e. due to the use of high 
ISO camera settings during field acquisition) and the selection of texture 
compression procedure being detrimental to texture fidelity, and in the 
case of stereo-photogrammetry, negatively impactful upon the geometry 
of the reconstructed scene (e.g. Cheng and Bischof, 2006; Han et al., 
2014; Vollgger and Cruden, 2016). Moreover, it has been demonstrated 
that independent of texel density, mesh vertex spacing has a significant 
impact upon the perceptual quality of triangulated irregular network 
representations of 3D objects (e.g. Cheng et al., 2006), with the selection 
of illumination rendering scheme (i.e. direct vs. oblique illumination) 
coupled with the relative rugosity of the visualized mesh also influential 
upon perceived object quality (Rushmeier et al., 2000). Conversely, 
disparities between VR and OpenPlot is directly attributable to the 
different methodological approaches (i.e. mesh patch fitting using VR 
controllers and headset vs. polyline fitting using a mouse and flat panel 
display), given that the input datasets are identical. 

In this comparative study, the VR based routine proved more effi-
cient in terms of digitization speed than the raytracing workflow, as it 
negated the need for time consuming merger of traces from contiguous 
images (see Seers and Hodgetts, 2016a). Compared to the flat panel 
display interpretation performed in OpenPlot, the two methods have 
shown comparable speeds when carried out by competent operators. 
One tangible advantage of VR digital outcrop interpretation observed in 
this study was that the Tilt Brush graphical user interface does not suffer 
issues with the limit of the viewport cut point. This makes the visuali-
zation of meshes representing enclosed spaces with multiple parallel 
walls (i.e. mine workings and caves) challenging in many 3D object 
viewers. Due to this limitation, it was necessary to conduct the OpenPlot 
interpretation of the textured mesh from the exterior of the cave. This 
may be advantageous in cases where the exposure morphology is highly 
complex, whereby the VR based environment can be leveraged to obtain 
a more favorable vantage point from which outcrop surface can be 
interpreted. 

It is important to point out that VR analysis does carry several 
practical limitations when compared to the analysis of digital outcrops 
using flat panel displays. In terms of convenience, the hardware used in 
this study is relatively cumbersome, requiring an open clear space for 
setup and operation. Because the user has either limited or null aware-
ness of their real-world surroundings during operation, there is an 
elevated chance of injury through unintended collision with objects in 
their immediate vicinity. The operation of VR interfaces is also typically 
more physically involved than interaction with conventional flat panel 
displays, which may result in physical fatigue (Jerald, 2015) and may 
restrict access for operators with limited mobility. Some users may 
experience motion sickness during the operation of VR systems (i.e. 
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simulator sickness/cybersickness)/(Jerald, 2015; Munafo et al., 2017; 
Tyrrell et al., 2018), which may persist several minutes to hours after 
usage. It was notable during the execution of the present study that, due 
to its native resolution and proximity to the user’s eyes, the viewports of 
the tested VR device exhibited significant pixilation during usage, which 
we felt detracted from the user experience. Improved resolution VR 
headsets have since become available (e.g. the HTC Vive Pro) which 
reduce such aliasing effects. 

It has been argued by previous workers that VR analysis provides an 
enhanced user experience over that obtained from flat panel displays, 
being more spatially cognizant and intuitive than these more conven-
tional interface technologies (e.g. Zhang, 2017). Though empirically 
backed, other benchmarking efforts have detected only nominal im-
provements in task performance, when comparing head mounted VR 
displays to conventional flat panel displays (Stevens and Kincaid, 2015). 
Such studies were conducted in the context of the application of VR to 
professional training scenarios, and can offer only generic insights into 
the potential advantages and limitations of VR environments in terms of 
user experience and performance. The computer graphics literature is 
comparatively rich with perceptual benchmarking and analysis studies 
of mesh quality conditional upon mesh and texture resolution, mesh and 
texture noise or distortion characteristics, and the selected lighting of 
the scene (Cheng and Bischof, 2006; Cheng et al., 2006; Dong et al., 
2015; Han et al., 2014; Kottayil et al., 2018; Rushmeier et al., 2000; 
Wang et al., 2012). More recently, there have been attempts to evaluate 
the perceptual quality of consumer grade VR systems, such as those used 
in the present study, in order to assess their suitability towards appli-
cations that go beyond their initial remit as user interfaces for enter-
tainment devices (i.e. as task simulators for training and rehabilitation 
applications: see Chessa et al., 2019). Currently, there is, however, a lack 
of empirically robust perceptual benchmarking studies, which pit 
emerging interface technologies, such as virtual reality against more 
accepted visualization technologies for the purpose of digital outcrop 
analysis, or relatable geoscience applications. Indeed, assessing the 
perceived quality of remotely sensed outcrop datasets has unique con-
ceptual and technical challenges. For example, geologic structures 
arguably lack the predictability of expression seen in common 
man-made objects used in most perceptual benchmarking studies within 
the computer graphics literature. This ambiguity of expression can lead 
to the introduction of significant user bias during the interpretation (e.g. 
Long et al., 2019), implying that achieving a perceptual baseline for such 
datasets might be challenging. The fact that outcrop datasets are not 
captured under controlled conditions further complicates the endeavor 
of building objective perceptual benchmarking studies under controlled 
conditions using virtual outcrop datasets, with textures commonly dis-
playing shadowing and blur, and meshes potentially suffering occlu-
sions, ranging errors and major variations in vertex density 
(Sturzenegger and Stead, 2009; Sturzenegger et al., 2007; Vollgger and 
Cruden, 2016). Finally, the common requirement for geoscientists to 
observe heterogeneities in outcrop at multiple scales (i.e. centimeter to 
decameter and beyond), coupled with the computational overhead of 
operating VR user interfaces with large textures or vertex counts (e.g. 
Lyu et al., 2019) offers further challenges in terms of latency. To capture 
heterogeneities at multiple length scales such that VR user experiences 
approach those of the field, it is clear that visualizations using locally 
varying texture resolution and/or vertex densities (e.g. adaptive 
texturing and adaptive mesh refinement: Boubekeur and Schlick, 2008; 
Kraus and Ertl, 2002) are desirable within geologically focused VR 
software tools. Despite these highlighted challenges, the development of 
geologically focused human-computer interaction studies would signif-
icantly aid the evaluation of emerging visualization paradigms for the 
interrogation and analysis of virtual outcrop datasets. It is hoped that the 
present study and its associated code library may aid the community in 
undertaking such an assessment by providing non-specialists in virtual 
reality technology with readily accessible VR analytical tools. 
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and 3D fracture network characterisation of dolomite reservoir rock samples. 
J. Petrol. Sci. Eng. 127, 270–285. 

Wakeford, Z.E., Chmielewska, M., Hole, M.J., Howell, J.A., Jerram, D.A., 2019. 
Combining thermal imaging with photogrammetry of an active volcano using UAV: 
an example from Stromboli, Italy. Photogramm. Rec. 34, 445–466. 

Wang, K., Torkhani, F., Montanvert, A., 2012. A fast roughness-based approach to the 
assessment of 3D mesh visual quality. Comput. Graph. 36, 808–818. 

Woodcock, N., 1977. Specification of fabric shapes using an eigenvalue method. Geol. 
Soc. Am. Bull. 88, 1231–1236. 

Zhang, H., 2017. Head-mounted display-based intuitive virtual reality training system for 
the mining industry. Int. J. Min. Sci. Technol. 27, 717–722. 

T.D. Seers et al.                                        

http://refhub.elsevier.com/S0098-3004(21)00289-2/sref13
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref13
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref14
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref14
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref14
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref15
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref15
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref16
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref16
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref17
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref17
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref18
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref18
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref19
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref19
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref19
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref20
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref20
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref21
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref21
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref22
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref22
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref22
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref22
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref23
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref23
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref24
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref24
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref25
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref25
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref25
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref26
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref26
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref26
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref27
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref27
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref27
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref28
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref28
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref29
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref29
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref30
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref30
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref30
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref31
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref31
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref31
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref32
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref32
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref32
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref32
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref33
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref33
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref34
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref34
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref34
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref35
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref35
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref35
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref36
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref36
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref36
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref37
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref37
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref37
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref38
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref38
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref38
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref39
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref39
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref39
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref40
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref40
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref41
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref41
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref41
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref42
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref42
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref42
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref43
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref43
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref44
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref44
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref44
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref45
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref45
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref45
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref46
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref46
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref47
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref47
http://refhub.elsevier.com/S0098-3004(21)00289-2/opt9Ob4Ih9KI7
http://refhub.elsevier.com/S0098-3004(21)00289-2/opt9Ob4Ih9KI7
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref48
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref48
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref49
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref49
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref49
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref50
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref50
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref50
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref51
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref51
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref51
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref52
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref52
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref53
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref53
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref53
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref54
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref54
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref54
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref55
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref55
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref55
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref56
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref56
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref57
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref57
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref57
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref58
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref58
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref58
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref59
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref59
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref59
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref60
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref60
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref60
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref61
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref61
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref62
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref62
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref63
http://refhub.elsevier.com/S0098-3004(21)00289-2/sref63

	Virtual outcrop geology comes of age: The application of consumer-grade virtual reality hardware and software to digital ou ...
	1 Introduction
	2 Materials and methods
	2.1 Hardware
	2.2 Software
	2.3 Post processing
	2.4 Analysis

	3 Application to shear band characterization
	3.1 Fault orientation
	3.2 Fault trace length
	3.3 Areal fault intensity

	4 Discussion and conclusion
	Code availability
	Author contributions
	Declaration of competing interest
	Acknowledgements
	References


