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Abstract
Background: Quantitative imaging techniques, such as virtual monochromatic
imaging (VMI) and iodine quantification (IQ), have proven valuable diagnostic
methods in several specific clinical tasks such as tumor and tissue differen-
tiation. Recently, a new generation of computed tomography (CT) scanners
equipped with photon-counting detectors (PCD) has reached clinical status.
Purpose: This work aimed to investigate the performance of a new photon-
counting CT (PC-CT) in low-dose quantitative imaging tasks, comparing it to an
earlier generation CT scanner with an energy-integrating detector dual-energy
CT (DE-CT).The accuracy and precision of the quantification across size,dose,
material types (including low and high iodine concentrations),displacement from
iso-center, and solvent (tissue background) composition were explored.
Methods: Quantitative analysis was performed on two clinical scanners,
Siemens SOMATOM Force and NAEOTOM Alpha using a multi-energy phan-
tom with plastic inserts mimicking different iodine concentrations and tissue
types. The tube configurations in the dual-energy scanner were 80/150Sn kVp
and 100/150Sn kVp,while for PC-CT both tube voltages were set to either 120 or
140 kVp with photon-counting energy thresholds set at 20/65 or 20/70 keV. The
statistical significance of patient-related parameters in quantitative measure-
ments was examined using ANOVA and pairwise comparison with the posthoc
Tukey honest significance test. Scanner bias was assessed in both quantitative
tasks for relevant patient-specific parameters.
Results: The accuracy of IQ and VMI in the PC-CT was comparable between
standard and low radiation doses (p < 0.01). The patient size and tissue type
significantly affect the accuracy of both quantitative imaging tasks in both scan-
ners. The PC-CT scanner outperforms the DE-CT scanner in the IQ task in all
cases. Iodine quantification bias in the PC-CT (−0.9± 0.15 mg/mL) at low doses
in our study was comparable to that of DE-CT (range -2.6 to 1.5 mg/mL, pub-
lished elsewhere) at a 1.7× higher dose, but the dose reduction severely biased
DE-CT (4.72 ± 0.22 mg/mL). The accuracy in Hounsfield units (HU) estima-
tion was comparable for 70 and 100 keV virtual imaging between scanners, but
PC-CT was significantly underestimating virtual 40 keV HU values of dense
materials in the phantom representing the extremely obese population.
Conclusions: The statistical analysis of our measurements reveals better IQ
at lower radiation doses using new PC-CT. Although VMI performance was
mostly comparable between the scanners, the DE-CT scanner quantitatively
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outperformed PC-CT when estimating HU values in the specific case of
very large phantoms and dense materials, benefiting from increased X-ray
tube potentials.
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iodine quantification, photon-counting CT, virtual monochromatic imaging

1 INTRODUCTION

Spectral computed tomography (CT) has allowed the
possibility of a more quantitative evaluation of data
acquired from clinical scanners. The term quantitative
imaging is often broadly defined and includes any-
thing from estimating material physical quantities (e.g.,
density and effective atomic number1) to data dis-
playing methods. Virtual monochromatic imaging (VMI)
and iodine quantification (IQ) are the major quantita-
tive representations in spectral CT to highlight specific
attributes of clinical information. For example, VMI
promises to offer improved differentiation of tissues
by targeting specific points of their 𝜇(E) dependence,
while further correcting for beam-hardening artifacts2

with benefits in imaging abdomen,3 lungs4 and head and
neck.5 The clinical relevance of IQ has been reflected in
many studies. The most significant application includes
the studies of pulmonary disease,6 coronary artery
disease through the detection of myocardial ischemia
based on contrast distribution,7 tumor status (e.g.,
thymic epithelial tumor8), differentiation of metastatic
and non-metastatic lymph nodes,9 renal masses and
hepatocellular carcinoma,10–12 and lung cancer where
IQ has significant diagnostic and prognostic power.

Increased popularity and demand for VMI and IQ
has resulted in several studies testing their accuracy,
precision, and repeatably across different vendors
and scanning conditions offering spectral information.
Most investigations have focused on the identifica-
tion of sources of error when estimating quantitative
parameters and comparing results from different scan-
ner generations. Jacobsen et al.13 performed a study
measuring the iodine concentration bias from dif-
ferent scanners and computing VMI data at several
energies. Following the suggestion from this paper,
Euler et al.14 conducted a large study among second
and third-generation CT scanners focused on minimum
detectable concentration difference under various scan-
and patient-related factors. Several other studies com-
pared different scanner generations and vendors based
on acquisition technique,7 iterative reconstruction,
tube settings, and patient size,15 fluid characteristics
of solvent, and influence of the iodine concentra-
tion itself.16 These studies show that third-generation
dual-energy CT (DE-CT) scanners outperform the
second-generation models. The difference between
single-source fast kV-switching and DE-CT in estimat-
ing IQ and VMI maps was found to have a small impact.
The choice of reconstruction algorithm (i.e.,filtered-back

projection or iterative reconstruction) and exposure level
showed either insignificant or very minor impact17,18

on quantitative measurements. Most of the variability
was introduced through non-controllable factors such
as patient size, iodine concentration, solvent chemical
composition, and misalignment of the phantoms with
respect to the iso-center (patient positioning errors).

Recently, a new generation of CT scanners equipped
with photon-counting detectors (PCD) has reached clin-
ical status. This started a new era of CT since the
process of data collection with PCDs is inherently dif-
ferent from energy-integrating detectors (EID). Images
can be obtained with reduced noise while maintain-
ing comparable or better spatial resolution. In other
words, photon-counting CT (PC-CT) is capable of
delivering images of comparable or better quality at
significantly reduced doses. For the computation of vir-
tual monochromatic images and material decomposition
(such as IQ), at least two independent sources of infor-
mation are needed. With clinically available systems
with EIDs, this is accomplished with both source-based
methods (e.g., dual X-Ray tubes operating at differing
tube voltages, differential filtration on a single X-Ray
source,or with rapid tube-voltage switching with a single
source) and detector-based methods (e.g.,multi-layered
detectors). In PCD each photon is recorded once its
energy is above a certain energy threshold. Spectral
separation of detected photons with PCD is therefore
enabled during the counting process through the choice
of two (or more) energy thresholds.While spectral imag-
ing on earlier scanners is limited by the overlap of low
and high-energy spectra, the approach of photon bin-
ning in PCD can potentially improve the accuracy of
estimated quantities.19,20

During its development, the photon-counting
approach to detection was extensively studied using
simulation frameworks, bench setups, and prototype
systems.21-23 Rajendran et al.24 performed one of the
first technical evaluations of a clinical PC-CT scan-
ner, demonstrating improved spatial resolution as well
as the potential for lower radiation dose and image
noise when compared to current state-of -the-art CT
systems. Booij et al.25 compared the contrast-to-noise
ratio of an iodinated contrast agent in DE-CT and
PC-CT at three different phantom sizes and sev-
eral VMI levels. They demonstrated improved PC-CT
performance only at VMI levels below 60 keV. They
also discovered that using a tube voltage of 90 kV
results in a higher contrast-to-noise ratio (CNR) than
using a tube voltage of 120 kV. Sartoretti et al.26
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conducted a comparison study in 30 patients using
the same two scanners for IQ in liver parenchyma and
lesions. They demonstrated good IQ accuracy regard-
less of radiation dose, iodine concentration, or base
attenuation. Both studies found no significant differ-
ences in PC-CT and DE-CT26 or minor differences in
iodine-to-tissue CNR at low energy VMIs (40 – 60 keV)25

at radiation doses recommended by diagnostic refer-
ence levels (DRLs). Decker et al.27 published the first
low-dose study in clinical PC-CT, demonstrating a sta-
tistically significant improvement in CNR and image
noise in abdominal scans when compared to a second-
generation scanner. This study demonstrated that PCD
technology produces higher-quality images at lower
doses, but it was not quantitative in the sense that VMI
levels were not compared. Liu et al.28 provided a quanti-
tative evaluation of multiple VMI levels between DE-CT
and PC-CT Siemens scanners at low doses, reporting
improved accuracy in a large phantom and a significant
reduction in electronic background noise. In both of the
low-dose studies, the IQ task was not evaluated.

This work aimed to investigate the potential of PC-
CT for low-dose quantitative spectral tasks on the
NAEOTOM Alpha, a newly released CT scanner in
the clinical environment. The scanner was evaluated
against a clinical DE-CT scanner (Siemens Somatom
FORCE) in VMI and IQ tasks.The study tested the accu-
racy of both Siemens scanners in estimating Hounsfield
units (HU) and iodine concentrations of phantom inserts
against the ground truth. Guided by the evidence from
previous research,18,25 scan-related parameters were
closely matched, shifting the focus to patient-specific
and the most influential parameters: phantom volume,
material type, its location in the scanner, and also com-
paring the relevant concentration of iodine (2 mg/mL) in
two different tissue backgrounds (solvents) - water and
blood. The virtual monochromatic images were gener-
ated at energies of 40, 70, and 100 keV. The radiation
dose used for image acquisition needed special con-
sideration. Previous research on quantitative imaging
in DE-CT scanners indicates optimal performance at
current DRLs,but research PC-CT systems showed sig-
nificant improvement in contrast-to-noise ratio at the
same doses.24,29 Thus, in addition to routine dose lev-
els, data in this study was collected at doses below
the current DRLs, according to the potential of the new
technology. Moreover, using the combination of large
phantom sizes and extra-low doses we explored the
ranges within which quantitative imaging remains viable.

2 MATERIALS AND METHODS

2.1 Phantom

The Multi-Energy 20-cm-diameter CT Phantom (Model
1472, Gammex Inc.) containing nine different inserts
that were used for this study is shown in Figure 1. Inserts

F IGURE 1 The phantom with inserts used for data collection.
The core is a commercial Multi-Energy CT Phantom (Model 1472,
Gammex Inc.) while fat-equivalent rings were produced in-house to
simulate different patient sizes. CT, computed tomography.

contained iodine (concentrations of 2,5,and 15 mg/mL),
calcium (50,100, and 300 mg/mL), and body tissues
(brain and blood). Custom-made rings (each 5 cm in
width) of fat-equivalent material were added to simulate
the waist circumference (WC) of larger patients. There
were a total of three rings, referred to as M, L, and XL
sizes, designed according to the NIH practical guide to
represent normal (WC: 90-100 cm), type-I, and type-II
obese (WC: 110-130 cm), and extreme obese (WC: >

130 cm) patients.

2.2 CT scanners

Quantitative analysis was performed on two clinical
scanners: Siemens FORCE and Siemens NAEOTOM
Alpha. The FORCE scanner is representative of a third-
generation DU-CT system, utilizing the latest energy-
integrating detector technology. Spectral separation is
enabled by two X-Ray tubes which are simultaneously
operated at different tube voltages. Thus, in spectral
mode, the standard outputs of this system are “low” and
“high” energy projections. The tube operating at higher
energy has also a smaller field of view, limiting the quan-
titative analysis for very large patients. The NAEOTOM
Alpha is a first-generation PC-CT scanner. It is a dual-
source scanner with two CdTe PCD with both tubes
operating at the same voltage. The in-plane resolu-
tion in ultra-high mode reaches 0.125 mm,24 somewhat
higher than the 0.30 mm in the FORCE scanner. In lower
resolution “standard mode”, spectral separation is pos-
sible by up to four energy levels, but in high resolution
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5424 QUANTITATIVE PERFORMANCE OF PC-CT

TABLE 1 Scan parameters of both scanners.

Scanner model Phantom size CTDIvol (mGy) Offset (cm) Tube voltage (kVp) Tube current (mAs)

Somatom FORCE M 2.6, 5.2, 10.4 0;5 80/150Sn; 100/150Sn 18, 36, 73

L 6.8, 13.6, 27.2 0;5 80/150Sn;100/150Sn 48, 95, 190

XL 20, 40, 70 0;5 80/150Sn;100/150Sn 140, 280, 557

NAEOTOM Alpha M 2.6, 5.2, 10.4 0;5 120; 140 19, 36, 73

L 6.8, 13.6, 27.2 0;5 120; 140 43, 68, 172

XL 20, 40, 70 0;5 120; 140 127, 253, 380

“ultrahigh-resolution mode”, only two energy thresholds
are available. It is worth noting that even when operating
in standard mode by averaging the values in the 2-by-2
pixel neighborhood, the effective pixel size is still smaller
than in the FORCE scanner.The reconstruction software
uses an iterative reconstruction approach (Quantum
Iterative Reconstruction, or QIR) different from the one
that comes with the FORCE scanner (ADMIRE) and
the standard output is always a VMI dataset. Sartoretti
et al.18 showed a reduction of up to 45% in the global
noise index between filtered back-projection and max-
imum QIR. This improvement didn’t compromise the
noise texture and mean attenuation values of measured
regions. Thus, the iterative strength in the NAEOTOM
Alpha scanner has no influence on quantitative values
except for measurement standard deviation.

2.3 Acquisition and reconstruction

For each phantom size, we determined the required
effective mAs to achieve volume CT dose index
(CTDIvol) values that align with our clinical quality
reference mAs (QRM) for a routine abdomen pelvis
exam. Given the desire to use the new technology for
low-dose imaging, the clinical CTDIvol was then halved
and quartered to give three dose levels. In this study,
scanners were matched based on CTDIvol values and
we refer to dose levels as standard, low, and extra-low
doses. In addition, for each dose level, the phantom
was shifted 5 cm in a vertical direction to ascertain the
effect of variability in patient positioning on the results.
The acquisition parameters used on both scanners are
given in Table 1. In the DE-CT scanner, the low voltage
tube was set to 80 kVp or 100 kVp and high to 150 Sn
kVp,15,22,26 while for PC-CT both tubes were at 120 or
140 kVp, with the two thresholds set at 20 and 65 keV30

and 20 and 70 keV, respectively. All scans were acquired
at the pitch of 1.

The quantitative reconstruction kernel “Qr40” was
used with both scanners. The influence of iterative
reconstruction strength was shown to be negligible
in the presence of other patient-related parameters
in DE-CT14,15 and it also does not bias mean values
in PC-CT.18 Because QIR has 4 degrees of strength
and ADMIRE has 5, we decided to use strength 3 for

the NAEOTOM Alpha scanner (75%, Syngo VA40) and
strength 4 (80%, Syngo VB10) for the FORCE scanner.
All reconstructions were performed using a slice thick-
ness of 2 mm, a field of view of 500 mm, and a matrix
size of 512 × 512. The choice of VMI energy level
is task-dependent and for non-contrast tasks, 70 keV
images are a vendor standard output on NAEOTOM
Alpha PC-CT. Besides 70 keV, images at lower energy
(40 keV) and higher energy (100 keV) were rendered
on both scanners to enable a full comparison. Ground
truth values provided by the phantom manufacturer
were calculated from the elemental compositions of the
inserts. For IQ, measured values exported in DICOM
iodine maps were converted to units of iodine concen-
tration (mg/mL)14 using vendor calibration. Figure 2
shows extra-low dose scans for qualitative comparison.

2.4 Statistical evaluation

An automated approach to data collection was imple-
mented (Python, version 3.10.0) and statistical analysis
was performed in dedicated statistical software (R,
version 4.1.3). Pixel values were extracted from the
nine circular regions in each slice (16 mm in diameter).
A total of 10 slices free from major artifacts were con-
sidered for each scan. All data acquired were initially
separated into two groups according to scanner type.
The association between measured and true values of
iodine concentration and HU values across all scanner
conditions was statistically evaluated using Pearson cor-
relation. Experimental data were compared to ground
truth values across different patient-related parame-
ters using known material compositions provided by
the phantom manufacturer. To assess the accuracy of
measurements, the difference D = (mean measured
value − true value) was computed for each region of
interest (ROI) leading to a total of 90 values per scan.
An uncertainty on the difference was reported using
95% confidence intervals computed as 1.96 × standard
error.Using D as the dependent variable and analysis of
variance (ANOVA), the influence of each patient-related
parameter (patient size, radiation dose,solvent type,and
displacement from the iso-center) on the accuracy of
each scanner was assessed. After the most significant
sources of error were identified, further analysis was
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QUANTITATIVE PERFORMANCE OF PC-CT 5425

F IGURE 2 The extra-low dose phantom CT reconstructions from the DE-CT and the PC-CT scanner organized by size (M, L, XL) for three
virtual monochromatic energy levels (40, 70, and 100 keV) and an iodine map. Scans are displayed with window width 0–500 HU and the
orientation of inserts is the same as in Figure 1. CT, computed tomography; DE-CT, dual-energy CT; HU, Hounsfield units; PC-CT,
photon-counting CT.

performed using posthoc Tukey Honest Significance
Difference ( HSD) on the same dataset. The goal of this
step was the pairwise comparison of groups within the
selected patient-related parameter to estimate the influ-
ence of each group on the accuracy of measurement
(D). To consider overall deviation from the ground truth,
a virtual monochromatic scanner bias was estimated as:

MB =
∑

i=40, 70, 100 keV

(measured − true)i (1)

and an iodine scanner bias was defined as:

IB =
∑

i=2, 5, 15 mg∕mL

(measured − true)i (2)

previously defined by Jacobsen et al.13 The results
reported in this study were obtained at a p < 0.01
statistical significance level.

3 RESULTS

3.1 Quantitative assessment of virtual
monochromatic data

In our analysis, we obtained superior HU and IQ accu-
racy for higher tube power setups (100/150Sn kVp and
140 kVp) in large and extra-large phantoms at low doses,
and a comparable accuracy in the medium-size phan-

tom. Thus, subsequent analysis was performed using
higher voltage setups, and the raw data visualization
for major patient-specific dependencies is shown in
Figure 3. The results of the Pearson test showed a
statistically significant correlation between measured
and the phantom manufacturer (true) HU values in
both scanners. A slightly higher correlation coefficient
of 0.993 was observed for the DE-CT scanner, versus
0.970 for the PC-CT scanner. The overall mean dif-
ference with 95% confidence interval for the combined
contribution of all patient-related factors was 13 ± 2 HU
for DE-CT and ‒28 ± 3 HU for PC-CT at all three VMI
energy levels, 14 ± 4 and ‒83 ± 6 for 40 keV, 17 ± 1 and
‒1 ± 1 for 70 keV, and 10 ± 1 and 14 ± 1 for 100 keV, for
DE-CT and PC-CT, respectively.

The analysis of variance revealed that the choice
of monochromatic energy level in both scanners had
a significant effect on the difference between actual
and measured values. All patient-related parameters
used in this study significantly affected the accuracy
of HU values in the DE-CT, while in the PC-CT scan-
ner, the radiation dose and the displacement proved
insignificant for the VMI in tested conditions. The
ANOVA results for VMI are shown in the first part of
Table 2.

The posthoc Tukey pairwise comparison of the
significant patient-related parameters is summarized
in Figure 4. The statistically significant difference in
the pairwise comparison of dense material inserts
containing calcium and high iodine concentrations
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5426 QUANTITATIVE PERFORMANCE OF PC-CT

F IGURE 3 Comparison of the three virtual monochromatic levels (40, 70, and 100 keV) as deviations from the ground truth (baseline
equals no deviation), for a combination of three patient-related factors (phantom size, dose, and material density), highlighting the difference
between PC-CT and DE-CT. The data points represent the mean differences obtained from 10 different slices, while the error bars are the mean
standard errors. Similar tissue inserts (soft, calcium, iodine), and values measured when the phantom was displaced from the iso-center were
averaged together. Data points were grouped based on phantom size (M, L, XL), radiation dose (extra-low: red, low: yellow, standard: green), and
material insert type. DE-CT, dual-energy CT; PC-CT, photon-counting CT.

against other materials was observed in both scanners
(Figure 4a). The most obvious difference between
the two scanners was observed in a pairwise com-
parison of dose levels: in the PC-CT scanner, there
were no statistically significant differences between
dose levels while in DE-CT significant differences
were observed in the comparison of extra-low dose
levels and the other two higher dose levels (Figure 4b).

The VMI levels significantly differed from each other,
especially in PC-CT where the average accuracy
D for 40 keV VMI level and XL phantom was ‒503
HU in calcium, ‒182 in iodine, and ‒117 in soft inserts
(given in more detail in the Appendix). The mean differ-
ence between all sizes in both scanners was statistically
significant, but a major increase in mean difference was
associated with the extra-large phantom size.
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QUANTITATIVE PERFORMANCE OF PC-CT 5427

F IGURE 4 Tukey pairwise comparisons of groups within each statistically significant patient-related parameter for the VMI task are
presented with 95% family-wise confidence intervals. Panels show a comparison of mean differences of accuracy (D) between material types
(a), dose levels (b), VMI levels (c), and phantom sizes (d). Star shapes (⋆) mark the statistically significant mean differences of accuracy (D),
while circles show insignificant pairwise mean differences. VMI, virtual monochromatic imaging.

The monochromatic bias was characterized for
each VMI level according to the formulation given in
Section 2.4 and shown later in Figure 5. The results
demonstrated the opposite overall MB of 40 ± 5 HUs
in DE-CT and ‒83 ± 7 in the PC-CT scanner. A major
contribution to a negative bias in the PC-CT scanner
was driven by the underestimation of HU values at 40
keV virtual monochromatic images, especially in dense
phantom inserts (Ca 300 mg/mL and iodine 15 mg/mL).

3.2 Quantitative assessment of IQ

Measured iodine concentrations showed a statistically
significant correlation with ground truth values in both

scanners for the task of IQ. The Pearson correlation
in PC-CT (0.89) was significantly higher than in DE-
CT (0.80). Visual inspection of the data revealed that
patient-related parameters have a lower influence on
the accuracy and stability of measurements in the PC-
CT scanner. For the IQ task, a comparison between the
two scanners is shown in Figure 6. Data were sorted
by the level of iodine concentration, radiation dose, and
phantom size.

The overall mean difference when all patient-related
factors influencing the IQ task were taken into account
was 1.57 ± 0.04 mg/mL in the DE-CT and ‒0.30
± 0.02 mg/mL in the PC-CT, with significant differ-
ences between DE-CT and PC-CT.The mean difference
increased with the phantom size, 0.50 ± 0.03 and 0.47
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5428 QUANTITATIVE PERFORMANCE OF PC-CT

F IGURE 5 Comparison of measured iodine concentrations to the ground truth, highlighting the difference between PC-CT and DE-CT for
respective tube configurations 140 kVp and 100/150Sn kVp. The data points represent the mean differences obtained from 10 different slices,
while the error bars are the mean standard errors. All data points were grouped by phantom size (M, L, XL), radiation dose, and level of iodine
concentration (2, 5, and 15 mg/mL). Iodine inserts at 2 mg/mL for two different tissue backgrounds (water and blood), and values measured
when the phantom was displaced from the iso-center were averaged together. DE-CT, dual-energy CT; PC-CT, photon-counting CT.

F IGURE 6 Tukey pairwise comparisons of elements within each statistically significant patient-related parameter for the IQ task are
presented with 95% family-wise confidence intervals. Panels show a comparison of mean differences of accuracy (D) between iodine
concentration (a), tissue backgrounds (b), dose levels (c), and phantom sizes (d). Star shapes (⋆) mark the statistically significant differences in
the observed mean differences. IQ, iodine quantification.
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QUANTITATIVE PERFORMANCE OF PC-CT 5429

F IGURE 7 Scanner bias: VMI and iodine bias computed using Equations (1) and (2), respectively. The horizontal lines show the 95%
confidence intervals. VMI, Virtual monochromatic imaging.

TABLE 2 Analysis of variance.

VMI IQ
EID PCD EID PCD

Quantitative task 19.15*** 505.63*** - -

Phantom size 288.64*** 499.05*** 220.61*** 1934***

CTDIvol 21.22*** 0.61 5.35** 1.70

Material type 115.05*** 77.42*** 223.73*** 294.34***

Displacement from
iso-center

52.73*** 0.22 15.68*** 44.88***

Solvent - - 20.23*** 9.17**

Abbreviations: EID, energy-integrating detectors; IQ, Iodine quantification; PCD,
photon-counting detectors; VMI, Virtual monochromatic imaging.
∗∗∗p < 0; ∗∗p < 0.001; ∗p < 0.01; ⋅p < 0.05.

± 0.01 for M size,1.59 ± 0.06 and 0.67 ± 0.03 for L size,
and 2.63 ± 0.13 and ‒2.04 ± 0.11 for XL size in DE-
CT and PC-CT respectively. The complete ANOVA and
Tukey pairwise comparison results are shown in Table 2,
that is Figure 7.

The results of the analysis of variance indicate that
phantom size, iodine concentration, phantom displace-
ment from the iso-center, and solvent type (water or
blood) are significant parameters for both scanners.
However, the radiation dose only affects the DE-CT
scanner and not the PC-CT scanner. Further analysis
using Tukey pairwise comparison within the significant
groups reveals that there is a significant difference in
means between high (15 mg/mL) and lower (2 and
5 mg/mL) iodine concentrations in both scanners. This
difference is more pronounced in the DE-CT scanner
than in the PC-CT scanner (as shown in Figure 7a).

Additionally, there were no significant differences in
means obtained at extra-low, low, and standard doses
for the IQ task in the PC-CT scanner (as shown in
Figure 7c), as was the case for the VMI task. However,
in the DE-CT scanner, measurements obtained at the
standard dose were statistically different from the lower
doses. The mean difference in the extra-large phantom
size is significantly different from the medium and large
sizes in both scanners (as shown in Figure 7d).

Based on these statistical results, the iodine size
bias was characterized for each iodine concentration
according to Equation (1) and is shown in Figure 5.

The IQ bias of −0.9 ± 0.15 was significantly lower in
PC-CT compared to IB of 4.72 ± 0.22 in DE-CT.

4 DISCUSSION

Spectral CT scanners offer new opportunities in quan-
titative imaging through VMI and IQ. These methods
are useful for a variety of clinical tasks, including tumor,
staging, and tissue differentiation. To be considered
fully quantitative they must be accurate, precise, and
repeatable. Numerous studies on early-generation
scanners have been conducted, testing the influence
of many scan- and patient-related parameters on the
accuracy and precision of VMI and IQ. Through their
inherent ability to differentiate the energies of detected
photons, paired with uniform spectral weighting and low
electronic noise, a new generation of CT scanners with
PCD offer new potential for spectral imaging. However,
studies by Sartoretti et al.18,26 and Booij et al.25 found lit-
tle or no difference in quantitative performance at doses
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comparable with DRLs, whereas Rajendran et al.24

and Decker et al.27 obtained statistically significant
improvement in CNR at low dose range. Liu et al.28

performed a quantitative evaluation of VMI levels at low
doses, stating that PC-CT outperforms DE-CT in given
conditions. The purpose of this study was to compare
the advantages of photon-counting versus energy-
integrating detection in quantitative imaging with two
representative clinical CT scanners under the influence
of major patient-related factors such as patient size,
radiation dose, patient positioning, iodine concentra-
tions, and their dissolving environment at very low dose
levels.Compared to other similar studies,27,28 in addition
to VMI performance evaluation, we evaluated the IQ
task and included more patient-related parameters and
analyzed cases where quantitative imaging becomes
extremely difficult such as in extremely obese patients
at low doses.

Using the ANOVA we found that low-dose quantitative
imaging was significantly affected by most patient-
related parameters in both scanners. However, the
radiation dose did not significantly affect the accuracy
of quantitative imaging in the PC-CT scanner. The PC-
CT scanner showed an obvious improvement in the IQ
task, as iodine concentrations could be estimated with
good accuracy (D= ‒0.30± 0.02 mg/mL) and small bias
(‒0.90 ± 0.15 mg/mL), while the accuracy of VMI was
comparable at higher VMI levels (in agreement with pre-
vious studies) but degraded in the 40 keV virtual images.
The VMI bias was higher and the iodine bias was lower
in the PC-CT than in the DE-CT scanner in our study.
For the IQ task, some of the results of this study can
be compared to the findings of Sartoretti et al.26 For the
identical phantom circumferences (M size phantoms in
both studies) the dose levels (CTDIvol = 15, 10, and 5
mGy) were on average 1.7× higher than in our study.
The reported iodine error in the PC-CT scanner (|D| =
0.32 ± 0.39) was comparable to the one obtained in the
PC-CT scanner in our study (0.30 ± 0.02 mg/mL), and
in the DE-CT scanner (|D| = 0.36 ± 0.31) the reduction
of the dose severely affected the accuracy of IQ (1.57
± 0.04 mg/mL) in our study. Iodine quantification bias
results were compared to the largest study13 evaluating
the most widespread dual-energy scanners from differ-
ent vendors. The dose reported in their study was on
average 1.6× higher for nearly matching phantom sizes
(elliptical phantom 40×30 cm versus the L size phantom
of diameter 40 cm) and the iodine inserts used in both
studies were of the same concentration.The iodine bias
range obtained from several dual-energy scanners (‒2.6
to 1.5 mg/mL) was comparable to the iodine bias in PC-
CT (‒0.9 ± 0.15 mg/mL) but not with the bias in DE-CT
(4.72 ± 0.22 mg/mL) scanner used in our study. There-
fore, IQ at very low doses in PC-CT produces a compa-
rable accuracy and bias to that of dual-energy scanners
at DRLs, but the reduction of dose in the same DE-CT
scanner type significantly increases the iodine bias. The

comparisons with the previous studies further corrobo-
rate our result that radiation dose was not a statistically
significant factor in the PC-CT scanner for the IQ task.

The size of the phantom was the most influential fac-
tor when estimating both quantitative maps. The size
factor has been investigated before31 and some vendors
have implemented a size-dependent calibration factor
that re-scales the iodine concentrations based on the
effective size of the patient.The main effects influencing
the accuracy at increased phantom size are the com-
bined effects of photon starvation and energy weighing
of the signal inside the detector. Because photon star-
vation is energy-dependent (beam hardening effect),
the improved spectral weighting of low-energy photons
in PCD becomes even more important in the imaging
of large and dense objects at low doses. The com-
bined effect of beam hardening and sub-optimal energy
weighting has a particular influence on IQ because the
most prominent feature of iodine, its K-edge, is located
at the low end of diagnostic energy spectra (33.2 keV).
Indeed, the mean differences in the Tukey pairwise com-
parisons were the largest between low and high iodine
concentrations and between medium and larger phan-
tom sizes. For comparison, IQ accuracy for M and L size
phantom is comparable in PC-CT (D = 0.47 ± 0.01 →

D = 0.67 ± 0.03), while a significant drop in accuracy
is observed in DE-CT for the two sizes (D = 0.50 ±

0.03 → D = 1.59 ± 0.06). However, when photon statis-
tic becomes very low such as in XL size phantom, both
scanners exhibit low IQ accuracy. Because the L and
XL phantom sizes used in this study are representa-
tive of obese and severely obese patients and at the
same time they make up nearly 42% and 10% of the
US adult population (NHANES 2017‒18), our results
suggest improved quantitative imaging performance in
PC-CT for the substantial part of US population.

The VMI task is different from the IQ task in that the
basis materials used for material decomposition usually
don’t contain a K-edge. An advantage of improved
photon statistics at very low energies in the PC-CT
scanner (due to improved weighting of low energy pho-
tons) that is crucial for the IQ task, seems to diminish
in the VMI tasks for the condition of low-dose-obese
patient imaging, especially for the estimation of bone
VMI HU values and other dense tissues. Overall, the
DE-CT scanner HU accuracy for all VMI levels (13 ±

2 HU) was within the range (11.4‒52.0 HU) reported
in prior studies,13 and compared to these values the
PC-CT scanner showed similar accuracy (‒28 ± 3
HU) but in opposite direction. Further investigation
revealed that the significant negative bias (‒83 ± 3
HU) was driven by an underestimation of 40 keV HU
values in XL phantom (top-right Figure 3), particularly
in high-concentration calcium and iodine inserts (see
Appendix). Liu et al.28 reported larger deviations from
the ground truth in 40 keV images compared to higher
virtual monochromatic levels for both PC-CT at 120 kVp
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and DE-CT at 100/150Sn kVp scanner. Since we used
much larger patient sizes (L and XL) and denser inserts
(calcium 100 and 300 mg/mL and iodine 15 mg/mL), the
accuracy of estimating HU values at 40 keV was signif-
icantly reduced in PC-CT. Previous studies found that
an increase in tube potentials in DE-CT benefits VMI
at low doses, despite decreased spectral separation
and decreased attenuation difference between basis
materials. Perhaps, following the same logic, PC-CT
scanners could benefit from increased tube potentials
and/or threshold optimization for the specific case.

The analysis of the influence of the dissolving envi-
ronment on the accuracy of iodine estimation in the
two special inserts of 2 mg/mL with different body
fluids backgrounds showed statistically significant dif-
ferences in both scanners. The insert containing blood
produced consistently higher iodine concentration mea-
surements and positive iodine bias in both scanners.
This is because blood contains a certain amount of iron,
which can erroneously mimic iodine-induced attenua-
tion. Thus, it is worth noting that the true iodine concen-
tration in blood could be slightly lower compared to the
measured values. Lastly, the offset of 5 cm from the iso-
center didn’t cause any differences in VMI performance
in the PC-CT scanner, but it was significant for iodine
imaging and for both quantitative tasks in the DE-CT.

Some of the limitations of our study should be noted.
We performed this study on phantoms, thus, results
may slightly differ in actual patients. Our study covered
a wide range of patient-related parameters relative to
clinical practice but we mostly focused on low-dose per-
formance. Although we had different levels of iodine
concentration, we didn’t estimate a minimal detectable
concentration difference14 due to the lack of suitable
inserts. Although expected to be minimal, some dif-
ferences in results could exist due to the difference
in smoothing kernel implementation and reconstruction
software version.

5 CONCLUSIONS

According to our statistical analysis, PC-CT has the
potential to achieve better quantitative performance at
lower radiation doses.Our study found that the Siemens
NAEOTOM Alpha PC-CT scanner showed comparable
accuracy in iodine and VMI imaging between low and
standard radiation dose levels. In contrast, the DE-CT
scanner’s performance was affected by radiation dose
levels and showed reduced accuracy at lower radia-
tion doses. The PC-CT scanner outperforms the DE-CT
scanner in the IQ task in all cases. The accuracy of VMI
is comparable between scanners for normal and obese
patients,but in extreme cases of very large patients and
dense material inserts,DE-CT seems to benefit from the
increased tube potential configurations available on the
system, outperforming the PC-CT scanner.
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APPENDIX A
The PC-CT scanner is underestimating 40 keV virtual
monochromatic levels in the extra-large phantom, par-
ticularly in higher-density inserts. This underestimation
remains consistent even with increased doses, indicat-
ing that low VMIs may not be accurate in extremely
obese patients, particularly for dense tissues. The
results for the particular case with repeated scans for
each dose are given in Figure A1.
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F IGURE A1 The accuracy of VMI 40 keV HU values in the PC-CT scanner for XL phantom size. Measurements were repeated twice at
doses of 10, 20, 40, and 70 mGy. HU, Hounsfield units; PC-CT, photon-counting CT; VMI, Virtual monochromatic imaging.
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