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Abstract

Starting with the discovery of graphene in 2004, which provided the first ex-
perimental evidence of an atomically thin material, and advancing in the in-
vestigation of its peculiar and intriguing properties towards the successful syn-
thesis of high-quality graphene films for industrial applications, the scientific in-
terest into two-dimensional materials has grown exponentially. In the recent
years, the desire tominiaturise devices capable of exploiting quantumphenom-
ena has driven significant research interest in two-dimensional mono- elemental
graphene-like materials called X-enes. Within this extendedmaterials family, this
thesis focuses on two selectedmembers, namely borophene andphosphorene,
consisting of elemental monolayers of boron and phosphorus atoms, respec-
tively.

Boron is characterised by an intrinsic electron deficiency with respect
to carbon, which induces, specifically in two dimensions, the tendency to
multi-centric bonding and polymorphism. At surfaces, the electron deficiency
could be compensated by electron doping provided by a supporting surface.
In this thesis, I have characterised the growth of two-dimensional B structures
at the Al(111) and Ni3Al(111) terminations, with particular interest towards
the investigation of the complex interplay between B and Al alloying and
segregation, which again gives rise to the formation of a variety of B and B-Al
polymorphs.

In the following, we investigated how the physical phenomena character-
ising the two-dimensional B structures at surfaces could be influenced by the
presence of ubiquitous gases as oxygen and hydrogen. Upon gases exposure,
the relative chemical affinity of B and of the supporting metals with respect to
the adsorbates turned out to play a crucial role in determining the behaviour
of the system: while atomic H exposure resulted in the direct reduction of the B
layer, yielding the synthesis of a honeycomb borophane phase on Al(111), the
interaction of the system with O2 turned out to be far more complex, involving
Al atoms segregation, the formation of Al and B oxide terminal structures, de-
pending on the Al concentration in supporting surface.

Phosphorus shares with Boron the tendency to form different polymorphs,
specifically at surfaces. Several stable two-dimensional phosphorus allotropes
have been theoretically predicted, experimentally synthesised, and eventually
exploited in technological devices, stimulating an increasing scientific interest.



Among the various phosphorene polymorphs, the single-layered blue phospho-
rus (BlueP) seemed to deliver promising premises for optical and electronic tech-
nologies, and it was experimentally synthesised in 2016, exploiting the Au(111)
surface as a growth substrate. Interestingly, the effective structure model for the
BlueP on this template turned out to be particularly debated, especially about
the possible incorporation of Au adatoms from the underlying substrate. In the
last part of this thesis, we provided solid experimental evidence in favour of the
formation of a long-range ordered network of triangular BlueP islands linked to-
gether and stabilised by the incorporation of Au adatoms.

The experimental characterisation of growth and properties of X-enes at
surfaces has been carried out in a multi-technique experimental approach,
exploiting Infrared-Visible Sum Frequency Generation spectroscopy (IR-Vis SFG),
Scanning Tunnelling Microscopy (STM), X-ray Photoelectron Spectroscopy (XPS),
Surface X-Ray Diffraction (SXRD), Near Edge X-ray Absorption Fine Structure
spectroscopy (NEXAFS), and Low-Energy Electron Diffraction (LEED). The ex-
perimental measurements were corroborated by theoretical calculations in
collaboration with SISSA (group of Prof. Stefano Baroni) and the University of
Trieste (group of Prof. Maria Peressi).
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Chapter 1

Introduction

1.1 2D Materials

In recent years, 2D materials have emerged as a major research topic in the
field of materials science due to the various advantages they offer. These ma-
terials consist of single or few atomic layers, resulting in low-dimensional prop-
erties that differ from those of conventional bulk materials due to the introduc-
tion of an electron confinement direction. The mentioned properties are at-
tributed indeed to effects arising from the latter reduction of dimensionality,
which is closely linked to quantum size effects. The confinement of electrons in
one direction, at the nanoscale and beyond, significantly impacts band struc-
ture and density of states, leading to unpredictable physical phenomena that
are not observable in 3D. In recent years, the desire to miniaturise devices that
can exploit quantum phenomena has elicited significant research interest in
two-dimensional, mono-elemental materials resembling graphene, known as
X-enes. This thesis focuses on two selected members of this extended family,
namely borophene and phosphorene, which are mono-elemental layers com-
posed of boron and phosphorus atoms, respectively.

1.2 Elemental Boron

1.2.1 Bulk phases and allotropes

The precise number of stable bulk boron allotropes is still debated despite much
experimental and theoretical research aimed at uncovering their structure and
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Chapter 1. Introduction

(a) α-rhombohedral (b) β-rhombohedral (c) γ-orthorhombic

(d) α-tetragonal (e) β-tetragonal

Figure 1.1: Structures of icosahedra-based boron allotropes. Adapted from [2].

properties. The reason for this has to be researched in the intricate and subtle
structure of most of the boron allotropes. The initially supposed existence of
more that 14 different boron allotropes [1], while presently the number may
be reduced to just five [2], testifies the complex nature of the subject. In
particular, three all-boron allotropes are widely known, namely the α- and
β-rhombohedral and the γ-orthorhombic phases, while two others, namely the
α- and β-tetragonal, are currently under debate. All boron allotropes described
above share the same structural motif, i.e. the almost regular B12 icosahedron,
as can be appreciated in Fig. 1.1, which depicts the structures of the main
boron allotropes. It is important to note that an isolated regular boron icosahe-
dron is electron-deficient, resulting in both energetic and structural instability.
When boron icosahedra are arranged together to form a larger cluster or a
bulk phase, the lack of available electrons leads to multicenter bonding and
to the complex polymorphism observed in 3D boron structures. Because of the
bonding geometry in the boron icosahedron cluster, each atom is encircled by
five neighbouring atoms, resulting in a coordination number of five, or possibly
six if bonded to another cluster.

Upon closer examination of real boron crystals, the situation turned out to

2



1.2. Elemental Boron

be even more complex. In fact, several boron polymorphs display intrinsic
defects through partial occupancy or vacancies, as well as extrinsic defects
through impurities. Nevertheless, these features are not to be regarded as
defects of the crystal structure, but rather as requirements that nature dictates
to stabilise the boron 3D structure. In fact, experimental findings indicate that
the β-rhombohedral boron allotrope is the most thermodynamically stable
and exhibits semiconducting properties. On the other hand, ab initio DFT
studies revealed that the defectless β-rhombohedral boron crystal structure
is less stable than that of the α-rhombohedral form. Furthermore, a lack of
valence electrons was predicted, leading to ametallic nature of the defect-less
β-rhombohedral boron allotrope [3]. This inconsistency between theory and
experiments demonstrates that the real boron crystal structure has intrinsic de-
fects, that increase the number of atoms in the unit cell, thereby enhancing its
energetic and structural stability, while also defining its physical and electronic
properties.

1.2.2 Borophenes

Atomically thick layers of boron are known to exist in nature inmetal borides crys-
tals, such as MgB2 and ZrB2. These stacked boron sheets were originally called
boraphenes. Then, as the subject drew researchers’ attention towards this new
atomic layer besides graphene, borophene was named as an extension of the
B36 2D cluster, in 2014 [4, 5]. After a first attempt to find the most stable free-
standing boron layer in trigonal lattices, atomic defects and vacancies turned
out to be crucial in order to stabilise the structures, in line with what happens in
the 3D case.

The initially proposed structural patterns for free-standing 2D boron sheets
were derived from the arrangement of boron atoms found in various metal di-
borides, as well as the element’s natural tendency to hybridise sp2 arising from
its three valence electrons. In particular, the stacked boron layers in MgB2 have
a honeycomb structure, with Mg atoms above and below each hexagon cen-
tre. In fact, boron has one electron less than carbon, which naturally forms the
honeycomb free-standing structure in graphene. Consequently, the hexago-
nal unit cell featuring two boron atoms has an intrinsic deficiency of two elec-
trons that must be overcome. In MgB2, the Mg atoms provide the additional
charge, becoming di-positively charged and resulting in a stoichiometric for-

3



Chapter 1. Introduction

mula of Mg+2(B-)2. In an ideal all-boron sheet, the additional metal atomswould
have tobe replacedbyboronatoms. However, this would result in several consis-
tent differences. Specifically, the addition of one boron atom in each hexagon
centre, i.e. in each unit cell, introduces three supplementary electrons into the
skeletal bonding, exceeding the required two electrons per unit cell. The surplus
chargewould occupy the anti-bonding levels, thereby compromising the stabil-
ity of the structure. At least two routes could be proposed in order to overcome
this problem. In particular, the buckling of the triangular lattice was found to en-
hance the system stability by reducing the anti-bonding overlap of the frontier
bands. On the other hand, the formation of Hexagonal Holes (HH) by removing
one third of theboronatomsper unit cell would reduce theexceedingelectrons,
resulting in an electronic configuration similar to that of graphene or MgB2.

Therefore, when designing a flat boron layer, it is crucial to create a well-
balanced mixture of triangular lattice, which tends to produce an excess of
electrons in anti-bonding states, and honeycomb lattice, which is electron de-
ficient. Basically, borophene structures could be described as a triangular B lat-
ticewith hexagonal hollow vacancies in order to compensate for the exceeding
electronic charge. In particular, it is possible to catalogue borophene phases
by means of the hexagonal hole density :

η =
number of hexagonal holes

number of atoms in the original triangular sheet
(1.1)

In particular, η can range from η=0, which corresponds to the close packed
triangular lattice, to η=1/3, which corresponds to the honeycomb lattice. The
most stable free-standing borophene structures lie in the vicinity of η ! 0.1-0.15,
as attestedby two independent approaches that yield qualitatively compatible
results [6, 8], as can be appreciated in Fig. 1.2.

The most recent nomenclature for boron sheet structures was established by
X. Wu et al. [9]. Specifically, the monolayer phases are denoted with Greek
letters representing the different coordination numbers of the boron atoms, as
described in table 1.1, followed by an Arabic digit as a subscript. Figure 1.3
depicts the stable borophene structures predicted by ab initio calculations.

4



1.2. Elemental Boron

(a) Dependence of binding energy, Eb,
with hexagon hole density, η, for sheets
that are composed of evenly distributed
hexagons. Adapted from [6].

(b) Formation energies, Ef, of in the
sheet system of B1-x!x with various
vacancy concentration x.Adapted
from [7].

Figure 1.2: Stability of the various 2D boron structures as a function of the hexag-
onal vacancy concentration η.

α β χ φ δ

Coordination
Number

5, 6 4, 5, 6 4, 5 3, 4, 5
a single
value

Table 1.1: Classification of Borophene geometries based on the Coordi-
nation Number (CN) of boron atoms in the structure model [9].

5



Chapter 1. Introduction

Figure 1.3: Classification of the boron monolayer sheets. Specifically, the mono-
layer phases are denoted with Greek letters representing the different coordi-
nation numbers of the boron atoms, as described in table 1.1, followed by an
Arabic digit as a subscript. Adapted from [9].

6



1.2. Elemental Boron

1.2.3 B at surfaces

Although the aforementioned theoretical predictions pertain solely to free-
standing borophene, it is important to note that the stability of the boron
bidimensional structure experiences significant alterations when in contact
with a supporting substrate. This consequently leads to the emergence of
novel, fascinating geometric and electronic structures. Due to the overlap
with the metal bands, electron transfer to the boron sheet occurs, resulting
in the stabilisation of free-standing lattices with a higher electron deficiency.
In particular, the electronic charging of the various boron layers has been
theoretically examined, pointing out the increasing dependence on density
and configuration of HH of the stability of the boron structures as the doping
gradually increases. As shown in Fig. 1.4a, the stability of the honeycomb
boron lattice progressively rises though electron doping, eventually becoming
the most stable structure when the 0.5 e-/atom value is exceeded [8]. This
finding stands in sharp contrast to the fact that the free-standing honeycomb
borophene (hB) is unstable, compared to other boron sheets.

Generally, as shown in Fig. 1.4b, calculations show that supported
borophene layers are more stable than the corresponding free-standing
planes in vacuo. Nevertheless, experimental synthesis of a single well-defined
borophene phase has become a challenging task for researchers. The reason
has to be searched in the fact that, theoretically, the energy per boron atom
in borophene is much higher than that in bulk boron, which indicates that
borophene is thermodynamically unstable. In other words, large numbers of
boron atoms would preferentially form 3D bulk structures rather than the 2D
borophene. Furthermore, different borophene polymorphs with similar degrees
of stability tend to coexist because of the intrinsic polymorphism of borophene;
this will also make it difficult to synthesise large-scale single-phase borophene.

Nonetheless, experimental synthesis of borophene has been achieved on
various substrates. This section provides a list of experimental achievements in
boron layer realisations at surfaces, without any claim to be exhaustive and
mainly focusing on results relevant to the present thesis.

B/Ag(111)

The first experimental synthesis of borophene was achieved on the Ag(111) ter-
mination, nearly simultaneously by two indipendent groups [11, 12]. Boron was

7



Chapter 1. Introduction

(a) Change of energy per boron atom
of B1-x!x , where ! is the vacancy in
triangular (!) boron lattice (x = 0), at
various doping in the range from 0 to
1 e-/atom. The calculation was made
to describe a honeycomb borophene
lattice (") on a surface of aluminum.
Adapted from [8].

(b) Stabilities of 2D boron sheets with var-
ious vacancy concentrations on different
substrates. Adapted from [10].

Figure 1.4
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1.2. Elemental Boron

evaporated by MBE on the onto the Ag(111) sample, which was heated to a
constant temperature in a range from 720 K to 970 K. STM revealed the pres-
ence of two main borophene phases at the surface. In particular, in Fig. 1.5 it is
possible to appreciate a striped phase, called S1, showing a rectangular lattice
with a 0.51×0.29 nm2 unit cell, and a homogeneous phase, called S2, consisting
of periodic atomic chains (with 0.3 nm periodicity), with a short rhombohedral
moiré pattern and a long-range 1D moiré pattern. It is possible to associate
these two phases with triangular boron structures including HH discussed above
(See Sec. 1.2.2 and Fig. 1.3 [9]). Specifically, S1 corresponds to the β12 sheet
(η=1/6) and S2 corresponds to the χ3 sheet (η=1/5). The structural models cor-
responding to β12 and χ3 are superimposed to DFT simulated images in Fig. 1.5.
It is noteworthy that both boron sheets remain planar without any obvious verti-
cal corrugations, thus indicating a relatively weak interaction with the substrate.
The relative coverage of the two phases turned out to be strongly dependent
on the deposition rate and the substrate temperature. Higher growth tempera-
tures, and low deposition rate prevalently lead to the formation of the stable β12
phase, while low temperature and high deposition rate favour the metastable
χ3 phase. Moreover, annealing at a higher temperature can convert the χ3
phase to the β12 phase, indicating greater stability of the latter.

The XPS investigation of the B/Ag(111) system provided useful information
about the chemical bonding environment of boron atoms in the borophene
sheet. Figure 1.6 depicts the XPS spectra for borophene samples grown at about
570 and 670 K, which show three spectral components for the S1 phase and two
for the S2 phase. The peaks intensity ratio shows that at low temperature roughly
the 90% of the surface is covered by the χ3 phase and just the 10% by the β12,
while at higher sample temperature the ratio is basically opposite, corroborating
the findings achieved by STM. Moreover, the three spectral components related
to the S1 phase show an intensity ratio of roughly 2:2:1, while the two S2 phase
components show 1:1 ratio. These findings turned out to be consistent with the
predicted ratios of fourfold, fivefold, and sixfold coordinated boron atoms con-
tained in the β12 and χ3 borophene crystal structures, respectively, as can be
appreciated by looking at the unit cell models of the two phases in Fig. 1.6.

9



Chapter 1. Introduction

Figure 1.5: Experimental and DFT simulated STM images, together with the struc-
ture models for phases S1 and S2 (namely β12 and χ3) Adapted from [12].

Figure 1.6: High-resolution XPS B 1s core level spectra for borophene samples
grown at 570 and 670 K, together with unit cell models for the (R-S2-χ3) and (D-
S1-β12) phases, with the boron atomic coordination numbers labeled. Adapted
from [13].

10



1.2. Elemental Boron

(a) B/Au(111) B 1s core-
level spectra.

(b) Schematic illustration of borophene growth dynam-
ics on Au(111) surface.

Figure 1.7: Adapted from [14]

B/Au(111)

Gold, in comparison to silver, is a noble metal which generally exhibits lower
chemical reactivity. Furthermore, the Au (111) surface is one of the rare
low-energy metal surfaces that undergoes reconstruction to minimise surface
energy. In 2019, Kiraly et al. reported the experimental synthesis by MBE of
borophene on this metal termination [14].

When boron is deposited at room temperature, it clusters on the Au(111) sur-
face, contributing with a pronounced peak in the XPS spectra of the B 1s core
level (see Fig. 1.7a) as a result of the limited solubility of boron in Au at room
temperature. On the other hand, when the growth temperature is increased
above 820 K, the integrated signal intensity in the B 1s spectrum considerably
decreases, indicating a reduced boron surface coverage. Thus, the process of
borophene growth involves the initial dissolution of boron into the bulk at high
temperatures, followed by surface segregation upon temperature reduction, as
schematically depicted in Fig. 1.7b.

Upon boron deposition, the herringbone reconstruction of the Au(111) trans-
forms into a strain-relieving trigonal network, with a characteristic periodicity
ranging from 5.5 to 8.0 nm, which acts as a growth template for small borophene
islands nucleating at the nodes. The STM images in Fig. 1.8 depict the boron
growth process, with the dashed hexagons illustrating the trigonal network. In-
creasing the boron dose eventually results in the breakdown of the trigonal net-
work and in the formation of larger borophene islands that are embedded in the
topmost layer of Au. As the boron dose further increases, the borophene sheets

11



Chapter 1. Introduction

(a) (b)

Figure 1.8: (a) STM images of the clean Au(111) surface, that shows the her-
ringbone reconstruction and of the following boron deposition at ! 820 K (b) In-
creasing boron dose results in the breakdownof the trigonal network andgrowth
of larger borophene islands. Adapted from [14].

grow producing domains that extend for at least several tens of nanometers, as
can be seen in Fig. 1.8b.

B/Al(111)

Honeycomb borophene (hB) stands out among the 2D boron polymorphs due
to the highest HH density (η = 1/3) and its similarity to graphene, which hosts
massless Dirac fermions and numerous other intriguing properties. The hB struc-
ture exists in nature as a part of the layered MgB2 which is a well-known high Tc
superconductor. Moreover, it is believed that the superconducting properties of
this metal diboride stem from the honeycomb structure exhibited by the boron
layers. Therefore, the mastery of the hB structure could pave the way to control
superconductivity in two-dimensional systems.

Nevertheless, regarding free-standing borophene phases, the honeycomb
lattice emerged as the least stable one, due to its high hole density and crit-
ical electron deficiency. However, the stability of the honeycomb phase dra-

12



1.2. Elemental Boron

matically increase with electron doping of the layer. When the doping value
reaches approximately 0.8 e-/atom (meaning each boron atom acquires one
electron, making it electronically equivalent to carbon), the honeycomb struc-
ture becomes the ground state. Consequently, the substrate plays a pivotal role
in stabilising the boron layer through net charge transfer.

Eventually, hB was experimentally synthesised in 2018 by Li et al. [15] by ex-
ploiting the Al(111) surface termination as a substrate. Boron was deposited by
MBE and the substrate temperature was maintained at 500 K during the growth
process. The Al(111) surface termination was chosen for two main reasons, the
first one regards the lowwork function of aluminium, which facilitates the charge
transfer towards the boron layer, achieving 0.7 e-/atom. The second one has
to be searched in the symmetry and in lattice constant of the surface (0.286
nm), which is very close to the predicted freestanding hB one (0.3 nm). Using
STM, they observed borophene islands with a height of 320 pm, which corre-
sponds to the height of a single-layer borophene, as shown in the images and
height profiles in Fig. 1.9. Atomically resolved STM images pointed out the honey-
comb lattice structure and allowed tomeasure the borophene lattice constant,
aAlB2 =0.29 nm. In addition, larger scale STM images revealed the characteristic
triangular corrugations of the borophene monolayer, with a period of roughly
7 nm and height difference in the range of 40–60 pm. The latter corrugation is
associated with the moiré superstructure induced by the lattice mismatch be-
tween the hB layer and the Al(111) surface. The corresponding coincidence
cell spans over (24x24)/(25x25) unit cells of the hB/Al(111) lattices, respectively.
In 2020, Geng et al. investigated the band structure of the B/Al(111) by means
of ARPES, proposing the formation of a superficial AlB2 layer. The analysis re-
vealed multiple bands, namely α, β, and γ, that intersect with the Fermi level in
the vicinity of the Γ point. Remarkably, these bands host two Dirac cones along
the Γ-K and Γ-M directions, as indicated by the red arrows in Fig. 1.10. Another
Dirac cone, arising from the pz orbitals of boron, is located at the K point, as indi-
cated by the red circle in Fig. 1.10a. Analysis of the ARPES measurements in Fig.
1.10b reveals the survival of the Dirac cones, without any distinct gap opening,
thus indicating weak interaction between the AlB2 layer and the substrate.

In 2021, Preobrajenski et al. [17] undertook one of the landmark studies re-
garding the understanding of the exact structure of hB on Al(111). Starting from
the 24:25 coincidence supercell, two structural models were proposed:

• Model 1: (24 x 24) hB unit cells are matching (25 x 25) unit cells of Al(111)
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Chapter 1. Introduction

Figure 1.9: STM images of the B/Al(111) system, together with the corresponding
height profiles Adapted from [15].

(a) Calculated band struc-
ture of the monolayer AlB2.

(b) ARPES second derivative image of pristine Al(111)
and of AlB2/Al(111), along the directions indicated,
measured with 25, 40 and 35 eV photons, respectively.

Figure 1.10: Calculated and experimental band structure for the AlB2/Al(111)
system. The three characteristic bands are indicated by α, β, and γ. Red arrows
indicate the Dirac cones protected bymirror symmetry along the high-symmetry
lines, while the red circle indicates the Dirac cone derived from the pz orbitals
of boron. The Al(111) surface state is observed and emphasised by the green
arrows, demonstrating the high order and cleanliness of the sample surface.
Adapted from [16]
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1.2. Elemental Boron

directly;

• Model 2: hB is lattice-matched to the topmost Al layer forming a one-layer
AlB2 and then (24 × 24) unit cells of this AlB2 layer are matched to the (25
× 25) unit cells of Al(111).

The main difference in the two model lies in the density of the topmost Al layer,
which is the same of the other Al layers forModel 2 while slightly less forModel 1.
The result of geometry optimisation, performed by DFT calculations, on both
models is shown in Fig. 1.11. The optimised structures turned out to be signifi-
cantly different in the two cases.

RegardingModel 1, the hB and topmost Al layers become both strongly cor-
rugated in-phase, with a corrugation as large as 2.4 Å. The latter corrugation
arises due to the tendency of Al atoms in the top Al layer to lattice-match the
hB sheet, in the largest possible surface area. Specifically, the topmost Al layer is
diluted to perfectly align with boron atoms at the corners of the supercell, push-
ing the exceeding atoms towards the second Al layer, which, in turn, undergoes
considerable corrugation. Similar qualitatively results were obtained by allowing
one more Al layer to relax during calculations. On the other hand, in Model 2,
the topmost Al layer is already lattice-matched with the hB layer, without ex-
ceeding Al atoms, resulting in faster convergence and smaller corrugation of all
layers with respect toModel 1. The hB layer and the top Al layer are again corru-
gated in-phase, but the corrugation amplitude does not exceed 0.35 Å, being
considerably closer to the experimentally measured values. To conclude, it ap-
pears that the creation of a lattice-matched AlB2 layer on the surface cannot
be avoided, occurring even starting from the Model 1 configuration.

By comparing the system STM images with the geometrical optimisation re-
sults, it is possible to exclude the formation of a nearly free-standing hB sheet on
the bare Al(111), as the high corrugation amplitude characteristic of Model 1

was never experimentally observed. Nevertheless, neither the milder corruga-
tion topography of Model 2 can completely reproduce the peculiar triangular
feature exhibited by the experimental STM images of AlB2 on Al(111). In order to
sort out the electronic features behind this specific appearance it is necessary
to define the differential electron density

∆ρ = ∆ρAlB2/Al(111) − ρAl − ρB (1.2)

where the latter two electron densities are calculated at the positions of Al and
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Figure 1.11: Layer-by-layer height profile maps for two models under study after
DFT geometry optimisation. For each model the profile map is shown for the
honeycomb B layer (Model 1 in (a) andModel 2 in (d)), the top Al layer (Model 1

in (b) andModel 2 in (e)), and the secondAl layer (Model 1 in (c) andModel 2 in
(f)). Notice the strong difference in corrugation figures between the twomodels.
the. Reported from [17].
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1.2. Elemental Boron

Figure 1.12: Origin of the supercell contrast in STM for the AlB2 monolayer on
Al(111). On the left, Isosurfaces of differential electron density (blue color, ∆ρ =
-0.007 e-/Å3) superimposed on the hB mesh (black lines) and second Al layer
(light yellow balls). Top Al layer is lattice-matched to hB and is therefore omitted
for clarity. Areas where hB is in bridge position relative to the second Al layer
are shown in gray; On the right, a comparison between a simulated and corre-
sponding experimental STM image in the constant current mode (20 × 20 nm,
average tip height 4.7 Å above the top B layer). Adapted from [17].

B atoms in the geometry-optimised Model 2. Figure 1.12 depicts an example
of a ∆ρ isosurface superimposed on the hB mesh and the second Al layer. It
can be noted that small variations in the electron density, across the supercell,
originate from the mismatch with the underlying Al substrate and explain the
observed STM contrast. Indeed, in the areas outlined by grey ovals in Fig. 1.12,
the negative electron density is mainly concentrated along the B-B bonds rather
than on the B atoms, as in the remaining part of the cell. By assuming darker
appearance for these specific areas it is possible to simulate an STM imageof the
supercell. Given the good theory-experiment match, depicted in Fig. 1.12, it is
reasonable to conclude that the STM contrast in this system originates essentially
from the variations of electron density of the surface dipole across the supercell
rather than by real topography.
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1.2.4 Chemically modified Borophene

The desire to both decouple borophene from the underlying substrate and in-
crease its energetic stability prompted us to attempt a chemical modification
of the borophene layer by exposure to gas phases. Indeed, the complex inter-
play of multiple phenomena that affect the 2D boron allotropes (i.e. HH den-
sity and distribution, charge transfer, substrate bonding, segregation, diffusion,
alloying, and others) can be influenced by the chemical potential associated
with a gas phase, which may have an impact on the decoupling of borophene
from the substrate. In particular, oxygen and hydrogen are ubiquitous gases,
which, upon dissociative chemisorption, are expected to affect the geomet-
ric and electronic structures of the 2D boron sheets and their interaction with a
specific metal substrate.

Borophene Oxide

Based on first-principles calculations, honeycomb borophene oxide (B2O) was
theoretically predicted to exhibit high stability, strong anisotropy [18] and super-
conductive properties [19]. Incorporation of oxygen atoms was proposed as a
promising way to oxidise an already prepared borophene layer. In fact, it should
be noted that the intrinsic electron deficiency of B atoms makes B-B bonds un-
stable, particularly under oxygen-rich conditions. Basically, borophene is indeed
an electron-deficient monolayer, especially in case of a high HH density struc-
ture, thus possibly favouring the formation of B-O bonds.

Nevertheless, when investigating borophene reactivity to molecular oxygen
at surfaces the role of the substrate cannot be neglected. In fact, oxygen inter-
action with the metal can be strong enough to induce relevant mechanisms
of surface metal segregation, responsible for the formation of surface oxide
films. This is e.g. the case of the self-limited growth at high temperature of the
well-known ultra-thin alumina film on Ni3Al(111). Kinetic restrictions apply to the
mechanism, which involves the ejection of Al atoms from the surface to form
the oxide film and formation of a low-density Al interface layer [20, 21].

Borophane: Hydrogenated Borophene

Recently, a Hückeloid model has been developed for planar boranes, where,
given a Kekulé structure (namely κ(S)) of a planar conjugated hydrocarbon, a
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Hückeloid model

Figure 1.13: Hückeloid model for planar boranes: given a Kekulé struc-
ture (namely κ(S)) of a planar conjugated hydrocarbon, a correspond-
ing borane canbeobtainedby replacingCwith B atoms andbyadding
two H atoms in bridge position instead of each double bond [22].

corresponding borane can be obtained by replacing C with B atoms and by
adding two H atoms in bridge position instead of each double bond, yielding
B(κ(S)) structures with added bridge hydrogen atoms [22]. Figure 1.13 depicts
the simple case of the ethylene molecule transforming into the diborane one.
Simirlarly, but starting from graphene, we clearly end up with hydrogenated hB,
namely honeycomb borophane.

Borophene hydrogenation could pave the way to intriguing new properties
of the 2D layer. Regarding hB, its hydrogenated counterpart is predicted as dy-
namically stable and is expected tomaintain (anisotropic) Dirac cones between
the Γ and X points in its electronic configuration, at least within the framework
of a tight-bindingmodel with terminal H atoms adsorbed on top of B atoms [23].

Moreover, the successful hydrogenation of a variety of supported
borophene polymorphs on Ag(111) was recently reported. The hydrogenated
phases included short-range ordered islands, as can be appreciated in Fig.
1.14a, stimolating the efforts towards the search for monophasic hydrogenated
boron monolayers. Nevertheless, the chemical modification of borophene
revealed indeed quite complex aspects, mainly associated with the typical B
multicentred bonding configuration and the anisotropic features of borophene.
In fact, hydrogenated borophene layers are characterised by the co-presence
of several distinct polymorphs, with most of the lattice geometries remaining
elusive due to the wide configurational space [25]. In fact, the co-existence
of different hydrogenation patterns on the same borophene polymorph sig-
nificantly increases the number of possible borophane configurations. As a
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(a) Representative STM images of various hydro-
genated borophene polymorphs (b) IETS spectra taken with the

stretch modes shown on top.

Figure 1.14: Reported from [24].
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result, the majority of these polymorphs could be mainly characterised only by
means of local surface science techniques like STM or STS (See Fig. 1.14) [24–26].
Moreover, the favoured hydrogen adsorption sites on different borophene
allotropes (like β12, χ3 and α’) depend on both the element ratios between B
and H (i.e. also on the hydrogen pressure) and on the local overlap between
B pz and H s orbitals [25, 26]. Interestingly, reduction of borophene results in
a certain, advantageous chemical passivation, in particular by lowering the
oxidation rates [24].

In this thesis, we present the synthesis and thorough characterisation of a
highly ordered hydrogenated honeycomb boron (H-hB) phase on Al(111) fea-
turing a single H-bonding site, as a step towards the realisation of a single, stable
honeycomb borophane phase. (see Sec. 4.1).
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1.3 Elemental Phosphorus

1.3.1 Bulk phases and allotropes

Phosphorus, similar to Carbon and Boron, has several allotropic forms. Indeed,
at least five crystalline polymorphs have been observed, in addition to various
amorphous or vitreous forms [27]. Three of these polymorphs, namely white,
red and black phosphorus, possess distinctive and contrasting physical and
chemical properties [28].

Phosphorus chemistry can be understood by considering its most common
allotrope: the waxy white phosphorus, which consists of P4 molecular building
blocks [29]. In fact, bulk crystals of this allotrope typically result from conden-
sation from gaseous or liquid states, forming a complex structure in which P4

units are held together by van der Waals interactions. The four atoms in the P4

molecule form a tetrahedral structure by linking each atom to its three neigh-
bours. This involves the formation of six single bonds, which result from the 3p

atomic orbitals. However, in this tetrahedral configuration, the bonds cannot
adopt a 90° angle like pure 3p orbitals would, thus resulting in the well-known in-
stability of the P4 molecule. Due to theweak P-P bonds in the P4 unit, white phos-
phorus is the most reactive and volatile solid allotrope and, thermodynamically,
the least stable. As a result, under certain experimental conditions, it can trans-
form into either black or red phosphorus, which are thermodynamically more
favourable.

Amorphous Red Phosphorus (RedP) was first obtained in 1848 by heating
white P out of contact with air for several days. The structure of RedP is con-
sidered to be a polymeric network of different building units. The building blocks
of RedP structures can be viewed as a derivative of the P4 molecule wherein
one P-P bond is broken, and one additional bond is formed with the neighbour-
ing tetrahedron, resulting in a chain-like structure, as can be appreciated in Fig.
1.15. While these networks typically exhibit only short or intermediate range or-
der, further heating or irradiation of RedP leads to its crystallisation, forming sev-
eral different crystalline allotropes [30].

Black Phosphorus (BlackP), which is the thermodynamically most stable
form of the element, exists in three crystalline and one amorphous forms.
BlackP was first obtained in its orthorhombic form by exposing RedP to high
pressure and high temperature [31]. Higher pressures convert it successively
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Figure 1.15: Atomic structures of most common phosphorus allotropes: white
(a), red (b), and black (c) phosphorus.

to the rhombohedral and cubic forms. Nevertheless, among all the BlackP
allotropes, the semiconducting puckered orthorhombic form received much
more interest owing to its unique graphitic structure and intriguing properties.

Figure 1.16: Evo-
lution of lattice
constants with
thickness. Different
symbols represent
different compu-
tational methods.
Adapted from [32].

Specifically, unlike other allotropes, orthorhombic BlackP is
characterised by a layered structure with strong covalent
in-plane bonds with respect to the weak van der Waals in-
terlayer interaction. Each phosphorene layer consists of a
distorted honeycomb structurewith six-atoms rings in chair
conformation. Armchair and zigzag edges can be iden-
tified in the lattice, with the atoms in a single armchair
chain located in two different atomic planes, resulting in a
strongly puckered honeycomb layer. Notably, the stack-
ing sequence of orthorhombic BlackP is different from the
ones adoptedby other layeredmaterials like graphite and
h-BN, with no atoms in a layer which are directly below an
atom of the neighbouring layer [32].

Recent studies have shown that BlackP can be exfo-
liated, similarly to graphite, to fabricate few-layer thick
sheets. Notably, ab initio calculations indicate a strongly
thickness-dependent lattice constant, as illustrated in Fig.
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(a) (b) (c)

Figure 1.17: Schematic diagram of the BlackP crystalline structure of obtained
from the relaxation of the structure using DFT calculations. The layered structure
is composed of sheets with the phosphorus atoms arranged in a puckered hon-
eycomb lattice. Adjacent layers interact by weak van der Waals forces and
are stacked with no atoms in a layer which are directly below an atom of the
neighbouring layer. (a) 3D representation. (b) Lateral view. (c)Top view. Thedis-
tances and angles displayed have been obtained by relaxing the crystal struc-
ture of a single-layer black phosphorus sheet. The distance value marked with
(*) has been obtained by relaxing the bulk structure. Adapted from [33].

1.16, denoting a robust interlayer coupling. In addition, photoluminescence
measurements indicated a thickness dependence and called for a calculation
of the band structure as a function of the number of layers [33]. Since all
three valence electrons participate in bonds, black phosphorus would be
semiconductor with a predicted direct bandgap of 2 eV at the Γ point of the
first Brillouin zone [34]. Figure 1.18 shows the evolution of the calculated band
structure with the number of layers. The calculated bandgap increases going
towards the single-layer case, as a result of decreasing interlayer interactions,
but, interestingly, the direct gap feature is always maintained, in contrast to the
behaviour of many other atomically thin materials.

Despite the poor stability of bulk BlackP in ambient conditions, the potential
to easily exfoliate the material and obtain thin sheets with selected electronic
and geometric structure holds promise for technological applications requiring
miniaturisation.
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1.3. Elemental Phosphorus

Figure 1.18: Calculated electronic band structure for monolayer, bilayer, trilayer
and bulk BlackP sheets at all high-symmetry points in the Brillouin zone. The en-
ergy is scaled with respect to the Fermi energy EF. Adapted from [33].

1.3.2 Phosphorene

Black Phosphorene

One monolayer, or few layers of BlackP are known as Black Phosphorene (BP).
Structurally, monolayer BP consists of covalently bonded phosphorus atoms.
In particular, each P atom is saturated by bonding with three neighbouring P
atoms and has a lone pair of electrons. This bonding configuration results in a
quadrangular pyramidal structure resembling a wrinkled honeycomb. In fact,
while free-standing borophene is mainly characterised by it intrinsic electrons
deficiency, BP has exceeding valence electrons with respect to graphene. This
results in the sp3 hybridisation of P atoms, in contrast with the sp2 state of carbon
atoms in graphene, which stabilise the flat honeycomb lattice.

Blue Phosphorene

The intriguing features of BP and its successful implementation in prototypical
technological devices have stimulated research on phosphorene, resulting in
the theoretical prediction of several other stable 2D phosphorus allotropes [35].
Amid them, single-layer Blue Phosphorene (BlueP) has emerged as one of the
most promising. It is nearly as stable as BP and has several intriguing character-
istics in common with it, namely the buckled quasi-planar honeycomb atomic
structure [36] (See Fig. 1.19), its conductivity properties [37] and the tuneable
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Figure 1.19: Crystal structure of BP and BlueP. Atoms in different planes are de-
noted by different colours and the unit cell and the in-plane lattice vectors are
shown in the top views. The lattice constants are |a1| = 4.43 Å and |a2| = 3.28 Å
for BP, and |a1| = |a2| = 3.15 Å for BlueP. Adapted from [39].

semiconducting band gap, which is achieved via layers addition [36] or exter-
nal field interaction [38].

1.3.3 BlueP/Au(111)

Due of the lack of a 3D counterpart, BlueP could be obtained only with a
bottom-up approach, i.e. by controlled deposition of P atoms on a suitable sub-
strate. The first experimental synthesis reported in literature regarded the forma-
tion of BlueP triangular patches on Au(111) [40–42], upon evaporation of BlackP,
arranged in a periodic rhombic unit cell corresponding to a (5 x 5) supercell with
respect to the substrate. The initial proposal for the surface structure consisted
of a pair of mirrored triangular islands, each containing 16 phosphorus atoms,
and was conceived by starting from standard STM topographic images [41].
Subsequently, exploiting complementary DFT simulations and new, atomically-
resolved STM imaging, the model was repeatedly revised, with increasing ac-
curacy and insight. In 2018, W. Zhang et al. proposed a more complex unit
cell with 38 P atoms [43], while Zhao et al. [44] revisited the original model, sug-
gesting the inclusion of single Au adatoms in the 2D unit cell. The latter model,
consisting of 18 P and 9 Au atoms, was obtained through a stochastic surface
walking algorithm, and offered the most accurate match with both STM images
[45] and dynamic LEED-I(V) [46] measurements.
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(a) (b) (c)

Figure 1.20: Top view and DFT simulated STM images of: (a) the first model
proposed with 16+16 P atoms in the (5×5)-Au supercell [41]; another supposed
model with 19+19 P atoms [43]; the last model proposed with only 9+9 P atoms
and 9 additional Au adatoms [44].

Remarkably, the band structure of numerous proposed models exhibited
common features in agreement with ARPES measurements, providing evidence
for a dominant P-induced band dispersion between the Fermi level and the Au
sp-band, situated approximately 2 eV below. In fact, Zhuang et al. claimed that
the observed bandgap of the P states matched the calculated one, despite a
very different band dispersion shape along k// [42]. For the same model, Golias

et al. showed that the simulated P-related bands consistently fall between
the Fermi level and the Au sp-band, although placed at a different BE with
respect to the experimental results [40]. Also the 18P-9Au alloy model exhibits
a dispersive band structure at low BE, partially resembling the experimental
evidence of Zhao et al. [44].

To summarise, developing a reliable atomic structure model of BlueP on
Au(111) has proved to be highly controversial and challenging, especially
with respect to the potential inclusion of Au adatoms bridging the triangular
P patches in the 2D sheet. In this thesis, we present the SXRD characterisation
of the BlueP/Au(111) system, with complementary support from STM and
ARPES experimental findings and from the comprehensive comparison with
theoretical DFT results. The aim of this work was to demonstrate the soundness
of the proposed atomic model, with particular attention on the potential
inclusion of Au adatoms within the BlueP 2D mesh. Indeed, looking towards
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future research, shedding light onto the driving force behind the incorporation
of hetero-atoms could aid in selecting suitable substrates for the growth of
complex 2D materials, such as BlueP, in the form of single, pure phases.
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Methods

The experimental results presented in this thesis were achieved exploiting sev-
eral complementary techniques, namely Infrared-Visible Sum Frequency Gen-
eration spectroscopy (IR-Vis SFG), Scanning Tunnelling Microscopy (STM), X-ray
Photoelectron Spectroscopy (XPS), Surface X-Ray Diffraction (SXRD), Near Edge
X-ray Absorption Fine Structure spectroscopy (NEXAFS), and Low-Energy Elec-
tronDiffraction (LEED). In this chapter, a brief description of someof the exploited
techniques is provided, without any claim to be exhaustive.

2.1 Spectroscopies

2.1.1 XPS

X-ray Photoelectron Spectroscopy (XPS) is a photon-in-electron-out surface sci-
ence technique. This spectroscopy is based on the investigation of the energy
distribution of core-level photoelectrons, extracted from the sample exploiting
the photoelectic effect stimolated by X-Rays. Specifically, one can determine
the binding energy EB of the electrons in the sample by using the measured
kinetic energy Ekin of detected photoelectrons exploiting Einstein’s relation

EB = hν − Ekin − W (2.1)

where hν is the X-rays photon energy, and W is the work function of the electron
analyser (see Fi. 2.3). The analysis of the photoemitted electrons allows to gain
information about their chemical environment, the structural dishomogeneities
in the system and the lifetime of the excited state induced by photoemission
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Figure 2.1: The universal curve of electron mean free path in solid matter based
on the equation in [47].

process. The short mean free path of photoelectrons through gas phase require
towork under UHVconditions (commonly up to !10-6 mbar), but the even shorter
mean free paths in solids provides to this technique excellent surface sensitivity,
as shown in the graph in Fig. 2.1, which reports the inelastic mean free path
as a function of electrons energy. This curve is commonly referred to as the
universal curve as it is largely unaffected by the chemical composition of the
solid. Of note, photoelectrons with a kinetic energy ranging from 10 to 1000 eV
are particularly well-suited for surface elemental analysis as their mean free path
measures below !10 Å.

Lineshape and data analysis

The basic lineshape of a photoemission process is given by a Lorentzian func-
tion [48]. The natural line width is determined by the lifetime of the core hole
created by the missing photoelectron in the ionised atom, which is related, by
the Heisenberg principle, to the probability of the core hole being filled by an
electron in a lower binding energy level. The core hole’s lifespan decreases as
the number of decay channels for electrons to fill it increases. The schematic in
Fig. 2.5 illustrates possible decay channels, such as Auger or radiative processes.

The uncertainty relation shows a link between the intrinsic peak width Γ and
the core hole lifetime τ:

Γ =
h

τ
(2.2)

where h is the Planck constant. Using Fermi’s golden rule for matter-radiation
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Figure 2.2: Energy level diagram showing the filling of a core hole, giving rise to
(a) direct photoemission, (b) X-Ray Fluorescence, and (c) non-radiative Auger
electron emission. Reported from [52].

interaction, the X-ray photoemission cross section can be evaluated considering
the metal ground state and the Fermi sea + one hole + the photoelectron in
the initial and final states, respectively [53]. The line shape of the photoemission
peak is therefore generally expressed as:

ILor(EKin) = I0
Γ/2π

(EKin − E0)2 + Γ2/4
(2.3)

where the Full Width at Half Maximum (FWHM) is denoted by Γ, and E0 is the po-
sition of the maximum intensity I0. The experimental energy resolution (related
to both the photon source and the energy analyser), the excitation of phonons
in the solid and the intrinsic sample inhomogeneity contribute to a Gaussian
broadening of the photoemission peak. In addition, shake-up and shake-off
events can affect the line shape with an asymmetry contribution: when a pho-
toelectron is ejected, it can lose part of its energy to other electrons. In metals,
for example, photoelectrons can create electron-hole pairs at the Fermi level or
excite plasmons (shake-up event). In a generic system, other electrons may be
emitted as a consequence of core ionisation (shake-off event). In both cases,
the actual photoelectron kinetic energy is lowered, so that the XPS peak has an
asymmetric tail at higher binding energies. Themost common parameterisation
for the core level line shape in photoemission spectra, including all the physical
effects mentioned above, is a Doniach-Šunjić function convoluted with a Gaus-
sian function [53]. The mathematical expression for a Doniach-Šunjić is basically
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a Lorentzian function with an asymmetry parameter α:

IDS(EKin) = I0
ΓE(1 − α)

((EKin − E0)2 + Γ2/4)(1−α)/2
ξ(EKin) (2.4)

where ΓE is the Euler Gamma function, and ξ(E) is defined as:

ξ(E) = cos

[

πα

2
+ (1 − α) tan−1

(

E0 − E

Γ/2

)]

(2.5)

The spectrawere analysedwith a fitting procedure based on χ2 minimisation.
As explained earlier, the fitting function is a Doniach-Šunjić profile convoluted
with a Gaussian. Each peak is described by five parameters: the Lorentzian
linewidth (Γ), the asymmetry parameter (α), the Gaussian linewidth (G), the in-
tensity (I0), and the binding energy position (E0).

2.1.2 NEXAFS

Near-Edge X-ray Absorption Fine Structure spectroscopy (NEXAFS) is a spectro-
scopic technique, initially devised in the 1980s with the goal of investigating the
structure of molecules bonded to surfaces, based on the investigation of X-ray
absorption of condensed matter. The technique constantly developed during
the following decades [54] and now is routinely exploited in surface science.
Despite the technical requirements, first of all the need for a high performance
synchrotron source, NEXAFS spectroscopy is a major method in order to achieve
reliable information about the geometric and electronic structure at surfaces.

When an electron absorbs a photon it can be either photoemitted or ex-
cited to an unoccupied state, depending on the amount of acquired energy.
In both cases a hole is created in the inner shell, with a finite lifetime. There are
two major ways for the hole to be filled: X-ray fluorescence and Auger electron
emission (See Fig. 2.6). In the first one, the recombination creates a photon
with energy correspondent to the electron transition, while in the second one
the exceeding energy is transferred to another electron that is emitted from the
atom. The latter is called an Auger electron. These two different possibilities
of recombination allow to investigate x-ray absorption by detecting either pho-
tons or electrons. Auger electrons detection is usually preferred because Auger
emission has bigger probability with respect to fluorescence in low Z electrons,
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Figure 2.3: Schematic representation of the two major ways for the hole
to be filled: X-ray fluorescence photon emission (left) and Auger elec-
tron emission (right). Adapted from [55].

mainly present in biological molecules. In addition, Auger signal detection of-
fers a better surface sensitivity because electrons have a way smaller inelastic
mean free path in solids with respect to fluorescence photons.

The NEXAFS experiments discussed in this work were performed in the so-
called partial electron yield (PEY) mode, consisting in suppressing lower kinetic
energy electrons, emerging from the sample, by applying a retarding voltage.
In fact, this mode is frequently exploited for the investigation of adsorbates on
surfaces because the surface sensitivity is considerably enhanced, allowing only
those electrons that emerge from the outermost surface region to be detected.
Further available options are the total electron yield (TEY) mode, where all elec-
trons that emerge from the surface are detected and the Auger electron yield

(AEY) mode, where electrons are selected in energy in order to collect only
Auger electrons.

Dichroism

Through NEXAFS it is possible to obtain important information on the geometric
structure of the molecules absorbed on a surface. In particular, investigation of
transitions to MO is usually revealing. In fact, one important feature of molecular
orbitals is that they have strong directional character and there is a one-to-one
correlation between the spatial orientation of the orbitals and the molecular
geometry. Thus for oriented molecules and polarized X-rays the intensities of
resonances associated with, for example, σ∗ and π∗ final states should exhibit a
dramatic and different angular dependence.
The angular dependence in the cross section is contained in the dipole matrix
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element, that for linearly polarized X-rays in the direction of unit vector e assumes
a simpler form

〈 f |e · p|i〉 = e 〈 f |p|i〉 = e · O (2.6)

where 〈 f |p|i〉 is the Transition DipoleMoment (TDM) and for a 1s initial state points
in the direction of the final state orbital O. The cross section and therefore also
the transition intensity become

Ii f ∝ | 〈 f |e · p|i〉 |2 = |e · O|2 ∝ cos2 δ (2.7)

where δ is the angle between vector field E and final state TDM O.

2.1.3 IR-Vis SFG

Infared-Visible Sum Frequency Generation spectroscopy (IR-Vis SFG) is a sur-
face sensitive photon-in photon-out technique that provides both vibrational
and electronic information. As a second order optical technique, the SF signal
can only be generated from non-centrosymmetric materials and is therefore an
intrinsically surface-sensitive technique. These second-order processes typically
have a low cross-section, so pulsed laser radiation is required to provide the high
peak power required to obtain a detectable output signal [56]. The surface
sensitivity, combined with the long mean free path of photons in the gas phase,
makes this technique suitable for the study of many interfaces (such as solid-
vacuum, solid-liquid, solid-gas, liquid-gas) at both UHV and NAP conditions. For
the system to be SF-active for a given normal mode on a metal surface, the
corresponding dipole must have a net component normal to the surface and a
net orientation in the range of a few hundred nanometres, which is the typical
wavelength of a visible photon [57, 58].

Theory

The IR-Vis SFG signal is generated at an interface using two laser beams, one in
the visible light region and the other in the IR region: in our setup the visible beam
is green with 532 nm wavelength, and the one in the infrared region is tuneable
between 2300 and 10000 nm. In order to generate SFG radiation IR and visible
laser pulses need to overlap at the surface, both spatially and temporally. The
visible beam induces an electronic transition to an excited virtual state, while the
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Figure 2.4: On the left an SFG signal is generated from two
laser beams, IR and visible, imping on a surface. On the right
a schematic representation of SFG transitions.

tuneable IR beam can excite a vibrational transition when the radiation energy
matches the energy of a vibrational resonance of the system. Both the IR or the
Vis photons can be first absorbed, but since the vibrational excited state has
a longer life-time than the electronic one, the anti-stokes process is generally
favoured (absorption of IR photon prior to Vis photon). The relaxation of this
excited state generates the emission of radiation with energy given by the sum
of the visible and infrared energies

ωSFG = ωVIS + ωIR (2.8)

A schematic representation of the process is reported in Fig. 2.7. SFG radiation
intensity is measured as a function of the IR energy to identify molecules and
gas adsorbates through their specific vibrational energies.

SFG as a non-linear optical process

In the description of amaterial’s response to an oscillating external electric field,
it is easier to start from a scalar electric field E(t) that generates a polarisation
P(t). In linear optics processes, the polarisation dependence on the electric
field is usually expressed by

P(t) = ε0χ(1)E(t) (2.9)

35



Chapter 2. Methods

where ε0 is the vacuum dielectric constant and χ(1) is the first order susceptibility
of the material. This relation is valid for weak fields. In the presence of strong
external fields (E ! 106 V/m) this relation is no longer valid and it is necessary to
expand the polarisation as a power series in E(t): using the formalism of [59] the
expression for the polarisation becomes

P(t) = ε0[χ
(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...]

≡ P(1)(t) + P(2)(t) + P(3)(t) + ...
(2.10)

where the coefficients are now given by higher orders susceptibilities. It is possi-
ble to generalise this description to take into account the vectorial nature of E(t)

and P(t) using tensorial notation for the susceptibilities: χ(1) becomes a second-
order tensor and χ(2) a third order tensor.

If the external impinging electric field is given by the sum of two different
components, oscillating at different frequencies, it can be written in the form

E(r, t) = E1(ω1)e
−i(ω1t−φ1) + E2(ω2)e

−i(ω2t−φ2) + c.c. (2.11)

where En(ωn) ≡ 1
2 Eneikn·r and En is the product of the amplitude and the po-

larization vector. Using the relation En(−ωn) = E∗
n(ωn) a more compact form of

(2.25) can be written:

E(r, t) = ∑
n

En(ωn)e
−i(ωnt−φn), n = −2,−1, 1, 2 (2.12)

where the sum extends over positive and negative frequencies, with
ω−n = −ω−n, taking into account the complex conjugate. It is now possi-
ble to write a cartesian component of the second order polarisation as

P
(2)
i (r, t) = ε0 ∑

jk
∑
nm

χ
(2)
ijk (ωn + ωm; ωn, ωm)Ej(ωn)Ek(ωm)e

−i[(ωn+ωm)t−/φn+φm)] (2.13)

where it is easy to see that the resulting components of the second order polar-
isation oscillate at different frequencies ωn + ωm with respect to the oscillation
frequencies of the field components. The sum over n and m produces differ-
ent components: second harmonic generation (SHG) at 2ω1 and 2ω2, differ-
ence frequency generation (DFG) at ω1 − ω2, sum frequency generation (SFG)
at ω1 + ω2 and optical rectification (OR) that is a non-oscillating term.
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We can now focus on the SFG component, with ω3 = ω1 +ω2, that becomes

P
(SFG)
i (r, t) =ε0 ∑

jk

[

χ
(2)
ijk (ω3; ω1, ω2)Ej(ω1)Ek(ω2)

+ χ
(2)
ijk (ω3; ω2, ω1)Ej(ω2)Ek(ω1)

]

e−i(ω3t−φ3)

(2.14)

using the relation χ
(2)
ijk (−ω3;−ω1,−ω2) = χ

(2)
ijk (ω3; ω1, ω2)∗. Assuming that the

nonlinear susceptibility has intrinsic permutation symmetry χ
(2)
ijk (ω3; ω1, ω2) =

χ
(2)
ikj (ω3; ω1, ω2) [59], the dummy indexes j and k can be interchanged, thus SFG

polarisation can be expressed by

P
(SFG)
i (r, t) = 2ε0 ∑

jk

χ
(2)
ijk (ω3; ω1, ω2)Ej(ω1)Ek(ω2)e

−i(ω3t−φ3) + c.c.

=
1

2
ε0 ∑

jk

χ
(2)
ijk (ω3; ω1, ω2)E1,jE2,kei(k3·r−ω3t+φ3) + c.c.

(2.15)

and, neglecting the spatial and temporal dependence, a more compact form
is obtained:

P
(SFG)
i = ε0 ∑

jk

χ
(2)
ijk E1,jE2,k (2.16)

Equation (2.30) is useful to derive a fundamental property of the SFG signal that
is the surface specificity, due to the fact that χ(2) vanishes for centrosymmetric
materials. When parity symmetry is applied to the polarisation and electric field
vectors they change sign (because they are polar vectors), while χ(2) does not
change sign because a centrosymmetric material is identical under inversion,
thus χ

(2)
ijk = χ

(2)
−i−j−k. It is possible to write

−P
(SFG)
i (r, t) = ε0 ∑

jk

χ
(2)
ijk (−E1,j)(−E2,k)

= ε0 ∑
jk

χ
(2)
ijk E1,jE2,k

(2.17)

that for a centrosymmetric materials only holds when χ
(2)
ijk vanishes.

This property is largely exploited in SFG spectroscopy experiments: due to
the fact that gas phases and many bulk materials are centrosymmetric, they
are not SFG active and they don’t contribute to the SFG signal. Therefore, SFG
spectroscopy is the perfect technique to obtain vibronic information about sur-
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Figure 2.5: Reflection at an interface for p and s polarized radi-
ation.

faces and interfaces that are intrinsically non-centrosymmetric media.

SFG in reflection geometry

In our case, the imping electric fields consist of a visible beam and a tunable
infrared beam. In the description of reflection at a surface, it is useful to decom-
pose an incident field EI into components polarized parallel (p) and perpendic-
ular (s) to the incidence plane as follows:

EI,x = −Ep cos θ

EI,y = Es

EI,z = Ep sin θ

(2.18)

where θ and the coordinate convention refer to Fig. 2.8. The total electric field at
the surface is given by the sumof the incident and reflected beams. If we define
the Fresnel amplitude coefficients for reflection (rp, rs) as in [57], the components
of the total electric field at the surface can be written as

Ex = −(1 − rp)Ep cos θ ≡ KxEp

Ey = (1 + rs)Es ≡ KyEs

Ez = (1 + rp)Ep sin θ ≡ KzEp

(2.19)

Exploiting equation (2.33), the SFG polarization in (2.30) can now be expressed
in term of the amplitude of the incident fields EI,1 = EIR and EI,2 = EVIS:

P
(SFG)
i = ε0 ∑

jk

χ
(2)
ijk KIR,jEIRKVIS,kEVIS (2.20)

38



2.1. Spectroscopies

Figure 2.6: Generation of an SFG signal on a surface from IR and
visible laser beams in reflection geometry.

The nonlinear polarization generates a surface bound SFG electric field. The
emission angle of the SFG signal is determined by the phase-matching condition
[57] that expresses the momentum conservation at the interface:

nSFGkSFG sin θSFG = nIRkIR sin θIR + nVISkVIS sin θVIS (2.21)

where n is the refractive index of the propagation medium, k the wavevector
and θ the angle between the beam and the normal to the surface. In our case
all the beams propagate in the same medium, thus refractive indexes can be
neglected. Angle notation refers to Fig. 2.9. It is possible to express the SFG
electric field in term of the induced polarization introducing the nonlinear SFG
Fresnel factors (L factors) defined in [57] and not reported here

Ei,SFG = LiP
(SFG)
i (2.22)

The intensity of the SFG signal depends on the square modulus of the electric
field, therefore the following relations hold:

ISFG ∝
∣

∣∑
i

Ei,SFG

∣

∣

2

∝
∣

∣∑
i

LiP
(SFG)
i

∣

∣

2

∝
∣

∣ε0 ∑
ijk

Liχ
(2)
ijk KIR,jEIRKVIS,kEVIS

∣

∣

2

(2.23)

Using the convention of Fig. 2.8, we note that p polarisation can have x and
z components, while s polarisation only has y components. The polarisation of
the incident beams determines the susceptibility tensor’s components that can
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be measured, thus it is important to have the control over polarisation in SFG
experiments.

Microscopic approach

The relation between SFG signal intensity and χ(2), that is the macroscopic av-
erage of molecular polarisabilities, has been found in the previous paragraph.
Microscopic molecular polarisation µ and imping electric field E are linked by
the relation

µ = µ0 + αE + βE3 + γE3 + ... (2.24)

which includes non-linear effects. β and γ are the first and second order hyper-
polarisabilities of the molecules adsorbed on the surface [66]. The tensor β is a
third-rank tensor, the same dimension of χ(2), describing the nonlinear response
of molecules on the surface to incident electric fields: different components
refer to different vibrational modes. The second-order susceptivity tensor is the
macroscopic averageof β: hyperpolarisability β undergoes substantial changes
when IR radiation is tuned through a resonance that is observed, through SFG
measurements, as a change in χ(2). We can use a molecular bound coordi-
nate system identified with indexes (a, b, c) instead of the surface one (i, j, k): an
example is reported in Fig. 2.10 where a molecule adsorbed on the surface is
tilted of a θ angle. The molecular coordinate system is simply related to the sur-
face one by three rotational matrixes R(ψ)R(θ)R(φ) that refer to the Euler angles
(ψ, θ, φ). The hyperpolarisability tensor becomes R(ψ)R(θ)R(φ)β and its macro-
scopic averaging can be written as:

χ
(2)
ijk =

N

ε0
∑
abc

〈R(ψ)R(θ)R(φ)βabc〉 (2.25)

where N is density of adsorbed molecules and the matrix element represents
an orientational averaging. A quantum mechanical expression for βabc can be
derived using perturbation theory [60]. In the case of visible radiation ωVIS far
from electronic resonances and infrared radiation ωIR close to a vibrational res-
onance ω0, the following simplified version can be used:

βabc =
1

2h̄

MabTc

ω0 − ωIR − iΓ
(2.26)
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Figure 2.7: Amolecule adsorbed on a surface, tilted of an angle
θ. The two coordinate systems are related by a rotation matrix
R(θ).

where Γ−1 is the relaxation time of the vibrational excited state, Mab and Tc are
the Raman and infrared transition moments respectively, defined in [61]. A se-
lection rule is immediately derived from (2.40): a resonance must be both Ra-
man and infrared active in order to be observed by means of an SFG transition
[62]. Eq. (2.40) has the shape of a lorentzian resonance and when inserted in
(2.39) it reveals the origin of the SFG signal intensity increasing near a vibrational
resonance.

Lineshape modeling

The description that led us to eq. (2.40) is based on an oversimplification of real
systems: a generic system composed of molecules adsorbed on a surface pro-
duces an SFG signal that is the combination of both themolecular and substrate
contribution. The molecular contribution to the susceptibility tensor χ

(2)
RES varies

sensibly as the infrared radiation is tuned through the vibrational resonances.
The substrate contribution doesn’t change, in a first approximation, with the in-
frared tuning and, together with the constant part of the molecular suscepti-
bility, it contributes to the non-resonant χ

(2)
NR susceptibility, usually approximated

with a constant value. The total susceptibility is therefore

χ(2) = χ
(2)
RES + χ

(2)
NR (2.27)
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For dielectric materials χ
(2)
NR contribution is small compared to the resonant part.

When the substrate is metallic χ
(2)
NR contribute is significant, due to the presence

of surface plasmon resonances [57].

To a practical extent, it is common to replace the susceptibility tensor intro-
ducing an effective scalar susceptibility [56] shaped as

χ(2)(ωIR) = ANReiφNR + ∑
n

Aneiφn

ωIR − ωn + iΓ

= eiφNR

[

ANR + ∑
n

Anei∆φn

ωIR − ωn + iΓ

]

(2.28)

where the sum runs over the various resonances of the system. The parame-
ters are real-valued amplitudes An, phases φn, resonance frequencies ωn and
resonance broadenings Γn related to their lifetimes. In the second line of eq.
(2.42) the non-resonant phase has been factorised and the phase differences
∆φn havebeen introduced: these represent the relative phase-shift of the nth res-
onance to the non-resonant background. The amplitudes An depend on the
density of molecules N and the electronic and vibrational transition moments,
respectively Mn and Tn as

An ∝ NMnTnδρn (2.29)

and the population difference between the ground and excited state δρn [63].
As said, SFG spectra can be modelled exploiting an effective scalar susceptibil-
ity, and combining equation (2.42) with (2.37) we obtain an expression for the
SFG signal intensity as a function of the infrared frequency

ISFG(ωIR) ∝
[

ANR + ∑
n

Anei∆φn

ωIR − ωn + iΓ

]2
IVIS IIR(ωIR) (2.30)

Frequency dependence has been explicitated in the infrared intensity to em-
phasise that, while visible radiation intensity is constant (except for laser instabil-
ities), IIR varies with the IR tuning: it is thus important to normalize the measured
SFG intensity taking into account for this effect.

SFG Setup

SFG measurements were performed exploiting a customised setup purchased
from the Lithuanian laser manufacturing company EKSPLA. All the components
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are controlled via LabVIEW software.

SFG measurements are performed using pulsed laser radiation: green light
at 532 nm and infrared radiation in the range 2300-10000 nm are generated in
the laser setup, overlap at the sample surface and then SFG output signal is
measured. The principal components of the setup are:

• a fourth class PL2230 Series Laser, generating the fundamental infrared
pulsed radiation at 1064 nm. The pulses are !30 ps long with a repetition
rate of 50 Hz and maximum pulse energy of 25 mJ. The peak power of the
fundamental radiation, defined as P = E/∆t (E being the maximum pulse
energy and ∆t the pulse duration) is !1 GW; the mean power is therefore
!1.25 W. The beam diameter is !6 mm;

• a Harmonic Unit H500 where second harmonics radiation at 532 nm
(green) is generated. Three outputs are produced at this stage: a beam
at the fundamental wavelength (1064 nm) with maximum pulse energy
of 15 mJ and two visible beams. One of the visible beams, with 1 mJ
maximum energy per pulse, is directly used to produce SFG radiation; the
other, with 10 mJ maximum energy per pulse, is exploited to generate the
tuneable infrared radiation. In this unit the temporal overlap of IR and
visible pulses can be modified by means of a delay line;

• an Optical Parametric Generator PG501/DFG1P where the 2300-10000 nm
tuneable mid-IR radiation is generated using the fundamental radiation
and one of the visible beams. The measured pulse average energy is !200
mJ;

• the SFG box: here the polarisations of the tuneable mid-IR and visible
beams are selected and the beams are spatially overlapped on the
sample, generating a SFG signal in the range 432-505 nm.

Fig. 2.11 is a schematic top view of the laser setup and SFG spectrometer
where the different sections described above can be identified. Additional in-
formations and technical details are reported in appendix A; information about
the laser setup and SFG spectrometer can be found in [64].
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Figure 2.8: Amolecule adsorbed on a surface, tilted of an angle
θ. The two coordinate systems are related by a rotation matrix
R(θ).

2.2 Diffraction

2.2.1 SXRD

Surface X-Ray Diffraction is a powerful technique that allows to determine with
high accuracy the structure of crystalline surfaces. SXRD technique is based
on the investigation of the so-called Diffraction Rods, generated by the X-ray
scattering from surfaces or interfaces. Being a photon-in photon-out technique,
SXRD has the great advantage that is possible to neglect the multiple scatter-
ing effects, with respect for instance to LEED. The high penetration length of
X-rays also allows to usually lift the require to work in strict UHV conditions. On
the other hand, to achieve sufficient surface sensitivity this technique requires a
collimated X-ray beam with very high intensity, i.e. synchrotron radiation, and
to work at grazing incidence.

Theory

Using X-Rays with an energy high enough it is possible to describe the diffraction
process in th eframewotk of the so-called, kinematic approximation, neglecting
multiple scattering processes and the interaction between the incoming and
scattered beams.

Considering X-rays as electromagnetic waves scattered by an electron-
density distribution ρ(r), the diffracted intensity I(q) can be expressed in terms
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of the Fourier transform of ρ(r) as:

I(q) ∝

∣

∣

∣

∣

∫

ρ(r) exp (iq · r)d3r

∣

∣

∣

∣

2

(2.31)

Introducing a periodic crystal with N1 × N2 × N3 cells and a periodicity
Rn = n1a1 + n2a2 + n3a3 (where a1, a2, a3 are primitive vectors and n1, n2, n3 are
integer numbers), the former expression can be factorised as:

I(q) ∝ |F(q)|2
∣

∣

∣

∣

∣

N1,N2,N3

∑
n1,n2,n3

ρ(r) exp (iq · Rn)d
3r

∣

∣

∣

∣

∣

2

(2.32)

where the first term is the square of the structure factor F(q) =
∫

ρ(r)d3r, which
includes the contribution to the scattering from the individual atoms in the unit
cell, while the second term contains the information about the periodicity and
can be rewriting as:

I(q) ∝ |F(q)|2
∣

∣

∣

∣

∣

∏
j=1,2,3

sin2 1
2 Njq · aj

sin2 1
2 q · aj

∣

∣

∣

∣

∣

2

(2.33)

In bulk crystals, the intensity I(q) is maximised when the transferred moment
q matches points in the reciprocal lattice q = ha∗1 + ka∗2 + la∗3 with h, k, l integer
numbers, and in these points the intensity is given by:

Ihkl ∝ |Fhkl |2N2
1 N2

2 N2
3 (2.34)

which diverges in the ideal case of an infinite crystal. Thus, the crystalline peri-
odicity results in a set of discrete spots, so-called Bragg points, in the diffraction
pattern, illustrated in Fig. 2.12a). Each Bragg peak is broadened and presents
weak lateral oscillations in intensity determined by the function in the second
term of eq. (2.47)

s(h) =
sin2 Nπh

sin2 πh
(2.35)

providing information about the degree of order of the probed area. In addi-
tion, the intensity of the Bragg spots decays as a function of the distance from
the origin of the reciprocal space due to the finite size of the electron density dis-
tribution within the atoms, whose contribution is included in the structure factor.
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Figure 2.9: Diffraction in reciprocal space in the case of a 3D
bulk crystal (a), a 2D thin film (b) and a truncated surface (c).
Adapted from [65].

In the case of a thin film, with periodicity only in the in-plane directions,
Rn = n1a1 + n2a2, the component qz of q, lifted from periodic constrains, be-
comes a continuous variable. This gives rise to the rods in the diffraction patter,
as depicted in Fig. 2.12b). The associated intensity then becomes:

Ihk ∝ |Fhk(qz)|2N2
1 N2

2 (2.36)

Notably the dependence of structure factor on the continuous out-of-plane
component qz account for the arrangement of the atoms in the direction nor-
mal to the surface, within the unit cell.

When a crystal is cut along a plane, creating a surface, the periodicity along
the out-of-plane direction is broken and the diffraction pattern results in a su-
perposition of 3D and 2D features, points and rods, as shown in Fig. 2.12c). The
resulting objects in reciprocal space are the aforementioned Crystal Truncation
Rods (CTR). By analysing the intensity modulations along the CTRs, it is possible
to get insight into the symmetry and positions of the atoms within the unit cell.

However, we are not usually dealing with an ideal truncation of the crystal
structure. Besides the cases molecular or atomic adsorption, phenomena such
as relaxation or reconstruction often occur in most real bare surfaces in order to
minimise the energy of the system. This usually lead to different periodicity with
respect to the bulk unit cell. Different out-of-plane periodicity results in intensity
modulations along the CTRs. On the other hand, the formation of a in-plane
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�z

(a) Adapted from [66].

(b) Adapted from [67].

Figure 2.10: Influence on the diffraction pattern generated by the relaxation of
surface (a) or formation of a surface superlattice (b).

superlattice creates new features, the so-called Surface structure Rods, that
are normally placed in different areas of the reciprocal space with respect to
CTRs, i.e. they correspond to non-integer values of Miller indexes. Both cases
are illustrated in Fig. 2.13.

Because of the intrinsically different signal originating from the surface and
from the bulk, it is convenient to express the total structure factor as the sum of
the two distinct contributions:

Ftot
hkl = Fbulk

hkl + F
sur f
hkl (2.37)

The surface contribution will modify the total structure factor amplitude if the
surface structure differs from the bulk. Starting from the general definition of
the surface structure as the Fourier transform of the electron density distribution
within the unit cell, as in eq. (2.46), it can be simplified as:

Fu
hkl = ∑

j

f je
−Mj eiq·r = ∑

j

f je
−Mj e2πi(hxj+kyj+lzj) (2.38)
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where the j index runs over the atoms in the unit cell, defined by the positions
rj = xja1 + yja2 + zja3, f j is the atomic scattering factor, and e−Mj is the Debye
Waller term that contains the contribute of the thermal vibration in the lattice.

In the case of the surface, it can be included also an occupancy parameter
θj, which accounts for the fact that, at the topmost layers, not all positions need
to be fully occupied:

Fsur
hkl = ∑

j

θj f je
−Mj eiq·r = ∑

j

f je
−Mj e2πi(hxj+kyj+lzj) (2.39)

In the case of the bulk, the scattering from all layers below the surface has
to be considered. Then, summing over all layers from −∞ to 0, it can obtained:

Fbulk
hkl = ∑

n

θjF
u
hkle

2πilnenα = Fu
hkl

1

1 − e2πilne−α
(2.40)

where α is the attenuation factor, accounting for different contribution of unit
cells deep inside the substrate. If we consider a small attenuation, i.e. α ' 0,
the bulk contribution can be approximated by:

Fbulk
hkl ≈ f racFu

hkl2 sin πl (2.41)

which, for integer values of l, diverges, as already qualitatively observed in the
previous paragraph.

Finally, surface roughness usually affect the intensity of the CTRs. This contri-
bution can be formally expressed by a prefactor multiplying the total structure
factor

F
rough
hkl =

1 − β
√

1 + β2 − 2β cos 2πl
Ftot

hkl (2.42)

calculated using an exponential roughness model, the so-called β-model, in
which the occupancy of the first layer equals (1 − β), the second layer (1 − β)2,
and so on, as illustrated in Fig. 2.14.

Data analysis and Simulations

The raw SXRD data collected at the SixS beamline consists of a series of 2D in-
tensity maps relative to the diffraction angles ω and δ. In addition to the de-
sired diffraction rod intensities, these data contain background scattering, tails
of substrate Bragg peaks and other unwanted signals. Careful data reduction is
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Figure 2.11: Surface roughness according to the so-called β-
model.

mapping onto 

(hkl) coord.

binning avg. intensities 
on a discrete grid

Figure 2.12: Graphical overview of the process performed by BINoculars.
Adapted from [68].

therefore required prior to analysis in order to extract the significant signal from
raw diffraction data. In general, data processing consists of background sub-
traction and integration of the intensities, which are finally adjusted with some
experimental correction factors.

The data collected in this experiment have been processed by the BINocu-
lars [68] software, which takes a series of images from a 2D detector, calculates
the corresponding reciprocal lattice coordinates (hkl) for each pixel, and
reduces the image collection to a single data set by averaging the intensities
of pixels taken at identical (hkl) positions within a user-specified resolution. The
intensity of each pixel is projected onto a three-dimensional grid in reciprocal
lattice coordinates using a binning algorithm. This transformation and the pixels
averaging are illustrated in Fig. 2.15. The integrated intensities are finally con-
verted into structure factors by simply applying the square root and introducing
some correction factors according to Eq. (2.50).
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In order to analyse the collected rods, we exploited ANA-ROD, a specifi-
cally developed software for surface X-ray crystallography [69]. Given the ini-
tial atomic position in real space, the program computes the structure factors
separating surface Eq. (2.53) and bulk Eq. (2.54) contributions. The structural
model of the system can be parametrised exploiting several different variables
(atomic position, roughness factor, etc.), which are then left free to vary in order
to minimise the discrepancies, measured in terms of the χ2, between the exper-
imental data and the simulated intensities. ANA-ROD is designed to work with
three types of input files: the data file, containing themeasured structure factors
as a function of the (h, k, l) coordinates for each diffraction rods, the surface file,
containing the positions of the atoms on the surface of the sample and a bulk

file, consisting of the theoretical positions of the atoms in the bulk substrate. The
surface file can contain more than a single layer, including the topmost layers
of the substrate which can be relaxed or reconstructed. An additional fitting file
can be created to introduce the specific displacements from the initial positions
to optimise the model.

The program allows for the displacement in three spatial directions, and
each atomcan bemoved singularly or collectively with other equivalent atoms,
according to the choice of the user, on the basis of symmetry arguments. This
can be obtained by labelling equivalent atoms with the same index, thus
imposing constraints in calculating the fit coefficients. Then, the x position of a
generic atom is calculated as:

x = xstart + C1
xV(Nδ1) + C2

xV(Nδ2) (2.43)

where xstart is the initial position, C1
x and C2

x are coefficients, while V(Nδ1) and
V(Nδ2) are the values of the displacement parameters labeled Nδ1, Nδ2. In ad-
dition to atomic displacements, ANA-RODallows the introduction of several sup-
plementary degrees of freedom to refine the model. The most commonly used
are:

• β: the roughness parameter, as defined in Eq. (2.56);

• fS: the surface fraction parameter that indicates the percentage of crystal
that is covered by surface layer.

• θ: the occupancy parameter indicating the probability of a certain posi-

50



2.3. Microscopy

tion at the surface to be occupied.

• B: the Debye-Waller parameter, that accounts for the thermal contribu-
tion.

To find the best fitting coefficients, the algorithm in ANA-ROD minimises the
χ2, but also calculates the R-factor, which is defined as:

R =
∑j |Ftheo

j − F
exp
j |

|∑j |F
exp
j |

(2.44)

This is another figure of merit function, as well as the χ2, that measures the data-
model discrepancies and can be used to check the reliability of the test struc-
ture, especially when dealing with several degrees of freedom.

2.3 Microscopy

2.3.1 STM

Scanning Tunnelling Microscopy (STM) represented a significant step forward
in surface science, allowing for the imaging of surfaces at the atomic scale.
It was first employed by Binnig and Roher in 1982 [70]. The measuring process
involves scanning a surface while locally probing it with an extremely sharp
conducting tip to examine the its topological and electronic structure. By
utilising this approach, samples can be examined with atomic resolution in the
real space, leading to the observation of crucial information, such as the shape
of the unitary cell, adsorbates distribution and deformation within the cell, and
long-range structures, including moiré pattern.

The physical principle underlying STM is the quantum mechanical phe-
nomenon of the tunnelling effect, in which a particle can surpass a potential
barrier that cannot be overcome classically. In quantum mechanics, an
electron is characterised by a wave-function ψ(z) that satisfies Schrödinger’s
equation:

− h̄2

2m

d3

dz2
ψ(z) + U(z)ψ(z) = Eψ(z) (2.45)

where m is the electron mass. Let’s now consider the case of a piecewise-
constant potential barrier, as sketched in Fig. 2.16. In the classically allowed

51



Chapter 2. Methods

Figure 2.13: Difference between classical and quantum theory. In quantumme-
chanics, an electron has a non-zero probability of tunneling through a potential
barrier. Adapted from [71].

region, where E > U , the solutions of the Schrödinger’s equation are:

ψ(z) = ψ(0)e±ikz where k =

√

2m(E − U)

h̄
is the wave vector. (2.46)

While in the classical forbidden region, where E < U the solution becomes:

ψ(z) = ψ(0)eκz where κ =

√

2m(U − E)

h̄
is the decay constant. (2.47)

In this case, the probability density for an electron to be located in z is propor-
tional to |ψ(0)|2e−2κz, which represents a non-zero probability for the electron to
penetrate the barrier. Using this elementary model, we can explain the metal-
vacuum-metal tunnelling, as shown in Fig. 2.17. STM measurements involve the
application of voltage between a sharp metallic tip and the sample surface,
while scanning the x and y coordinates. If a sample is biased positively with re-
spect to the tip, electrons tunnel from the tip into the sample’s empty states. For
a negative bias, they tunnel from the sample’s occupied states to the tip. The
potential barrier can be approximated as the sample surface’s work function
(φ). This is the energy needed to remove an electron from the Fermi level (EF) to
the vacuum level. Therefore, for electron levels near EF, neglecting the thermal
energy contribution, we obtain the following current:

I ∝ |ψ(0)|2e−2κd where κ =

√

2mφ

h̄
and d is tip-sample distance. (2.48)
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Figure 2.14: One-dimensional tunnelling model.

Considering a typical metal work function of φ ≈ 4eV, a reasonable value of the
decay constant is about 1 Å-1. This gives an estimation of the current decay
with distance of about one order of magnitude with a distance increase of 1 Å.

To extend the tunnelling problem fromone to three dimensions, wewill adopt
Bardeen’s formalism [72]. The tunneling probability from a state ψ, on one side
of the barrier, to a state χ, on the other side, can be expressed by the matrix
element as:

M =
h̄

2m

∫

z=z0

(

χ∗ ∂ψ

∂z
− ψ

∂χ

∂z

)

dS (2.49)

where z = z0 is any separation surface lying entirely in the vacuum region be-
tween the sample surface and the tip. Then, the tunnelling current can be ex-
pressed through the Fermi golden rule as:

I =
4πe

h̄

∫ −∞

−∞

[

f (EF − eV + ε)− f (EF + ε)
]

ρS(EF − eV + ε)ρT(EF + ε)|M|2dε (2.50)

Assuming that kBT is small enough to approximate the Fermi distribution f (E)with
a step function, and the matrix element M almost constant within the energy
range of interest, the last equation is simplified as:

I ∝

∫ eV

0
ρS(EF − eV + ε)ρT(EF + ε)|M|2dε (2.51)

Within the Bardeen’s formalism, the tunnelling current is then expressed as a
convolution of the density of states of the sample and the tip. Considering now
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the Tersoff-Hamann approximation, in which the tip has only one s-like orbital in
the apex atom [73], the tunnelling current can be expressed as:

I ∝

∫ eV

0
ρS(rT, ε)dε (2.52)

where ρS(rT, ε) is the local density of states of the sample at energy ε and at the
position of the tip apex rT.

During STMmeasurements, the sample can bemapped by either measuring
the resulting tunnelling current I or the sample-tip distance d. In the former
method, the vertical coordinate z is fixed while the tunnelling current, which
is dependent on d, is measured. In the second case, I is maintained at a
constant value while z is constantly adjusted by a feedback loop to keep the
current constant. The measured values of either I or z are used to generate a
2D graphical representation of the surface structure [74]. The tunnelling current
depends not only on the sample-tip distance but also on the chemical species
that the tip is probing, through the density of states.

Valuable information about the electronic Density of States (DOS) can also
be obtained from Scanning Tunnelling Spectroscopy (STS). According to the
Bardeen’s formalism and assuming a constant DOS for the tip, from Eq. (2.66) its
first derivative can be written as:

dI

dV
∝ ρS(EF − eV) (2.53)

Thus, DOS near the Fermi level can be determined directly by analysing the first
derivative of the tunnelling current. To obtain dI/dV spectra experimentally, the
lock-in technique is utilised to extrapolate the signal of interest, which is the first
derivative of the tunnelling current. STS measurements are generally carried
out by placing the tip over a surface site of interest before switching off the
feedback loop and ramping the voltage while recording the signal from the
lock-in amplifier.
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Figure 2.15: Schematic layout of the beamline optics.

2.4 Laboratories

2.4.1 The FlexPES beamline at MAX IV

The XPS and NEXAFS data relative to the B/Al(111) system presented in this thesis
were collected at FlexPES (Flexible PhotoElectron Spectroscopy) beamline of
the MAX IV Synchrotron located in Sweden.

The FlexPES beamline offers the possibility to perform a variety of photoemis-
sion and soft X-ray absorption experiments in the photon energy range 40-1500
eV. The photon source is a linearly-polarising undulator with 48 full periods and
a maximum effective field of 0.8 T. The optical scheme, depicted in Fig. 2.18,
is based on the collimated plane-grating monochromator (cPGM), astigmatic
intermediate focus and switchable refocusing mirrors. The maximum beamline
acceptance is 0.62 mrad x 1.36 mrad (h x v) and corresponds to full illumina-
tion of M1. Acceptance can be reduced using movable masks in the front end
and/or baffles in front of the monochromator.

FlexPES beamline consists of two experimental stations, the Surface & Ma-
terial Science (SMS) branch and Low Density Matter (LDM) Branch. We used
the SMS branch, where there are two focal points; the first one is inside the
permanent UHV end station (called EA01), which is used for studying various
on-surface processes. The second focal point (2.5 m downstream) is on an
open port (called EA02), which is reserved for user-provided end stations. The
permanent UHV end station EA01 on the SMS branch is dedicated to photo-
electron and x-ray absorption spectroscopy studies on surfaces and thin films.
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(a) Main chamber.

(b) Analysis chamber.

Figure 2.16

It comprises four chambers: an analysis chamber with detectors, two prepa-
ration chambers with sample transfer and treatment facilities, and a fast entry
chamber with a sample garage.

2.4.2 The PEARL beamline at P.S.I.

The XPS and STM data relative to the B/Ni3Al(111) system presented in this the-
sis were collected at PEARL (Photoemission and Atomic Resolution Laboratory)
beamline of the SLS (Swiss Light Source) Synchrotron located at the Paul Scherrer
Institute (PSI) in Switzerland.

The PEARL beamline is installed at a 1.4 T bending magnet X03DA which de-
livers a smooth photon spectrum with a critical energy of 5 keV. The main polar-
isation mode of the bending magnet is linear horizontal. By tilting the trajectory
of the stored electron beam, the polarisation can be switched to elliptical. The
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PEARL optics, which is schematically depicted and 3D rendered in Fig. 2.20, is
designed for the 100-2000 eV photon energy range, covering the core-level XPS
lines of most chemical elements. The beamline should deliver high photon flux
at photon energies between 500 and 1000 eV. For measurements with chemical
state specificity, the energy resolution should be tuneable to at least 0.1 eV in
this energy range.

The experimental station, depicted in Fig. 2.20 is divided into three sub-
systems: one (attached to the beamline) for the photoemission measurements,
one for scanning tunnelling microscopy and one for surface preparation. All
processes and measurements take place in UHV at a base pressure below
2x10-10 mbar. The sub-systems are connected by a reliable in situ sample
transfer system. The sample preparation system provides standard surface
science techniques for preparation (ion bombardment, annealing by radiative
heating) and characterisation (LEED, AES, RGA). The low-temperature STM
provides real-space sample characterisation down to atomic resolution. The
photoemission station is designed as a state-of-the-art ARPES facility with a
Carving 2.0 six-axis manipulator designed by PSI and Amsterdam University,
and a Scienta EW4000 hemispherical electron analyser with 2D detection.

2.4.3 The IR-Vis SFG laboratory

The SFG, LEED and AESmeasurements presented in this thesis were performed at
the Visible and Infrared Spectroscopy Laboratory (VISpLab, University of Trieste).
Samples are prepared in a UHV chamber and SFG spectra are taken in a high-
pressure cell. In order to obtain a reliable surface characterisation, it is important
to prepare the samples in a controlled environment to prevent contamination
both during the preparation and the measurements.

The experimental chamber, depicted in Fig. 2.21, consists of a cylindrical am-
agnetic stainless steel UHV chamber with 30 cm diameter, a pumping section
and a high-pressure cell (HP cell) designed for the SFG experiments. The three
sections are made independent through gate valves. The pumping section is
located below the preparation chamber and hosts a cryogenic pump (10) cou-
pled with a titanium sublimation pump, and an ion pump (12). The preparation
chamber is also pumped by a turbo molecular pump (4), prepumped by a di-
aphragm pump. When the gate valve between the preparation chamber and
the pumping section is opened, a background pressure of 5 × 10-11 mbar can
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(a) Schematic layout of the beamline,
showing the optical path of the X-rays
from the bending magnet to the end-
station. The principal optical elements
are: bending magnet (BM), focusing mir-
ror (FM), plane grating (PG), plane mirror
(PM), exit slit (SL), refocusing mirror (RM).

(b) 3D rendering of the optics segment
of the beamline. The X-rays from the syn-
chrotron enter the beamline from the left
hand side. The major components (on
concrete supports) are, from left to right:
Focusing mirror, monochromator, exit slit,
gas cell (diagnostics), refocusing mirror.
The beamexits on the right side to the ex-
perimental station (not shown).

(c) The experimental station at PEARL.

(d) Conceptual rendering of the end-
station. The three substations for angle-
resolved photoelectron spectroscopy
and diffraction (XPS/XPD, green), scan-
ning tunneling microscopy (LT-STM,
blue) and surface preparation (red) are
connected to a central, rotary sample
transfer under UHV. The synchrotron
radiation (SR) enters the XPS/XPD station
along the path marked by an arrow.

Figure 2.17
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be achieved. The presence of a fast entry lock loading system (5) allows the
sample loading into the UHV system without breaking the vacuum. It is inde-
pendently pumped by a turbomolecular pump coupled with a backing pump
(11) for the pre-pumping (we will refer to this pumping group as turbo pumping
station), that grants a background pressure lower than 10-8 mbar.

A magnetic transfer arm (7) is employed to load (or unload) the sample-
holder from the fast entry lock and the twomanipulators (the preparation cham-
ber’s one and the one present in the HP cell). The sample-holder allows to heat
the sample up to 1300 K in UHV and 700 K at 1 bar by means of resistive heat-
ing. The sample is caged by a tantalum wire (0.2 mm diameter) fitting in a slot
on the sample’s side. Such configuration minimises the mechanical stress due
to the wire thermal expansion and contraction, thus reducing the probability
of sample damage during heating and cooling. The sample’s temperature is
measured via a K-type chromel-alumel thermocouple spot-welded at the back
of the sample.

The HP cell is located behind the preparation chamber and coupled with
the SFG box. It consists of a steel cylinder (6 cm diameter) and two barium
fluoride (BaF2) windows that allow the transmission of the visible, IR and SFG ra-
diation with nearly 100% efficiency. They can sustain a pressure difference up
to 1 bar. IR and visible beams are not at normal incidence with respect to the
window, in order to avoid back reflection into the SFG setup (that may damage
the optics). The cell is equipped with its own manipulator that provides (x,y,z)
translations, polar rotation and the possibility to tilt the sample. Pressure is mea-
sured through a full range gauge (FRG) working in the 5× 10−9 - 103 mbar range,
that is made of a cold cathode gauge and a pirani gauge connected in series.
A gas line, which can handle up to three different gases, is present. The SFG
cell can be independently pumped by the scroll pump (9) and by the turbo
pumping station (11).

As said before, the preparation chamber is dedicated to the preparation
and characterisation of samples. It is equipped with a LEED (low energy elec-
tron diffraction) setup (6) and an AUGER electron spectroscopy setup. A mass
spectrometer (2), an ion gun (used to sputter the sample) and a gas line (8) are
also present. The pressure is measured using an ion gauge working in the range
3 × 10−11 - 10−3 mbar. The top part of the preparation chamber ends with the
manipulator (1) that provides four degrees of freedom: the three translations
(x,y,z) and the polar rotation.
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Figure 2.18: Overview of the preparation chamber, equipped
with: (1) a manipulator, (2) a mass spectrometer, (4) a turbo
molecular pump, (5) a fast entry lock loading system, (6) a LEED
setup, (7) a transfer arm, (8) a gas line, (9) a scroll pump, (10) a
cryogenic pump, (11) a turbo pumping station and (12) a ionic
pump. The SFG box (3) can also be seen.
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2.4.4 The SIXS beamline at SOLEIL

The SXRD data presented in this thesis were collected at SixS (Surfaces interfaces
x-ray Scattering) beamline of the SOLEIL Synchrotron radiation facility, Gif-Sur-
Yvette, France.

SixS is a wide-energy range (5 -20 keV) beamline dedicated to structural
characterisation of surfaces, interfaces (solid-solid or solid-liquid), as well as
nano-objects in controlled environments by means of many surface-sensitive x-
ray scattering techniques. The SixS optics layout is schematically depicted in Fig.
2.22. SixS beamline consists of two experimental stations: the multi-environment
diffractometer (MED) can accommodate various sample environments, such as
high-pressure reactivity chambers, electrochemical cells, Langmuir troughs. It
allows for scatvertical and horizontal diffraction geometry for surface-interface
diffraction. The UHV endstation, exploited in this thesis work, is equipped with
a z-axis diffractometer, depicted in Fig. 2.23, and a two-dimensional hybrid
pixel detector (XPAD S140) to collect the scattered radiation intensities. This
endstation has an unique design, consisting of an assembly of three chambers
equipped with the standard UHV tools (evaporators, ion-guns, etc.) and
specific instruments (STM, LEED, AES).

2.4.5 STRAS Laboratory

The STM measurements presented in this thesis have been performed at the
STRAS laboratory at CNR-IOM laboratories in Trieste, in the groups of prof. G.
Comelli. In particular, the STM instrument usedwas acommercial Omicron scan-
ning tunnelling microscope operating at low temperature (LT-STM).

The LT-STM is basically an STM designed for working at very low temperatures,
allowing to carry out stable imaging and spectroscopy of the sample surface.
The system is formed by a preparation chamber separated from the STM cham-
ber by a gate valve. The preparation chamber is pumped by a turbo pump
together with an ion pump equipped with a titanium sublimation cartridge and
a liquid nitrogen cooled cryopanel, keeping the vacuum in the low 10−10 mbar
range. The vacuum in the STM chamber is maintained in the range of 10−11

mbar through an ion pump.
The experimental setup, depicted in Fig. 2.24 consists of a commercial

Omicron LT-STM with a dedicated UHV chamber equipped with a carousel
where tips and samples can be stored, retrieved and inserted into the LT-STM
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Figure 2.19: Scheme of SixS beamline at SOLEIL Synchrotron.

Figure 2.20: SixS beamline at SOLEIL Synchrotron facility.
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Figure 2.21: The STRAS Laboratory experimental setup: commercial Omicron LT-
STM and preparation chamber.

using a wobble stick. To prevent any stray radiation from causing a rise in the
temperature of the sample, the optical access windows of the chamber have
been equipped with infrared filters. The Omicron LT-STM head accommodates
a piezoelectric hollow cylinder made of a single tube, with the tip fixed at
the top. The cylinder is divided into four quadrants by four electrodes, and
by administering an appropriate voltage difference between the quadrants
and the inner electrode, the piezoelectric cylinder can be bent to scan the
tip across the sample (x-y plane) with sub-angstrom resolution. Furthermore,
the scanning tunnelling microscope (STM) tip can be moved orthogonally to
the surface of the sample in the z-direction by applying a voltage difference
between the inner and outer surfaces of the cylinder. To ensure mechanical
isolation, the STM head can be suspended using three springs. Additionally,
an eddy current damping system is employed to effectively and smoothly
dampen any possible low frequencies.
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Chapter 3

Borophene Growth

In this chapter, a detailed description of the growth process of B-based bidi-
mensional nanostructures on two selected metal surface terminations, specifi-
cally Al(111) andNi3Al(111), is provided. The as-grownmaterials were thoroughly
characterised both structurally and electronically in a multi-technique experi-
mental approach bymeans of XPS, NEXAFS, STM/STS, with a particular interest in
investigating the intricate interplay between B and Al alloying and segregation,
which subsequently leads to the formation of a range of B and B-Al polymorphs.

3.1 B/Al(111)

3.1.1 Sample Preparation

The clean Al(111) substrate was prepared by repeated cycles of Ar+ sputter-
ing (Isputt = 10 µA, t = 10’, Esputt = 1 keV) followed by annealing at about 600
K. Elemental Boron was evaporated from a pure boron rod of 5 mm diame-
ter (Goodfellow) heated by electron bombardment, exploiting a homemade
evaporator, (depicted in Fig. 3.1) in a residual background pressure in the range
of 10-10 mbar. The B deposition rate was kept in a range between 0.05 and
0.20 ML/min by monitoring B coverage via a combination of LEED, XPS, and AES
measurements. During B evaporation the sample was held at 500 K. The crys-
talline quality of both the Al surface and the B layer was checked by monitoring
the LEED diffraction pattern. As shown in Fig. 3.2, the clean aluminium surface
produced a clear (1 x 1) diffraction pattern with minimal background signal.

65



Chapter 3. Borophene Growth

Figure 3.1: Homemade evapo-
rator, exploiting electron bom-
bardment of a solid B rod from
a tungsten filament, limited by a
Wehnelt and isolated by a Tan-
talum screen.

Upon boron evaporation, it was shown by Pre-

obrajenski et al. [17] that the B layer is so
strongly coupled to the substrate that the ter-
minal Al layer is substantially involved in the
formation of the hB phase, yielding a coupled
AlB2 superlattice with triangular symmetry
and a coincidence supercell spanning over
(24x24)/(25x25) unit cells of the AlB2/Al(111)
lattices, respectively. The LEED diffraction pat-
tern undergoes significant changes following
B evaporation, revealing additional spots indi-
cating the formation of the AlB2 lattice, encir-
cled by further spots related to themoiré coin-
cidence superstructure produced by the lat-
ticemismatch between the overlayer and the
underlying Al surface. The lattice parameters
of the AlB2 layer and the generated moiré superstructure were determined by
accurately analysing the LEED diffraction pattern, with aAlB2 = 2.975 ± 0.010 Å
and aS = 7.5 ± 0.6 nm, respectively. Our results are consistent with those re-
ported in the literature [15–17], thus confirming the formation of the AlB2 moiré
superstructure.

When the evaporation rate is increased, additional spots are observed in the
LEED pattern (red arrows in Fig. 3.2c). In particular, the supplementary config-
uration exhibits a 30° rotation, yet displays a reciprocal lattice vector in accor-
dance with that of the Al(111) surface termination.

3.1.2 XPS and NEXAFS

The investigations of electronic core levels and of X-Rays absorption edges, by
means of XPS and NEXAFS techniques, are essential to reveal the chemical
bonding environment of selected atomic species in the system. In this section,
the analysis of the B 1s and Al 2p core levels and of the B 1s absorption edge
are reported for the AlB2/Al(111) system. The dissection of the system electronic
structure was crucial in order to provide experimental evidence of the theoret-
ically predicted large charge transfer from the Al substrate to the hB system [8,
15, 17, 75] and to characterise the B atoms chemical enviroment in the B-based
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(a) (b) (c)

Figure 3.2: LEED diffraction patterns, corresponding to an electron energy of 47.5
eV, of the clean Al(111) surface (a) and of the AlB2/Al(111) system obtained
tuning the boron deposition rate to 0.05 (b) and 0.15 (c) ML/min. The arrows
indicate the diffraction spots of the Al(111) surface (yellow), the AlB2 layer (blue)
and the moiré superstructure (green).

structures. In addition, these results will be used as a starting stage in order to
understand the behaviour and the reactivity of the AlB2/Al(111) systemwhen it’s
exposed to ubiquitous gases as molecular oxygen and atomic hydrogen (See
Sec. 4.1 and 4.2). The data presented in this section have been acquired at the
FlexPES beamline at the MAX IV Synchrotron facility in Lund (Sweden).

B 1s

Figure 3.3a shows the B 1s core level photoemission spectrum collected at room
temperature for the AlB2/Al(111) system together with its best fit curve and the
corresponding deconvolution profiles for each spectral components. The best
fitting parameters are reported in Appendix A.1.

As already reported by Preobrajenski et al. [17], the formation of a second
layer of AlB2 starts before the first layer is complete. Due to this, the B 1s core level
spectrum is characterised by three spectral components, at 187.76 (B1), 187.47
(B2) (-0.29), and 187.10 (B3) (-0.66) eV, originating from the B atoms involved in the
AlB2 multilayered structure. In particular, the B atoms forming a single AlB2 layer
contribute to the B1 component, which is the predominant one as expected for
B coverages lower than 2 ML. By contrast, the B2 and B3 components originate
with the formation of a second AlB2 layer and are associated with B atoms in
the topmost layer, which is elevated due to the presence of a B underlayer,
and with the latter B underlayer itself, respectively. The balls model in Fig. 3.3a
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depicts the system atomic structure, with each ball color reflecting the color of
the corresponding component in the spectra. At higher binding energies the
spectrum reveals a minor contribution at 188.46 (+0.70) eV, which is ascribed to
residual oxygen contamination (of the order of 1% ML) interacting with B atoms.
In the end, the core level deconvolution presents an additional component,
namely BH, at 187.27 (-0.43) eV, associatedwith reduced Batoms, which intensity
is compatible with zero, as indicated by the displayed error bar.

Al 2p

Figure 3.3b shows theAl 2p core level photoemission spectrumcollectedat room
temperature for the AlB2/Al(111) system, together with its best fit curve and the
corresponding deconvolution profiles for each spectral component. In the fig-
ure is presented also the XPS spectrum for the clean Al(111) system. The best
fitting parameters are reported in Appendix A.1.

While the spectrum from clean Al(111) shows just a single spin-orbit doublet,
namely Al1, with the 2p3/2 component at 72.70 eV, upon Bevaporation the spec-
trum revealed two additional doublets, Al2 and Al3, with the 2p3/2 components
at 73.30 and 73.92 eV, respectively. The spin-orbit splitting was left free to vary,
but constrained to the same value among all the doublets, and turned out to
be equal to 0.41 eV. The Al1 doublet, present in both the AlB2/Al(111) and pris-
tine spectra, is associated with the contribution from bulk Al atoms, while the Al2
and Al3 doublets, which grow upon B evaporation, are associated with Al atoms
consisting the topmost and buried AlB2 layers, respectively. The balls model in
Fig. 3.3b depicts the system atomic structure, with each ball color reflecting the
corresponding component in the spectra.

B K-edge

Figure 3.4 shows the B K-edge NEXAFS spectra collected at room temperature
for the AlB2/Al(111) system. The data, collected in the partial electron yield
mode, are depicted as a function of the angle between the electric field of the
impinging, linearly polarised X-ray radiation and the normal to the surface. The
dichroic behaviour of the system can be further appreciated by examining the
difference spectrum obtained from the 70° and 20° spectra. All NEXAFS spectra
are normalised to the incident photon intensity and to the integral intensity under
the curves.
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(a) B 1s XPS spectrum, hν = 270 eV.
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(b) Al 2p XPS spectrum, hν = 150 eV.

Figure 3.3: XPS spectra for the AlB2/Al(111) system together with their best fit
curves and the corresponding deconvolution profiles for each spectral com-
ponents. The accompanying structural models elucidate the colour code and
component assignments with respect to the corresponding atomic species. In
red the XPS spectrum for the clean Al(111) system
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Figure 3.4: Angle-dependent NEXAFS B K-edge spectra for the AlB2/Al(111) col-
lected in partial electron yield mode. The directions refer to the angle between
the electric field of the impinging, linearly polarised X-ray radiation and the nor-
mal to the surface. The dichroic behaviour of the system can be further ap-
preciated by examining the difference spectrum obtained from the 70° and 20°
spectra.

Closer examination of the absorption spectra reveals that the intensity below
192 eV is associated with transitions from the B 1s level to unoccupied states with
predominantly π (out-of-plane) character, and in particular a distinct feature is
observed at 188.0 eV due to the 1s→2p(π*) resonance. Above 197 eV, the spec-
tra are dominated by transitions to σ-like (in-plane) states, but a sharp 1s→2p(σ*)
feature is yet visible at 192.4 eV, yielding an overall π*-σ* energy separation of
4.4 eV.

3.1.3 STM

The microscopic investigation of the system upon boron evaporation by means
of STM allowed to further characterise the growth process. In particular, even
with boron coverage close to 2 ML, which corresponds to a complete single
layer of AlB2 on Al(111), small patches of clean Al can still be found on the sur-
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Figure 3.5: Current first derivative (dI/dV) STS data for each detected phases.

face. This is due to the previously discussed formation of a second AlB2 layer
before the first one is complete. However, in addition to clean Al patches and
the AlB2 multi-layered structure, careful inspection of the surface revealed the
presence of additional, previously undiscovered, ordered phases, as shown in a
selection of STM images in Figs. 3.6 and 3.7. Through adjustment of either the de-
position rate or the substrate temperature during growth, it is possible to partially
tune the relative abundance of the identified B-induced phases. Nevertheless,
the small energy separation of the different phases and kinetic hindrance ef-
fects prevent to isolate one single phase. Consequently, we used the growth
parameters that provided the best AlB2 quality, rather that focusing on further
mapping of the parameter space. Figure 3.5 presents the first derivative (dI/dV)
STS data collected at each of the identified phases. Sampling different regions
of the moiré pattern resulted in comparable dI/dV profiles. Thus, the depicted
curves are obtained upon averaging over several sampling positions with no
loss of information. Apart from the curve related to the α regions, which cor-
responds to clean Al terraces and correctly exhibits typical metallic behaviour,
the remaining B-induced phases, indicated in the following with the letters β, γ,
δ, and ε, can be divided in two groups by examining the electronic structure of
empty states. Specifically, while the γ and ε structures show a distinct compo-
nent at about 1 eV, in both the β and δ structures the latter state is detected at
higher energy, about 1.5 eV above the Fermi Level, in the πregion.

Getting into closer details of the system morphology, it can be noticed that
the clean Al terraces appear as flat patches with atomic step boundaries pref-
erentially oriented along the principal crystallographic directions. In addition,
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(a) The insets highlight the alignment directions of the striped structures of the β phase;
Measuring parameters: Vbias = -2.0 V, I = 300 pA, scalebar = 10 nm.

α B Al

ε γδ

β

(b) Sketchy models of the various borophene phases, with B atoms colours matching
the B 1s deconvolution in Fig. 3.3b.

Figure 3.6: STM imaging of the boron growth on Al(111).
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(a)Measuring parameters: Vbias = -1.0
V, I = 300 pA, scalebar = 10 nm.

(b)Measuring parameters: Vbias = -1.0
V, I = 300 pA, scalebar = 10 nm.

(c)Measuring parameters: Vbias = -2.0
V, I = 300 pA, scalebar = 10 nm.
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Figure 3.7: STM imaging of the boron growth on Al(111).
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the characteristic and widely reported [15–17] moiré corrugation stands out in
most of collected images.

Furthermore, it’s worth noting that also the β phase exhibits a triangular su-
perstructure, which, despite showing a different appearance, is related to that
observed in the γ phase, as the two share the same lattice parameter and are
in-phase. Moreover, the β regions include other structural features. Specifically,
as highlighted by the high-constrast insets in Fig. 3.6a, this phase is characterised
by the presence of 1D stripes rotated by 30° with respect to the moiré super-
structure lattice. The β regions can be divided into separate domains in which
all stripes are well-ordered and oriented in the same direction, with transverse
periodicity of 2.0 ± 0.3 nm. The 30° angle between the stripes orientations and
the main crystallographic directions suggests the association of these ordered
structures with the formation of the supplementary spots detected in the LEED
pattern in Fig. 3.2c although we don’t have enough information to support or
dismiss this hypothesis. Moreover, The physical reason behind the formation of
these mono-dimensional structures is not completely clear, as they may be ei-
ther related to the morphology of the system or to its local density of states.
However, due to the lack of atomic resolution on this region, discrimination be-
tween the two possible explanations is not feasible.

Although the lack of atomic resolution precludes a deeper understanding
of the geometric atomic structure of the B-induced phases in the system, it is
still possible to propose a tentative model to explain the system’s morphology
and gain a better understanding of the growth process. The sketchy models
in Fig. 3.6b depict the stacking arrangement of the B and Al layers in the dif-
ferent domains. In the framework of this interpretative picture, the γ and the
ε phases are associated with the first and the second AlB2 layers, respectively,
which are widely documented in the literature. By contrast, the β and the δ
phases represent previously undiscovered structures. In particular, the latter are
associated with intermediate phases in the formation process of a complete
and lifted AlB2 layer. Specifically, when B is deposited on the Al surface, it read-
ily forms the AlB2 structure, coupling with the topmost Al layer. Nevertheless, the
newly formed AlB2 layer remains embedded in the surface, prevented from re-
leasing the strain generated by the increasing lattice constant of the topmost
Al layer [17]. This frustrated phase is associated with the previously described β
domain, which suggests to interpreting the above-mentioned stripes as strain-
releasing structures.
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β γ δ ε

Heights 1.6 ± 0.1 Å 3.2 ± 0.1 Å 4.3 ± 0.1 Å 6.4 ± 0.1 Å

Ball Model

Appearance

Table 3.1: Heights of the different phases with respect to the underlying
Al(111) termination together with the corresponding ball models and phase
appearances.

Consistently, the δ phase is associated with the formation of a second
(intercalated) B layer, namely AlB2/B. In fact, this region displays both the
(24x24)/(25x25) moiré pattern, which coincides with the one of the AlB2, and a
finer, well-evident corrugation with a periodicity of 2.4 nm. Again, we think that,
in analogy to structure β, in the case of γ the strain at the AlB2/AlB2/Al(111)
interface is not yet released while, finally, a complete AlB2/AlB2 double-stack
appears (ε) upon the complete lifting of γ.

The investigation of the relative heights among the different regions provides
further evidences in support of this interpretative model. Figure 3.7d depicts the
step profiles collected along the coloured paths in Figs. 3.7a–3.7c. By carefully
examining the step profiles, we estimated the heights of the different phases
with respect to the underlying Al(111) termination. The results are presented
in Table 3.1, along with the corresponding ball models and appearances, to
provide a comprehensive overview. It’s worth notice that the measured height
values for the γ and ε phases are compatible with the formation of one and two
honeycomb AlB2 layers, respectively. By contrast, the measured height values
for the β and δ phases turned out to be roughly half of the latters (1.6 vs 3.2 Å
and 4.3 vs 6.4 Å), supporting the interpretative model presented above.
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3.2 B/Ni3Al(111)

As discussed in the previous section, using the Al(111) surface termination as
substrate, B evaporation resulted in the formation of an AlB2 layer, a quite far sit-
uation with respect to the growth of a appealing quasi-freestanding borophene
monolayer. By exploiting Ni3Al(111) termination as substrate, instead of the pure
aluminium, wewould impact the charge transfer process between the substrate
and the boron overlayer, due to the reduced fraction of Al atoms involved in
electron doping compared to pure aluminium and to the considerably differ-
ent electronic and geometric structure of this surface termination. As will be
presented in the following section, this results in the formation of novel intriguing
B-based 2D structures.

3.2.1 Sample preparation

The clean Ni3Al(111) substrate was prepared by repeated cycles of Ar+ sputter-
ing (Isputt=10 µA, t=10-15’, Esputt=2.5 keV) followed by annealing at about 1100
K. Exposure cycles to O2 have been added in between the cleaning cycles in
order to reduce sample contaminants such as carbon and its compounds. El-
emental Boron was evaporated by PVD following the recipe described above
for the Al(111) termination (see Sec. 3.1.1). The B deposition rate and the B cov-
erage were monitored by means of AES or XPS.

3.2.2 LEED

A preliminary structural characterisation of the B/Ni3Al(111) system was
achieved by using LEED. In particular, Figure 3.8 displays two LEED diffraction
patterns, corresponding to an electron energy of 60 eV, acquired before and
after boron evaporation. The two LEED images exhibit well-defined diffraction
spots with distinct intensity contrast against the background, providing evi-
dence for the long-range chemical and structural order of the clean Ni3Al(111)
surface. Upon B evaporation, the LEED diffraction pattern does not undergo
any macroscopic substantial modification. In particular, the persistence of
sharp diffraction spots demonstrates the formation of well-ordered B structures
on the surface. Otherwise, if the boron overlayer lacked any well-defined order,
deposition of almost 2 ML of B on the surface would significantly deteriorate
the LEED diffraction pattern. Furthermore, no new diffraction features can be
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(a) (b)

Figure 3.8: LEED diffraction patterns, corresponding to an electron energy of
60 eV, of the clean Ni3Al(111) surface before (a) and after (b) evaporation of
an estimated boron coverage of 2 ML. The red and blue arrows indicate the
reciprocal lattice vectors of the (1 x 1) and (2 x 2) structures, respectively.

detected upon evaporation, indicating that the boron layer is completely com-
mensurate with the substrate. This implies that the symmetry and periodicity of
the boron superstructure are analogous to that of the Ni3Al(111) substrate. In
particular, after boron evaporation, the (2 × 2) LEED pattern persists, remaining
almost completely intact, suggesting that the lattice formed by the boron
atoms follows the (2 x 2) symmetry. Nevertheless, at this preliminary stage, we
cannot exclude the formation of a boron superstructure commensurate to the
(1 x 1) substrate structure with the (2 x 2) diffraction signal due to the underlying
substrate structure or to patches of clean Ni3Al(111).

While the aforementioned observations stand true for LEED images gathered
over an extensive energy range ranging from 40 to 200 eV, at some specific elec-
tron energies we havedetected some slightly variations in the relative intensity of
non-equivalent spots upon B evaporation. Indeed, Figure 3.9 depicts two LEED
diffraction pattern, corresponding to an electron energy of 47 eV, acquired be-
fore and after boron deposition. The difference in the relative intensity of the
(2 x 2) diffraction spots can be noticed upon direct inspection of the diffraction
pattern but it’s confirmed by examining the intensity profiles along the marked
directions presented in the bottom insets of fig.3.9. Nevertheless, the implication
of this detail is not immediately clear, and a qualitative analysis of LEED images
does not provide conclusive evidence. Additionally, this qualitative analysis is
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(a) (b)

Figure 3.9: LEED diffraction patterns, corresponding to an electron energy of
47 eV, of the clean Ni3Al(111) surface before (a) and after (b) evaporation of
an estimated boron coverage of 2 ML. In the insets at the bottom the intensity
profiles along the marked paths, which intersect the (2 x 2) structure diffraction
spots.

unable to provide exact details regarding the atomic structure of the surface
system, including the adsorption sites and the chemical environment of boron
atoms. In order to obtain a precise determination of the actual structure of
B/Ni3Al(111) we performed additional measurements with a local surface sci-
ence technique such as STM.

3.2.3 STM

Microscopic examination of the B/Ni3Al(111) system, exploiting STM, allowed
further insight into the atomic structure of the B layer and its growth process. The
data presented in this section have been acquired at liquid Helium temperature
exploiting a LT-STM available at the PEARL beamline at the SLS (P.S.I.) in Villigen
(Switzerland). Boron was evaporated on the Ni3Al(111) substrate, cleaned as
described in Sec. 3.2.1, in UHV conditions at a deposition rate of 0.07 ML/min,
for a deposition time t = 10’ and the substrate held at 495 K, for an overall boron
coverage of 0.7 ML.

Figures 3.10a and 3.10b present large-scale STM images of the B/Ni3Al(111)
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surface. As can be noticed, the sample exhibits large and flat atomic terraces,
as suggestedby the quality of the LEEDdiffraction pattern analysed in Sec. 3.2.2.
Nevertheless, it is important to note that the B coverage in this case is nearly a
quarter of that in the LEED experiment. In fact, the morphological characteris-
tics of the system do not seem to be homogeneous on a large scale. In particu-
lar, somewide darker islands with a size of around 10-20 nm are visible, as well as
smaller bright protrusions ranging in size from less than one to five nanometers,
associated with boron clusters.

Nevertheless, upon scrutinising the system on a smaller scale it becomes evi-
dent that the surface exhibits local ordering, as depicted in Fig. 3.10c. The dark
islands that characterise the systemat large scale are highlighted by green lines.
The darker appearance of these regions is due to a fractional adsorbed carbon
monoxide contamination. This assumption is supported by the XPS investigation
of the system which compatibly revealed minor oxygen and carbon contami-
nations.

Bartels et al. [76] presented a reliablemethod for CO-functionalysing a scan-
ning tunnellingmicroscope tip by transferring a singlemolecule from theCu(111)
surface, and vice versa. CO molecules adsorbed on a metal surface appear
as depressions with a protruding point in the centre (and a surrounding halo de-
pending on the measuring bias) when examined with a functionalised tip. The
comparison depicted in Fig. 3.11 clearly supports our identification of the darker
regions of the surface as Ni3Al(111) with fractional CO contamination. However,
the adsorbed CO molecules seem to be essentially confined to these regions,
hence having no impact on the growth of B-based structures in the rest of the
surface, which we shall explore in the following sections.

Other distinctive features detected on the surface are some dark triangular
depressions surrounded by two elongated protrusions on each side, highlighted
by blue lines in Fig. 3.10c. We can ascribe these arrangements to a structure
that is locally similar to the ultrathin alumina film on Ni3Al(111), and thus to
a local oxidation of the surface. The latter identification was based on the
work by Schmid et al. [77] which determined the structure of the ultrathin
(
√
67×

√
67)R12.2° aluminium oxide on Ni3Al(111) by a combination of STM and

DFT. The comparison depicted in Fig. 3.12 between the Al2O3 film on Ni3Al(111)
and the above mentioned triangular features confirms our identification of the
latter as a localised surface oxidation.
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(a) Large scale STM image show-
ing large and flat atomic terraces;
measuring parameters: Vbias = -2 V;
I = 100 pA; Size = 300x300 nm.

(b) Large scale STM image showing
some wide darker islands as well as
smaller bright protrusions; measuring
parameters: Vbias = -0.8 V, I = 100 pA,
Size = 200x200 nm.

(c) Measuring parameters: Vbias = -0.5 V, I = 300 pA, Size = 40x16 nm.

Figure 3.10: STM imaging of the boron growth on Ni3Al(111) at different examin-
ing scale.
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(a) Measuring parame-
ters: same as Fig. 3.10c;
scalebar = 1 nm.

(b) Measuring parameters: I = 1 nA. Adapted
from [76].

Figure 3.11: Comparison of STM images depicting (a) an enlargement of a
CO domain from Fig. 3.10c measured on the Ni3Al(111) surface and (b) CO
molecules adsorbed on Cu(111) measured with a CO-functionalised tip.

(a) Measuring parame-
ters: same as Fig. 3.10c;
scalebar = 1 nm.

(b) Measuring parameters: Vbias = 58 mV;
I = 35 nA; size = 10 nm wide. Adapted from [77].

Figure 3.12: Comparison of STM images depicting (a) an enlargement of a local
oxidated region from Fig. 3.10c measured on the Ni3Al(111) surface and (b)
surface oxide, with threefold and sixfold rotation axes of the oxide are marked
by triangles and hexagons, respectively.
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The red lines in Fig. 3.10c identify the clean Ni3Al(111) surface regions, which
show the stoichiometric (2 × 2) surface arrangement of aluminiumatoms. In par-
ticular, from the analysis of the height profiles along the main crystallographic
directions depicted in Fig. 3.13a, we obtained a (2 x 2) lattice constant of 5.2
± 0.3 Å, which is consistent with the value reported in the literature (a(2 x 2) =
5.03 Å). The apparent lack of regions displaying a discernible long range (2 x
2) lattice is attributed to the challenging imaging of the Ni3Al(111) surface ter-
mination via STM. In fact, this substrate is characterised by localised chemical
disorder, largely resulting from regions with an incorrect stoichiometric ratio, and
the presence of distorting charge density waves [78], which hinder collection of
well-ordered images over a long range.

Closer examination of Fig. 3.13a reveals, besides the conventional bulklike
(2×2) arrangement of aluminium atoms on the bare Ni3Al(111) termination, a
distinct additional atomic arrangement displaying brighter spots. Notably, this
supplementary structure appears to follow the (2×2) symmetry of the underly-
ing substrate, as proved by the height profiles depicted in Fig. 3.13b that shows
perfectly aligned maxima. Domains of this new structure are present in several
regions around the surface, as can be appreciated by the series of STM images
in Fig. 3.14. Based on the analysis of height profiles along the traces indicated
in the latter figure, it was found that the height difference between the clean
surface lattice and the newly observed bright protrusions lies within a range of
(0.10 - 0.25) Å. As a result, we suppose that this distinctive configuration could
be ascribed to the incorporation of boron atoms into the substrate lattice, thus
substituting the topmost aluminium atoms.
In other regions of the surface, several distinct triangular-shaped protrusions

can be detected, as can be appreciated by looking at Fig. 3.10c. The height
difference between the clean Ni3Al(111) surface and these triangular protru-
sions has been measured by analysing the height profiles depicted in Fig. 3.15
and resulted in values ranging from 0.80 up to 1.00 Å. The latter findings suggest
that B atoms tend to aggregate, forming clusters with a triangular shape. Some
of these clusters reveal an inner structure consisting of three bright spots while
others are characterised by a blurred appearance. Moreover, we deduced
that the triangular boron clusters form on the substrate by utilising substitutional
boron atoms as nucleation sites, as can be inferred from Fig. 3.16, noticing how
these structures grow directly along a main crystallographic direction of the B-
embedded substrate.
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(a) STM image showing a region of the clean Ni3Al(111) surface and respective
height profiles along themain crystallographic directions. The analysis of the height
profiles along the (2 x 2) lattice resulted in a distance between two aluminium near-
est neighbour of 5.2 ± 0.3 Å, consistent with the tabulated value reported in the
literature. The reported profiles have been vertically shifted for better clarity
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(b) STM image showing a region of the clean Ni3Al(111) surface and the boron
atoms embedded substrate, with their respective height profiles along amain crys-
tallographic direction.The perfectly aligned maxima of the two profiles support the
substitution of superficial aluminium atoms with embedded boron atoms.

Figure 3.13: STM images with the corresponding height profiles. The length of the
markers at the ends of the line profiles in the STM images indicates the averaged
thickness.
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Figure 3.14: STM images the embedded boron atoms arrangement with the
corresponding height profiles. The length of the markers at the ends of the
line profiles in the STM images indicates the averaged thickness.
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Figure 3.15: STM images depicting the triangular shaped B clusters with the
corresponding height profiles. The length of the markers at the ends of the
line profiles in the STM images indicates the averaged thickness.
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Figure 3.16: STM images depicting the triangular-shaped protrusions. Some
of these B clusters reveal an inner structure consisting of three bright spots
(solid line triangles) while the others are characterised by blurred appear-
ance (dashed line triangles).
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3.2.4 XPS

The investigation of electronic core level structure via XPS is crucial in disclosing
the chemical bonding environment of selected atomic elements in the system.

In this section, the Ni 2p3/2, Al 2p and B 1s core levels are reported. The anal-
ysis of the system electronic structure was crucial in order to shed light onto the
internal structure of the B-based structures detected by STM and described in
the previous section. In addition, these results will be used as a starting stage
in order to understand the behaviour and the reactivity of the B/Ni3Al(111) sys-
tem to molecular oxygen (see Sec. 4.3). The data presented here have been
acquired at the PEARL beamline at the SLS (P.S.I.) in Villigen (Switzerland).

To investigate the borophene growth process and to explore its complex pa-
rameters space, different sample temperatures and deposition times were em-
ployed to understand the role of each parameter in the system dynamics and
kinetics, including surface and bulk atoms diffusion and segregation. Specif-
ically, after the Ni3Al(111) substrate was cleaned as described in Sec. 3.2.1, B
was evaporated following three selected recipes, which are carefully described
in table 3.2. The effective B coverage was experimentally evaluated exploiting

Sample Deposition Deposition Measured
Temperature Time Rate B Coverage

A 495 K 10’ 0.07 ML/min 0.7 ML
B 415 K 10’ 0.07 ML/min 0.7 ML
C 490 K 30’ 0.07 ML/min 1.6 ML

Table 3.2: Deposition parameters employed in the three sample prepa-
ration recipes.

XPS survey spectra taken at 750 eV photon energy, comparing the Al 2s and
B 1s peak intensities, which were normalised in accordance with their respec-
tive photoionisation cross sections (B 1s: 0.047 Mbarn and Al 2p: 0.063 Mbarn).
Considering the electron mean free path in the Ni3Al alloy (λNi3Al =16.6 Å) and
the interlayer distance (dNi3Al =2.00 Å) we can thus estimate the number of lay-
ers contributing to the Al 2s signal intensity. Then, by comparing the intensities of
B 1s and Al 2s core levels, we can determine the number of evaporated boron
monolayers with respect to the Ni3Al(111) substrate.

Upon analysis of the resulting B coverage from the various recipes, we ob-
serve that adjusting the sample temperature (415 K compared to 495 K) while
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keeping the deposition time constant (t = 10’) led to the really same B cover-
age (ΘB) of 0.7 ML. On the contrary, triplicating the deposition time (t=30’), but
keeping the sample at high temperature (490 K), resulted in a boron coverage
just about doubled with respect to the previous cases. This clearly suggest the
dissolution of boron atoms into the bulk with increasing coverage.

Ni 2p3/2

Figure 3.17 shows the Ni 2p3/2 core level photoemission spectra collected at
room temperature andat hν=1000 eV for the B/Ni3Al(111) andpristine Ni3Al(111)
systems, together with their best fit curves and the corresponding deconvolution
profiles for each spectral components. The best fitting parameters are reported
in Appendix A.2.

In the photoemission spectrum corresponding to the clean surface, two
spectroscopic features can be distinguished at 852.24 eV (Ni1) and at +6.143 eV
(higher) binding energies, corresponding to the adiabatic Ni 2p3/2 core level
signal and to a secondary peak due to a surface plasmon loss, respectively.

Upon boron evaporation, a new component grows at +0.446 eV (Ni2), at-
tributed to Ni atoms in direct contact with boron atoms. Furthermore, a modu-
lation of the relative peak intensities is evident through a comparison of spectra
corresponding to the various growth recipes. Specifically, we noted an increase
in the Ni2 component intensity at the expense of the Ni1 one, by both lowering
the sample temperature or increasing the boron coverage. The latter trends
imply that, when the substrate temperature or B coverage are higher (495 K or
1.6 ML), boron atoms diffuse into the subsurface region, while at low substrate
temperature (415 K), they mainly remain on the surface, in a manner similar to
that reported in the case of borophene growth on the Au(111) substrate [14].

Al 2p

Figure 3.18 shows the Al 2p core level photoemission spectra collected at room
temperature and at hν=150 eV for the B/Ni3Al(111) and pristine Ni3Al(111) sys-
tems together with their best fit curves and the corresponding deconvolution
profiles for each spectral components. The best fitting parameters are reported
in Appendix A.2.

The photoemission spectrum relative to the clean surface displays the spin-
orbit doublet associatedwith the bulk Al atoms, with the 2p3/2 peak at a binding
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Figure 3.17: Ni 2p3/2 XPS spectra for the B/Ni3Al(111) and pristine Ni3Al(111) sys-
tems (acquired at hν = 1000 eV) together with their best fit curves and the cor-
responding deconvolution profiles for each spectral components. The spectra
can be fitted with three individual components, attributed to: the bulk Ni atoms
(Ni1, grey) at 852.24 eV, Ni atoms bonded to B atoms (Ni2, green) at +0.446 eV
and the surface plasmon component (white).
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Figure 3.18: Al 2p XPS spectra for the B/Ni3Al(111) and pristine Ni3Al(111) systems
(acquired at hν = 150 eV) together with their best fit curves and the correspond-
ing deconvolution profiles for each spectral components. The spectra can be
fitted with three spin-orbit components, attributed to: the bulk Al atoms (Al1,
blue) at 72.14 eV, Al atoms bonded to B atoms (Al2, red) at +0.235 eV and a
minor oxide contamination component (Al3, yellow) at +1.38 eV.
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Chapter 3. Borophene Growth

energy of 72.14 eV (Al1). The two components composing the doublet are con-
strained to have the same lineshape and 1:2 intensity ratio, as expected from
the degeneracy of the two levels. The value of 0.405 eV for spin-orbit splitting
was determined from the fit and subsequently held constant during the fitting
process for the B-related spectra.

Upon boron deposition, a second spin-orbit doublet, with the 3/2 compo-
nent at +0.235 eV (Al2) higher binding energy, ascribed to B-interactingAl atoms,
emerges at expenses of the Al1 component. Notably, the Gaussian broaden-
ing of the B-induced features is more than doubled with respect to that of bare
substrate contribution (0.43 vs 0.18 eV), suggesting a significant disorder com-
ponent in the atomic structure of the B/Ni3Al(111) system. The trend in relative
intensity observed for the B-induced and pristine Al 2p components is in line with
the one exhibited by the Ni 2p3/2 core level discussed above.

In addition, when the boron deposition time is substantially increased, we
detected the growth of a minor contribution to the Al 2p envelope at higher
binding energy (Al3) associated with Al oxide formation, due to a minor oxy-
gen contamination during the deposition process [21]. The presence of minor-
ity impurities is generally difficult to avoid when depositing boron on surfaces, as
confirmed by the Al(111) case (See Sec.3.1.2).

B 1s

Figure 3.19 shows the high-resolution B 1s core level photoemission spectra col-
lected at room temperature and at hν=270 eV for the B/Ni3Al(111) system to-
gether with their best fit curves and the corresponding deconvolution profiles
for each spectral components. The best fitting parameters are reported in Ap-
pendix A.2.

The B 1s spectra can be resolved into five distinct components, namely B1,
B2, B3, B4 and B5. The higher binding energy peak (B5) relates with the minor
oxygen contamination and is attributed to boron atoms in chemical contact
with aluminium oxide, while the remaining components can be ascribed to
the formation of B-based structures. Upon comparing the deconvolution of
B 1s spectra to the previously discussed findings on Ni 2p3/2 and Al 2p core
levels, we observed comparable trends in intensity, which assisted in identifying
the various boron species. In particular, focusing on the evolution of the B2
and B3 components with respect to the tuning of the deposition parameters,
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Figure 3.19: B 1s XPS spectra for the B/Ni3Al(111) system (acquired at hν = 270
eV) together with their best fit curves and the corresponding deconvolution pro-
files for each spectral components. The spectra can be fittedwith five individual
components, attributed to: surface B atoms (B1, blue) at -0.35 eV, less coordi-
nated B atoms bonded to Ni atoms (B2, dark green) at 187.68 eV, more coordi-
nated B atoms bonded to Ni atoms (B3, light green) at +0.25 eV, more coordi-
nated B atoms bonded with Al atoms (B4, red) at +0.48 eV and B atoms on Al
oxide due to a minor oxygen contamination (B5, pink) at +1.43 eV.
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we detected increasing intensities both lowering the sample temperature and
increasing the boron coverage. The same behaviour was observed for the Ni2
component in the Ni 2p3/2 photoemission spectra, suggesting to ascribe the B2
and B3 components to the formation of B-Ni bonds upon evaporation. Previous
studies on the B/Ag(111) system [13] suggest that higher binding energy in the B
1s core level corresponds to higher B coordination numbers, in line with the trend
observed for graphene [79]. Therefore, based on the proved relation between
BE ordering and chemical coordination, it is straightforward to attribute the B3
spectral feature to more coordinated B atoms and B2 to less coordinated B
atoms at Ni sites. In the same way as for the Ni 2p3/2 core level, by comparing
the Al 2p with the B1s photoemission spectra, it is possible to attribute the B4
component to the formation of B-Al bonds upon evaporation. Specifically, the
intensity trend for the B4 peak in the B 1s spectra mirrors that of the Al2 peak in
the Al 2p spectra. In fact, changing the sample temperature did not result in
a significant adjustment of the B4 peak intensity, whereas increasing the boron
coverage led to a considerable boost. This trend is in line with the findings from
the Al 2p spectra, indicating a prevalence of the Al2 component over the Al1
one at high coverage. Eventually, concerning B1, low coordinated surface
boron atoms can be attributed to this component, as its intensity decreases
with increasing boron coverage.

3.2.5 Interpretative Model

The combined results obtained from STM and XPS investigations of the
B/Ni3Al(111) system shed light on the growth process of B-nanostructures on
this specific substrate, enabling us to propose an interpretative model for the
atomic arrangements of boron atoms that reconciles the findings of both
techniques.

Before delving into the model description, it is worth noting that Kiraly et al.

[14] carried out a study on borophene synthesis on Au(111), exploiting ab iinitio

DFT calculations to quantify the adsorption energetics of boron atoms on this
surface. In particular, the most stable configurations were found to consist of
boron atoms in subsurface sites within the topmost layer, actually expelling a
surface Au atom to accommodate a boron trimer cluster.

By combining our findings with relevant information from previous research,
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3.2. B/Ni3Al(111)

our aim is to offer a thorough comprehension of the B/Ni3Al(111) system and its
intriguing features.

The STM image in Fig. 3.20 depicts the clean Ni3Al(111) surface along with
boron atoms embedded in the topmost layer and the triangular-shaped pro-
trusion. On its side, the corresponding balls model of the surface morphology
is presented: Al and Ni surface atoms are depicted in light blue and dark grey
balls, respectively, while embedded boron atoms are depicted in dark green.
The sketchy model reveals the inner structure of the triangular-shaped bright
protrusion: each spot is a single trimer of boron atoms, similar to what has been
observed in the B/Au(111) case. Notably, the arrangement of the trimers on the
substrate lattice follows the main crystallographic direction of the B-embedded
substrate. Thus, the boron atoms forming the trimers sit in the 3-fold adsorption
sites offered by the substitutional boron atoms (depicted in light green). Fur-
thermore, at the centre of this configuration of trimers, there is an Al adatom
that links individual boron trimers to establish the triangular-shaped cluster. This
creates a distinct chemical coordination for the boron atoms that face the
triangle’s centre and are connected to the Al adatom (higher coordination,
illustrated in red) compared to the others (lower coordination, represented in
cyan). The XPS measurements of the Al 2p core-level (refer to Fig. 3.18) confirm
the presence of the Al adatom at the centre of the triangular boron cluster as
they revealed a doublet (Al2) associated with Al atoms which are bonded to B
atoms. In addition, both from our result on the B/Al(111) system (See Sec. 3.1)
and previously reported works in the literature [8, 15, 17, 75], it is evident how Al
can stabilise and steer the geometry of B-based nanostructures by providing
an intense charge transfer.

In Figure 3.21, we investigate the triangular bright protrusions highlighted in
section 3.2.3. These features demonstrate a clear distinction in shape and im-
age resolution between upward-oriented triangles (higher resolution, solid lines
in Fig. 3.21) and in downward-oriented triangles (lower resolution, dashed lines in
Fig. 3.21), which cannot beexplainedwith just a rotation of 60°. In fact, by exam-
ining the proposedmodel in Figure 3.21 it becomes evident that the two crystal-
lographic orientations of the triangles are characterised by different adsorption
sites for the boron atoms, which are either FCC or HCP. Accordingly, this incon-
sistency in atomic arrangement results in the different appearances observed in
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Figure 3.20: STM image (on the left) depicting the cleanNi3Al(111) surfacealong
with embedded boron atoms and the triangular-shaped protrusion, together
with the explaining balls model and the relative legend.

Figure 3.21: STM image (on the left) depicting the high resolution triangular clus-
ters (solid lines) along with the high resolution triangular clusters (dashed lines),
together with the explaining balls model and the relative legend.

the STM images. This finding consistently aligns with the behaviour detected in
the B/Au(111) system [14]: the bias-dependent conductance maps, depicted
in Fig. 3.22, demonstrate the electronic difference between the borophene and
Au, as well as the difference between the FCC (red dashed triangle) and HCP
(yellow dashed triangle) regions, where the contrast reverses between -0.2 and
-0.4 V.

Based on the results obtained from XPS measurements, Fig. 3.23 depicts
a comparison between the proposed model and the B 1s core-level spectra.
In particular, boron atoms arranged in trimers can sit either in FCC or HCP
adsorption sites, resulting in two distinct local atomic configurations (identified
as Configuration 1 and 2 in Fig. 3.23) which differ in the numbers of boron
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3.2. B/Ni3Al(111)

Figure 3.22: Series of bias-dependent STM images showing topography (top
panels) and dI/dV maps (bottom panels) of the same region at the biases in-
dicated above each panel. Red and yellow triangles represent FCC and HCP
regions of the Au(111) surface. The borophene islands appear as depressions in
topography at all biases (I = 200 pA). From [14].

atoms in the two distinct coordination environments. Specifically, the second
configuration is characterised by a higher number of under-coordinated trimer
boron atoms (depicted in cyan) with respect to the first one.

The proposed model enables a more specific assignments for the B 1s com-
ponents revealed by XPS analysis (see Fig. 3.19). Specifically:

• B1 component is associated with under coordinated trimer boron atoms
(depicted in cyan);

• B4 component is associated with more coordinated trimer boron atoms,
i.e. bonded to the connecting Al adatom in the centre (depicted in red)

• B2 component is associated with less coordinated, i.e. isolated substitu-
tional boron atoms bonded to Ni atoms (depicted in light green)

• B3 component is associated with more coordinated substitutional boron
atoms, bonded to Ni atoms, which act as nucleation centres for the boron
trimers (depicted in dark green)

The complete picture regarding the binding energy values and the assignments
related to the spectral components of all the core levels discussed in this section
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BE [eV] Attribution

Ni1 852.24 Ni bulk atoms
Ni2 +0.446 B-bonded Ni atoms

Al1 72.14 Al bulk atoms
Al2 +0.235 B-bonded Al atoms (Al adatoms)

B1 -0.35 less coord. trimer B atoms
B2 187.68 less coord. substitutional B atoms
B3 +0.25 more coord. substitutional B atoms
B4 +0.48 more coord. trimer B atoms (Al-bonded)
B5 +1.43 B atoms on Al oxide

Table 3.3: Deconvolution components of Ni 2p3/2 Al 2p and B 1s
core-level photoemission spectra and their respective binding
energies and attributions.

3.2.4 can be appreciated in Table 4.1.

Figure 3.23 depicts the two proposed configurations alongside the B 1s pho-
toemission spectra, for both low (ΘB = 0.7 ML) and high (ΘB = 1.6 ML) boron cov-
erage. By comparing the results in the two cases it is possible to propose a tenta-
tive discrimination between the two local atomic configurations. Specifically, at
low boron coverage the B1 peak intensity prevails over that of the B2 peak, but
at higher coverage the intensity ratio turned out to be reversed. Consequently,
by comparing the ratio of under- and more-coordinated boron trimer atoms at
different coverages, Configuration 2 appears to be in better agreement with
the photoemission data. Nonetheless, Configuration 1 cannot be conclusively
rejected due to likely insufficient data to confirm the interpretative model with
certainty. Further investigation and additional datamay be necessary to obtain
a conclusive result.
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Figure 3.23: a) Interpretativemodel of theConfiguration 1 and theConfiguration
2, both at low coverage (ΘB = 0.7 ML) and high coverage (ΘB = 1.6 ML). The
substrate is composed by Ni and Al atoms (grey and light blue, respectively). B
atoms replace Al atoms to form the B-embedded substrate (dark green). The
triangular protrusions are characterised by three trimers of boron atoms (cyan
and red) arranged on a substitutional B atom (light green) and connected by
an Al adatom (yellow). b) XPS measurements of B 1s core-level spectra at low
coverage (ΘB = 0.7 ML) and high coverage (ΘB = 1.6 ML).
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Chapter 4

Redox properties of borophene

In this section, we will investigate the borophene reactivity to ubiquitous gases
as hydrogen and oxygen. By means of a combined experimental and theo-
retical approach, we will show that Al, B, O and H relative chemical affinities
determine the redox behaviour of the B-induced structures. Specifically, atomic
hydrogen exposure caused direct reduction of the B layer, resulting in the syn-
thesis of a honeycomb borophane phase on Al(111). However, the interaction
with molecular oxygen was more intricate, possibly leading to segregation of Al
atoms and to the formation of Al and B oxide terminal structures on both Al(111)
and Ni3Al(111) substrates.

4.1 Borophane on Al(111)

4.1.1 Sample Preparation

Cleaning of the metal substrate and B evaporation were performed following
the recipes described in Section 3.1.1. Hydrogenation of the AlB2/Al(111) layer
was achieved by exposing it to atomic hydrogen at room temperature. This was
generated either on a resistively heated tungsten filament located in front of the
sample in molecular hydrogen background (pH2

=1x10-8 mbar), or through the
use of a Bischler and Bertel type thermal cracker [80]. The same outcome was
achieved in both cases, with surface saturation at room temperature occurring
after a 10 minutes exposure. As a result of the protracted and time-consuming
recipe, required for an accurate sample preparation and involving 30-40 min-
utes for B deposition and 10 minutes for reduction, minimal residual oxygen sur-
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(a) (b)

Figure 4.1: LEED diffraction patterns, corresponding to an electron energy of 47.5
eV, of the pristine (a) and reduced (b) AlB2/Al(111) system. The arrows indicate
the diffraction spots related to the Al(111) surface (orange), the AlB2 layer (blue),
the moiré superstructure (green), and the H-induced superstructure (purple).

face contamination (of the order of 1% of ML), albeit negligible, was detected
by means of XPS or AES.

4.1.2 LEED

Upon hydrogenation of the AlB2/Al(111) system, additional diffraction spots ap-
pear in the LEED pattern, as can be appreciated in Fig. 4.1. These new spots
indicate the formation of a well-ordered, long range (

√
3×

√
3)R30° superstruc-

ture, with lattice parameter aH = 5.10 ± 0.02 Å, induced by hydrogen atoms
adsorption. Carefully examining the LEED pattern, we found that the H-induced
superstructure is commensurate to the AlB2 lattice. In fact, as proven by Fig.
4.2, just the ratio of the reciprocal lattice vectors

a∗
AlB2
a∗
H

is compatible with the
√
3

value, imposed by the (
√
3×

√
3)R30° symmetry.

4.1.3 XPS and NEXAFS

B 1s

Figure 4.4 shows the B 1s core level photoemission spectra collected at room
temperature for the AlB2/Al(111) system, before and after exposure to atomic
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Figure 4.2: Compatibility of the H-induced unit cell size with the proposed
(
√
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3)R30° superstructure referred to the AlB2 phase obtained from LEED.
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Figure 4.3: LEED diffraction pattern (a) and the best structural model (b) for the
hydrogenated (

√
3×

√
3)R30° AlB2/Al(111) phase as obtained by means of ab

initioDFT calculations (unit cells vectors are depictedwith colours consistent with
the reciprocal space vectors superimposed on the LEED image; spheres colour
code: Al-grey, B-green, and H-violet; only the terminal Al layer yielding the AlB2
phase is shown for best clarity).
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hydrogen, together with their best fit curves and the corresponding deconvo-
lution profiles for each spectral component. The best fitting parameters are re-
ported in Appendix A.1.

Concerning the pristine AlB2/Al(111) system, its B 1s core level spectrum is
characterised by three spectral components, originating from the B atoms form-
ing a single AlB2 layer (B1), a second AlB2 layer (B2), and the B layer below the
latter (B3). Upon hydrogenation, a new component (BH) grows at 187.27 (-0.43)
eV, between B2 and B3, at the expense of the former. As B2 is associatedwith the
B atoms of AlB2 aboveaburied B layer, it can be inferred that H atoms bind to this
elevated fraction of the AlB2 multi-layered structure. Regarding spectral inten-
sities, while B1 remains substantially unaffected, we can observe that BH is more
intense compared to B2. Preferential hydrogenation of B2 in relation to B1 can
be associated to a weaker AlB2-AlB2 interaction compared to the AlB2-Al(111)
one. Further, the enhanced intensity of BH compared to B2 may suggest some
boron interconversion process. Moreover, based on the symmetry of the hydro-
genated honeycomb boron superstructure observed through LEED analysis, not
all B atoms participate in bonding with hydrogen. Nevertheless, complemen-
tary theoretical results from DFT calculations, which will be carefully presented
in Sec. 4.1.5, suggest the slight n-doping of all B atoms in the hydrogenated AlB2
layer.

The employed fitting procedure included the simultaneous optimisation of
fitting parameters across different photoemission spectra, which were collected
upon several sample preparations, before and after hydrogenation, making the
analysis faster and more reliable despite the presence of several overlapping
components.

Al 2p

Figure 4.5 shows the Al 2p core level photoemission spectrum collected at room
temperature for the AlB2/Al(111) system, before and after exposure to atomic
hydrogen, together with theirs best fit curves and the corresponding decon-
volution profiles for each spectral component. The best fitting parameters are
reported in Appendix A.1.

Upon hydrogenation, the Al 2p core level spectrum undergoes only minor
changes, which can hardly be quantitatively distinguished within the experi-
mental error bar. In particular, hydrogenation of the AlB2/Al(111) layer yields a
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Figure 4.4: B 1s XPS spectra for the reduced and pristine AlB2/Al(111) system
(acquired at hν = 270 eV) together with their best fit curves and the correspond-
ing deconvolution profiles for each spectral components. The accompanying
structural models elucidate the colour code and component assignments with
respect to the corresponding atomic species.
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general gaussian broadening of the B-related Al 2p components, together with
an increased asymmetry, as a result of the geometric inhomogeneity induced
by H adsorption. As verified by associated theoretical DFT findings (See 4.1.5),
the analysis of the Al 2p core level indicates a negligible charge transfer to Al
upon hydrogenation, at variance with B.

B K-edge

Figure 4.6 shows the B K-edge NEXAFS spectra collected at room temperature
for the AlB2/Al(111) system, before and after exposure to atomic hydrogen. The
data, collected in the partial electron yield mode, are depicted as a function
of the angle between the electric field of the impinging, linearly polarised X-ray
radiation and the normal to the surface. All NEXAFS spectra are normalised to
the incident photon intensity and to the integral intensity under the curves.

Upon hydrogenation, the B 1s absorption edge is modified in both its π*
and σ* regions, as can be specifically appreciated by examining the difference
spectra between the hydrogenated and the bare AlB2/Al(111) layers. In partic-
ular, the π* region close to the edge reveals significant modifications: a distinct
resonance displaying strong dichroic behaviour grows at 187.3 eV, at the ex-
penses of a non-modulating resonance previously evident at 189.3 eV for the
bare AlB2 layer. Concerning the σ* region, a broad resonance is detected at
about 201 eV. The dichroic behaviour of the latter feature is opposite with re-
spect to that of the π resonance at 187.3 eV, suggesting the slight modification
of the bonds orientation within the AlB2 layer upon hydrogenation.

4.1.4 SFG

Figure 4.7a shows the IR-Vis SFG spectra collected at room temperature for the
AlB2/Al(111) system, before and after exposure to atomic hydrogen, together
with their best fit curves, which parameters are reported in Appendix B.1.

When probed by means of IR-Vis SFG vibronic spectroscopy, the bare
AlB2/Al(111) does not contribute with any resonant signal in the investigated
1100-4000 cm-1 range, either in ppp or ssp polarisation configurations. Before
disregarding any internal vibrational modes that can be attributed to the AlB2
layer, it should be acknowledged that this particular technique, when applied
to a metal, is only sensitive to the dipole components perpendicular to the
surface. We found that, upon exposure to atomic hydrogen, a dispersive
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Figure 4.5: Al 2p XPS spectra for the reduced and pristine AlB2/Al(111) system
(acquired at hν = 150 eV) together with their best fit curves and the correspond-
ing deconvolution profiles for each spectral components.
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Figure 4.6: Angle-dependent NEXAFS B K-edge spectra for the AlB2/Al(111) sys-
tem, before and after exposure to atomic hydrogen, collected in partial elec-
tron yield mode. The directions refer to the angle between the electric field
of the impinging, linearly polarised X-ray radiation and the normal to the sur-
face. The modifications in the B absorption K-edge can be further appreciated
by examining the difference spectra between the hydrogenated and the bare
AlB2/Al(111).
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vibronic resonance appears at 1934 cm-1, with a phase of 25° relative to the
non-resonant background. We associate this feature with the B-H stretching
mode, concluding that H atoms bind at the bridge sites of the honeycomb B
network on the basis of specific ab initio calculations, which yield an expected
B-H stretch value of 1973 cm-1 (see sec. 4.1.5), and by comparison with pre-
vious results from the literature, both theoretical (about 2040 cm-1 [81]) and
experimental (about 1920 cm-1 [24]), on similar systems.

The thermal stability of the H-induced borophane superstructure was investi-
gated by means of IR-Vis SFG spectroscopy by step-wise annealing the hydro-
genated AlB2 layer up to 473 K. The spectra collected at increasing annealing
temperatures, along with best fit curves, are displayed in Figure 4.7b. By exam-
ining the results from the fit process we found out that the hydrogenated super-
structure is stable up to approximately 400 K, at which point dehydrogenation
occurs. This recovers the pristine AlB2 phase, indicating that the reduction is re-
versible. These findings become clearer when studying the evolution of the SFG
fitting parameters of spectra in Fig. 4.7b, with respect to the annealing temper-
atures. In particular, Figure 4.7c depicts the measured amplitude and gaussian
width of the B-H resonance, with evolving trends highlighted by guide for the

eyes lines. The sudden decrease in resonance amplitude at around 390 K sug-
gests that most of the hydrogen atoms desorb at this temperature, while the
gradual widening of the Gaussian width curve implies a simultaneous increase
in thermal-induced disorder in the H superstructure as temperature rises.

The reversibility of the hydrogenation process was confirmedalso on the basis
of B 1s and Al 2p core level spectra.

4.1.5 Comparison with DFT

The whole experimental picture presented above is corroborated by ab initio

DFT approaches within the framework of an external collaboration.

Global research for the best atomic structure for the hydrogenated
AlB2/Al(111) system was performed by means of a genetic optimisation algo-
rithm, based on several variation operators, including heredity, mutation, and
permutation. Specifically, a precise set of structures, with varying B:H ratios,
were generated based on the symmetry considerations of crystallography
principles and thus energetically ranked in order to use the most energetically
favourable configurations accessible as parents for the next generation. This
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Figure 4.7
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(a) (b) (c)

Figure 4.8: We report here the most significant H-hB/Al structures that we ob-
tained by genetic algorithm methods. The saturated (1:2 H:B ratio) structure in
(a) is energetically slightly less stable than the layer in (b), where part of the H
atoms was desorbed into the gas phase as H2 molecules, leaving an average
surface coverage of the order of 1:6 H:B ratio. The direct lateral interactions,
however, are not sufficient to drive the ordering of the H network, neither if we
enlarge the calculation cell (c), meaning that a substrate-drive mechanism is
expected.

iterative process allowed a comprehensive search of the interlayer/surface
phase space, considering all possible combinations of structures, to identify
the most stable and promising ones, which are depicted in Fig. 4.8. Notably,
the best H structures on AlB2/Al(111) always yield bridge coordination sites for
the H ad-atoms, thus confirming our experimental findings by means of IR-Vis
SFG spectroscopy (See Sec. 4.1.4). Furthermore, we theoretically confirm that
the 1:6 H:B ratio, previously suggested through LEED observations, represents
saturation, since denser H loadings turned out to be energetically unstable,
resulting in partial desorption of H atoms into the gas phase as H2 molecules.
Although the theoretical simulations correctly achieve the average saturation
coverage, it is important to note that the weak H-H lateral interactions prevent
to accurately account for layer ordering. Thus, symmetry and periodicity
constraints observed experimentally were superimposed to the calculations, in
order to obtain the final structure, which can be appreciated in Fig. 4.3.

In order to investigate the charge transfer induced by hydrogen adsorption
on the AlB2 layer, we compared the electronic accumulation and depletion in-
duced by borophene or borophane bonding to the aluminium termination. The
results are presented in Fig. 4.9, together with a plot of the averaged orthogo-
nally charge transfer. Direct comparison of charge density difference between
the bare and hydrogenated cases was prevented due to the impossibility to
correctly simulate a single H atom in the used computational framework. The
charge redistribution analysis, based on the DFT results, confirms that aluminium
is hardly affected by hydrogenation, while mild n-doping of all boron atoms is
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Figure 4.9: Electronic charge accumulation and doping. Electron depletion
(cyan) andaccumulation (red) inducedby B bonding to theAl terminationwith-
out (a) and with H (b) on the AlB2 layer with respect to the separated phases
evidenced by 0.002 e-/Å3 isosurfaces (coloured envelopes) superimposed onto
the relaxed structural models as obtained by ab initio calculations; (c) aver-
aged charge accumulation/depletion in the direction orthogonal to the sur-
face, aligned with the side views in (a) and H (b).
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4.1. Borophane on Al(111)

observed, including those not directly bonded with H, with a stronger electron
accumulation in the B-H bonding regions of the order of 10-3 e-/Å3.

The impact of the atomic hydrogen exposure on the electronic configura-
tion of the layer is most effectively evidenced by comparing the experimental
spectroscopic data with theoretical calculations. Figure 4.10 depicts the com-
parison between the computed Density of States (DOS) and the collected va-
lence band and B K-edge spectra. The DOSwas calculated using theQuantum
ESPRESSO code [82] and the occupation of tetrahedramethod. This calculation
is accompanied by a partial Density of States (pDOS), providing details on the
various atomic orbitals’ contributions to the AlB2 DOS.

Examining the electronic structure of the system in detail reveals that the en-
ergy region just below the Fermi edge is mainly dominated by the boron σ con-
tribution, which remains mainly unaffected by reduction. By contrast, above
the Fermi level we witness several changes associated with the formation of the
B-H bonds. As observed above, a distinct dichroic feature grows at 187.3 eV in
the B edge π* region, 0.3 eV above the energy zero (See Fig. 4.10). This is best
observed in the difference spectrum reported below. Accordingly, our ab initio

calculations put in evidence a 170 meV shift towards lower energies of both pz

and σ (px and py) DOS upon hydrogenation, accompanied by a narrowing of
the σ gap from 4.65 to 4.50 eV.
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Figure 4.10: Experimental and theoretical characterisation of the electronic con-
figuration of the layer. At the top, the experimental valence band (left, hν = 80
eV) and B K-edge NEXAFS spectra (right,!E vs z 20°) of the pristine (black) and hy-
drogenated (red) layers; just below the difference NEXAFS spectrum obtained
from the spectra above; At the bottom, the calculated pDOS on the σ and pz
orbitals of the B layer. The alignment of the Fermi levels of the valence band
spectra and calculated pDOS with the NEXAFS spectra was obtained accord-
ing to recent work on the B mono- and multi-layers on Al(111) [17].
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4.2 Oxidation of B/Al(111)

4.2.1 Sample Preparation

Cleaning of the metal substrate and B evaporation were performed following
the recipes described in Section 3.1.1. Oxidation of the AlB2 layer was ob-
tained by post-exposure to molecular oxygen (pO2

= 10-8-10-7 mbar) in UHV
background, in the range of 101-103 L.

4.2.2 XPS and NEXAFS

B 1s

Figure 4.11 shows the B 1s core level photoemission spectra collected at room
temperature for the AlB2/Al(111) system, before andafter exposure tomolecular
oxygen, together with their best fit curves and the corresponding deconvolution
profiles for each spectral components.

Recalling the B 1s core level of the pristine layer, it features three spectral
components that come from the B atoms forming a single B layer (B1), a sec-
ond B layer (B2), and the B layer beneath the latter (B3). Upon exposure up to
103 L of molecular oxygen at room temperature, two new boron components
grow up. The small spectroscopic shoulder growing at 188.46 eV (B5, BE = +0.70
eV) is associated with interface boron species directly interacting with oxygen,
contributing in the order of 1% to the overall intensity. Actually, this small sign
of B oxidation occasionally appeared already at the stage of growing pristine
AlB2 due to a small oxygen contamination (See Fig. 3.3a) and is not exclusively
related to the post-evaporation oxidation. Instead, a new distinct component
develops at 187.0 eV (B4, BE = -0.72), at the expenses of the B1 and B3 com-
ponents. The intensity of this new component grows gradually with increasing
O2 exposure, saturating at high doses (around 1000 L), and can be slightly in-
creased further by post-annealing. The latter evolution can be appreciated in
Fig. 4.11 together with the corresponding LEED images demonstrating that even
prolonged oxidation cannot destroy the characteristic diffraction pattern of the
pristine AlB2 phase, proving the intrinsic high chemical stability of AlB2.

We assign the B4 component to patches where AlB2 has lost direct contact
with the metallic substrate and is lying on the buried AlxOy termination. This is
supported by the fact that the two components that left place for B4 originate
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from the AlB2 layers in direct contact with the Al(111) surface, namely the B1
and B3 components. In principle, it is not excluded that a hB monolayer and
not the AlB2 monolayer is on top of the AlxOy surface after this partial oxidation.
However, the latter situation is deemed less favourable in terms of chemical sta-
bility. Notably, neither bulk oxide, nor BxOy phases, expected to contribute at
much higher binding energies [83, 84], are observed, confirming the marginal
influence of oxygen exposure upon the chemical state of B atoms.

Al 2p

Figure 4.12 shows the Al 2p core level photoemission spectra collected at room
temperature for the AlB2/Al(111) system, before andafter exposure tomolecular
oxygen.

Upon oxygen exposure, two not fully resolved spin-orbit doublets (indicated
by up-pointing arrows in Fig. 4.12) can detected at higher binding energies, as
typical signs of aluminiumoxidation at surfaces [85]. In addition, a small shoulder
appears at lower binding energy (2p3/2 at 72.4 eV, down-pointing arrows in Fig.
4.12) with respect to themain Al bulk peak (2p3/2 at 72.6 eV), possibly due to low
coordinated Al atoms associated with the roughening of the surface induced
by oxygen adsorption, as can be appreciated examining the STM images in Fig.
4.15.

B K-edge

Figure 4.14 shows the B K-edge NEXAFS spectra collected at room temperature
for the AlB2/Al(111) system, before and after exposure tomolecular oxygen. The
data, collected in the partial electron yield mode, are depicted as a function
of the angle between the electric field of the impinging, linearly polarised X-ray
radiation and the normal to the surface. All NEXAFS spectra are normalised to
the incident photon intensity and to the integral intensity under the curves.

Upon oxygen exposure, NEXAFS B K-edge spectra do not undergo significant
qualitative modifications, with the main resonances at 187, 189 (π*), and 193,
202 eV (σ*) remaining dominant also after oxidation. The resonances at 187
and 189 eV undergo a distinct change in their dichroic behaviour, suggesting a
significant change in B atoms bonding orientation, but no significant energetic
shift has been detected. This supports the conclusion that the topmost AlB2 layer
largely retains its electronic structure. Themost significant change in the spectra
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Figure 4.11: Dependence from oxygen exposure and post-annealing tempera-
ture of theAlB2/Al(111) B 1s core level spectra (left, hν=270 eV) and LEEDpattern
(right).
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Figure 4.12: Al 2p XPS spectra for the oxidised and pristine AlB2/Al(111) system
(acquired at hν = 150 eV).

occurs at 194.0 eV, where a small, yet distinct feature with π character can be
detected. Specifically this resonance is a fingerprint of boron oxidation involving
only a minor fraction of the layer, indeed associated with BO3 planar groups
on the basis of literature data [86–88]. This is fully consistent with our findings
concerning the core levels analysis and the vibrational spectrum of the oxidised
system.

4.2.3 SFG

Figure 4.14 shows the IR-Vis SFG spectra collected at room temperature for the
AlB2/Al(111) system, before and after exposure to molecular oxygen together
with their best fit curve and the corresponding deconvolution profile. The best
fitting parameters are reported in Appendix B.2. As already mentioned in Sec.
4.1.4, the bare AlB2/Al(111) does not contribute with any resonant signal when
probed by means of IR-Vis SFG vibronic spectroscopy. On the contrary, upon
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Figure 4.13: Angle-dependent NEXAFS B K-edge spectra for the AlB2/Al(111) sys-
tem, before and after exposure to molecular oxygen, collected in partial elec-
tron yield mode. The directions refer to the angle between the electric field of
the impinging, linearly polarised X-ray radiation and the normal to the surface.
The modifications in the B absorption K-edge can be further appreciated by ex-
amining the difference spectra between the oxidizedand thebareAlB2/Al(111).

oxidation, three low-amplitude resonances grow at 1200, 1213, and 1231 cm-1,
sharing a commondecoherence-related linewidth but showingdifferent phases
with respect to the non-resonant background. This is compatible with the pres-
enceof different B-Obonds inminor interfacial boron species directly interacting
with oxygen atoms. [89].

4.2.4 STM

The microscopic investigation of the system upon oxygen exposure by means
of STM allowed to further characterise the oxidation process and to corrobo-
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Figure 4.14: IR-Vis SFG spectra of the pristine and oxidised AlB2 boron layer. The
normalised data were best fitted and deconvoluted according to the line pro-
file and non-linear susceptibility model described in the text and previously dis-
cussed.

rate the results from the spectroscopic analysis. In particular, in this section we
will describe how the oxygen presence affects the Al-B phases (α, β, γ, δ, ε) de-
tected on the bare AlB2/Al(111) system and described in Sec. 3.1.3. Specifically,
the remaining clean Al islands (α) oxidise, developing amorphous AlxOy phases,
characterised by their typical appearance [90], which can be appreciated in
Figs. 4.15a and 4.15b. Regarding B-based phases, while apparently most of the
order is lost on the AlB2/AlB2 (ε) phase, we observe instead 1D stripes growing on
top of the β, γ, and δ phases, mainly oriented along the main crystallographic
directions (See. Fig. 4.15). These stripes appear to be on top of pristine AlB2,
showing a height corrugation of the order of 1-2 Å, and a periodicity of 6.7 Å,
as can be appreciated examining the height profiles in Fig. 4.15. They could be
ascribed to AlxOy clusters chains, accounting for both STM and Al 2p core level
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evidences, at variance with borophene on Ag(111), where single O adatoms
could be resolved and identified [91]. It’s worth noting that these ordered 1D
structures seem to appear only on AlB2 phases characterised by the presence
of the moiré superstructure, as can be appreciated in Table 3.1. This suggests
that the moiré-induced corrugation of the AlB2 layer steers the arrangement of
the 1D cluster chains.

4.2.5 Comparison with DFT

The experimental picture presented above, in particular the oxygen tendency
to intercalate the boron layers to strongly bond to Al, is corroborated by ab initio

DFT approaches within the framework of an external collaboration.

Specifically, the computational simulations did not focus on the entire AlB2
supercell, which was already carefully characterised [17] and described in Sec.
1.2.3. Instead, we opted for a genetic algorithm approach with a smaller simu-
lation cell. This method aimed to explore a broad range of relative B vs O cover-
age configurations, while simultaneously optimising various local structures and
bonding geometries. By exploring the phase diagram along the oxygen and
boron chemical potentials (See. Fig. 4.16), we can avoid the need to con-
sider the entire AlB2 supercell, which would be computationally too demand-
ing. However, the drawback is the restricted simulation of the actual AlB2 layer
features that result from the strain caused by the AlB2/Al(111) lattice mismatch.
Nevertheless, the charge redistribution upon formation of the AlB2 layer is cor-
rectly reproduced as can be appreciated in Fig. 4.9a. We have thus tested sev-
eral different starting parent structures, with oxygen atoms positioned both at
the B layer or at the B-Al interface, spanning through the configurational space
to identify the most energetically favoured candidates that were then relaxed
so to reach the local metastable configurations.

Specifically, in the case of an oxygen-saturated surface and high B loadings
(close to 2 ML of B, i.e. the nominal coverage of AlB2, corresponding to the γ
structure as depicted in the STM images in Figs. 3.6 and 3.7), the lowest energy
structures show oxygen intercalation at the interface, yielding Al oxidation.

For lower local B loadings, or for low ∆µO, detachment of Al atoms from
the substrate is energetically preferred, forming Al-O structures, or minor Al-B-
O bonds at the boron layer, compatibly with the 1D stripes that we observe on
top of the AlB2 layers (See STM images in 4.15) and, thus, confirming our model
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Figure 4.15: STM imaging of AlB2/Al(111) upon exposure to molecular oxygen
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mechanism based on the experimental observations.
By spanning across the (µB - µO) chemical potential and (ΘB-ΘO) coverage

spaces, several intermediate, metastable bonding geometries are achieved,
but in all cases, preferential bonding of oxygen to Al rather than to B is observed.
This results in the oxidation of the substrate termination, in single oxidisedAl atoms
segregated across the B layer, and in the formation of only minor ternary Al-B-O
phases.

Regarding the induced charge transfer (boxes in Fig. 4.16), we obtain that in
the pristine case electronic charge is accumulated at the B-Al interface up to
+0.035 e-/Å3, mainly originating from the Al atoms from the terminal Al(111) sur-
face layer, well comparingwith previous calculations on the complete supercell
[17]. We then find that the oxidation process redistributes the charge, resulting
in a charge density modulation of the order of +0.015 e-/Å3. As a general trend,
and as expected given its electronegativity, oxygen adsorption drains electrons
from both the B termination of the film and from the interface (cyan shaded pro-
files in the boxes), accumulating electronic charge within the boron layer (red
shaded profiles in the boxes).

In conclusion, boron oxide formation, on the Al(111) substrate, was neither
theoretically predicted [92] nor observed experimentally. Instead, the oxidation
of the Al termination induces the formation of 1D cluster arrays, favoured by the
relative O-Al andO-B affinities, with the Al segregation andOdiffusion processes
across the B layers playing a critical role.
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Figure 4.16: Best structures predicted by ab initio DFT combined with genetic al-
gorithm search methods for the oxygen + boron system on Al(111). A phase di-
agram search was performed as a function of B andO coverage in relation with
their chemical potential, confirming the tendency of oxygen to bind with alu-
minium and, under selected conditions, to promote its segregation to the top-
most layer. For the most stable structures (boxes) geometry and charge transfer
plots with corresponding 0.003 e-/a.u.3 charge density isosurfaces are shown.
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4.3 Oxidation of B/Ni3Al(111)

In this section we will investigate the B/Ni3Al(111) system reactivity, which has
been probed by controlled exposure of the sample to molecular oxygen. We
are particularly interested in boron oxidation both for the thepossibility of decou-
pling and stabilising the B-layer through oxygen reactions but also for the likely
significant practical implications for borophene-based applications as most de-
vices require operation under ambient pressure conditions.

Although borophene is known to degrade quickly upon exposure to air [11],
recent publications [93] report that it undergoes significantly more controlled
oxidation when exposed to O2 in UHV background. Thus, in this section we will
explore this second route, investigating the possibility to oxidise the B/Ni3Al(111)
system by dosing O2 both during and after boron evaporation.

4.3.1 LEED and AES

In this section, wewill outline initial findings acquired through AES and LEED tech-
niques, regarding the oxidation of the B/Ni3Al(111) system during boron evap-
oration. Boron has been evaporated on the clean substrate (see Sec. 3.2.1)
in molecular oxygen background at a controlled constant pressure in the UHV
chamber. The exposure to O2 has been varied between 9 and 36 L by tun-
ing accordingly the oxygen pressure during each evaporation process, keeping
the deposition time constant and consequently the amount of deposited boron
fixed to the value of 2 ML.

Figure 4.17 displays the oxygen uptake through AESmeasurements, acquired
in the energy ranges of the electronic transitions associated with the examined
atomic species: boron, nickel, aluminium and oxygen. The growing amount of
oxygen at the surface is confirmed by progressive increase in intensity of the O
KLL transition (509 eV), which is below the detection limit for the bare Ni3Al(111)
and B/Ni3Al(111) systems and becomes gradually more pronounced with the
exposure. On the contrary, upon increasing the oxygen dose, the intensity of
the metallic boron peak at 178 eV decreases in favour of two new features,
left-shifted of about 10 eV and 25 eV, testifying the formation of B-O bonds. Re-
garding the Ni and Al LMM transitions region, the oxygen presence results in the
dumping of both the Ni and Al peaks, with slight variations emerging in the rel-
ative intensities at the expense of the latter. At the oxygen exposure of 36 L,
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Figure 4.17: O2 uptake illustrated by the AES spectra collected in three differ-
ent energy ranges corresponding to boron, nickel-aluminium and oxygen tran-
sitions.

the aluminium peak intensity considerably decreases in favour of an amplitude
modulation at 50 eV, which is attributed to the formation of aluminium oxide.

The oxygen uptake was monitored also by means of LEED (see Fig. 4.18),
finding that he diffraction pattern progressively faints as a consequence of or-
der loss at the surface as a consequence of oxygen adsorption. Nevertheless,
upon oxygen exposure, some distinct changes in the relative intensity between
different diffraction orders have been detected, suggesting the formation of or-
dered B-based oxidised structures.

4.3.2 XPS

In this sectionwe report the spectroscopic investigation of theNi 2p3/2, Al 2p, B 1s
andO 1s core levels in order to shed light onto the B/Ni3Al(111) systemelectronic
structure upon oxidation, by dosing molecular oxygen during and after boron
evaporation. Specifically, here we report the results for three selected recipes:

a) B evaporation, at sample temperature T=490 K, with a deposition rate of
0.07 ML/min, for a deposition time t=30’ and a measured B actual cover-
age ΘB=1.6 ML;

b) Post-oxidation of the B layer in a) to 18 L of O2, at pO2
=4 x 10-8 mbar, for

t=10’ and at sample temperature T=400 K;
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(a) Ni3Al(111) (b) B/Ni3Al(111) (c) B/Ni3Al(111) + 12 L O2

Figure 4.18: LEED diffraction pattern evolution upon boron evaporation and oxy-
gen exposure (energy = 60 eV).

c) Peri-oxidation during B evaporation, exposing the sample to 18 L of O2, in
a background pressure of pO2

= 1.3 x 10-8 mbar for t = 30’ and at sample
temperature T=490 K, with B deposition rate of 0.07 ML/min.

Ni 2p3/2

Figure 4.19 shows the Ni 2p3/2 core level photoemission spectra collected at
room temperature and at hν=1000 eV for the pristine, post-oxidised and peri-
oxidised B/Ni3Al(111) systems, together with their best fit curves and the corre-
sponding deconvolution profiles for each spectral component. The best fitting
parameters are reported in Appendix A.3.

Recalling the pristine B/Ni3Al(111) system, its Ni 2p3/2 core level spectrum is
characterised by two main deconvolution components, namely Ni1 and Ni2,
ascribed to bulk and B-linked Ni atoms, respectively. Post-oxidising the system,
the intensity of the Ni2 component increases at the expense of that of Ni1. Con-
versely, following the peri-oxidation, the observed trend is the opposite. Notably,
oxidation during B evaporation results in the same Ni2/Ni1 area ratio as the pris-
tine case. These relative intensity variations are likely the result of boron atom
segregation to the surface due to oxygen adsorption, which consequently af-
fects the fraction of Ni atoms bonded to B atoms and the concentration of Ni
atoms on the surface.
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Figure 4.19: Ni 2p3/2 XPS spectra for the pristine and oxidised B/Ni3Al(111) system
(acquiredat hν=1000 eV) togetherwith their best fit curves and thecorrespond-
ing deconvolution profiles for each spectral components. The spectra can be
fitted with three individual components, attributed to: the bulk Ni atoms (Ni1,
grey) at 852.24 eV, Ni atoms bonded to B atoms (Ni2, green) at +0.446 eV and
the surface plasmon component (white).
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Figure 4.20: Al 2p XPS spectra for the pristine and oxidised B/Ni3Al(111) system
(acquired at hν = 150 eV) together with their best fit curves and the correspond-
ing deconvolution profiles for each spectral components. The spectra collected
upon oxygen exposure can be fitted with four spin-orbit components, attributed
to: the bulk Al atoms (Al1, blue) at 72.14 eV, Al atoms bonded to B atoms (Al2,
red) at +0.235 eV, the Al oxide interface (Al3, brown) at +1.38/+1.66 eV, and the
Al oxide termination (Al4, yellow) at +2.59/+2.81 eV.
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Al 2p

Figure 4.20 shows the Al 2p core level photoemission spectra collected at room
temperature and at hν=150 eV for the pristine, post-oxidised and peri-oxidised
B/Ni3Al(111) systems, together with their best fit curves and the corresponding
deconvolution profiles for each spectral components. The best fitting parame-
ters are reported in Appendix A.3.

Differently from the case of the Ni 2p3/2 core level, analysing the Al 2p spec-
tra relative to oxidised systems, we detected similar evolution trends whether
exposing B/Ni3Al(111) to oxygen during of after B deposition. In particular, the
intensities of both the Al1 and Al2 doublets decrease, with the latter showing a
more pronounced reduction. Additionally, two larger features (Al3 and Al4), as-
sociated to aluminium oxide phases, emerge at higher binding energies. These
new doublets are characterised by a significantly larger Gaussian broadening
compared to that of the bare substrate contribution (0.81 and 1.20 vs 0.18 eV for
Al3 and Al4, respectively). In addition, the Al4 component undergoes a positive
shift of 0.22 eV in the case of peri-oxidation with respect to the post-oxidation
process. On the basis of previous studies from the literature, about the growth of
aluminium oxide films on the NiAl(110) [94, 95] and Ni3Al(111) [21] surfaces, the
Al3 and Al4 doublets can be attributed to the oxide interface layer in contact
with the substrate (+1.66 eV, Al-Oi) and to the oxide termination (+2.59 or +2.81
eV, Al-Ot), respectively, of an Al oxide bilayer film.

B 1s

Figure 4.21 shows the B 1s core level photoemission spectra collected at room
temperature and at hν=270 eV for the pristine, post-oxidised and peri-oxidised
B/Ni3Al(111) systems, together with their best fit curves and the corresponding
deconvolution profiles for each spectral components. The best fitting parame-
ters are reported in Appendix A.3.

The oxidation of the system, whether after or during B evaporation, results in
significant intensity modulations in the B 1s core level spectrum. First of all, upon
calculating the spectral integral, it is evident that the area of the spectra relative
to the oxidised cases is approximately double that of the pristine B/Ni3Al(111)
spectrum. These findings provide further support for the interpretation that oxy-
gen plays a crucial role in the segregation of boron atoms from the bulk to the
surface. Getting into closer details, the intensities of the B2 and B3 components
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Figure 4.21: B 1s XPS spectra for the pristine and oxidised B/Ni3Al(111) system
(acquired at hν = 270 eV) together with their best fit curves and the correspond-
ing deconvolution profiles for each spectral components. The spectra collected
upon oxygen exposurewith seven individual components, attributed to: surface
B atoms (B1, blue) at -0.36 eV, less coordinated B atoms bonded to Ni atoms (B2,
dark green) at 187.68 eV, more coordinated B atoms bonded to Ni atoms (B3,
light green) at +0.26 eV, more coordinated B atoms bonded with Al atoms (B4,
red) at +0.48 eV, B atoms on Al oxide (B5, pink) at +1.43 eV, B atoms involved
in a ternary phase (B6, purple) at +2.78 eV, and B oxide atoms (B7, yellow) at
+4.89/+5.11 eV.
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and of B4 follow the evolution trend of the Ni3 and Al2 components, respec-
tively, reflecting their behaviour in the case of the pristine B/Ni3Al(111) system.
Specifically, upon post-oxidation, all metallic B components (B1, B2, B3 and B4)
decrease in intensity in favour of three distinct additional features (B5, B6 and B7)
developing at higher binding energies. Upon peri-oxidation, the same trend is
observed but with a weaker suppression of the B2 and B3 components, which
are ascribed to Ni-bonded B species. Regarding the newly grown components,
B5 is ascribed to boron atoms on Al oxide, B6 to boron atoms involved in a Al-B-
O ternary phase, while B7, which is characterised by a Gaussian broadening six
times larger than that of B2 (1.68 vs 0.22 eV), is ascribed to boron oxide atoms.
Moreover, the the latter component exhibits a similar trend with respect to Al4
undergoing a positive shift of 0.22 eV in the peri-oxidation case compared to
the post-oxidation one.

O 1s

Figure 4.22 shows the O 1s core level photoemission spectra collected at room
temperature and at hν=650 eV for the pristine, post-oxidised and peri-oxidised
B/Ni3Al(111) systems, together with their best fit curves and the corresponding
deconvolution profiles for each spectral components. The best fitting parame-
ters are reported in Appendix A.3.

The O 1s spectra relative to the oxidised cases are best fitted using two main
deconvolution components, namely O1 andO2. Based on the literature regard-
ing Ni3Al(111) oxidation [21], the aluminium oxide formation leads to the growth
of two distinct components in the O 1s core level spectrum, namely Oi and Ot,
due to oxygen atoms at the metal-oxide interface and at the oxide terminal
layer, respectively.

In the case of B/Ni3Al(111) oxidation, the peak at lower binding energy (O1),
at 531.0 eV, which positively shifts by 0.11 eV in both cases, can be attributed
to both interface aluminium oxide atoms (Oi-Al) and atoms involved in the for-
mation of a ternary phase (O-Al-B). However, it is not possible to resolve the two
contributions due to the intrinsic linewidth of the O 1s spectral line, the further
broadening due to local charging effects in the case of dielectric materials,
and the variability of the nearest neighbour bond lengths resulting in a broad
bond length distribution function [21, 77]. Regarding the ternary O-Al-B phase,
we suppose that it relates the O1, Al3, B5 and B6 components, while previous
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Figure 4.22: B 1s XPS spectra for the pristine andoxidised B/Ni3Al(111) system (ac-
quired at hν = 650 eV) together with their best fit curves and the corresponding
deconvolution profiles for each spectral components. The spectra collected
upon oxygen exposure with two individual components, attributed to: the Al
oxide interface and a ternary phase (O1, brown) at 531.0/531.11 eV and the the
Al oxide termination and the B oxide (O2, yellow) at +1.099/+1.313 eV.
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BE [eV] Attribution

Ni1 852.24 Ni bulk atoms
Ni2 +0.446 B-bonded Ni atoms

Al1 72.14 Al bulk atoms
Al2 +0.235 B-bonded Al atoms (Al adatoms)
Al3 +1.38 → +1.66 Aluminum Oxide interface phase
Al4 +2.59 → +2.81 Aluminum Oxide terminal phase

B1 -0.35 less coord. trimer B atoms
B2 187.68 less coord. substitutional B atoms
B3 +0.25 more coord. substitutional B atoms
B4 +0.48 more coord. trimer B atoms (Al-bonded)
B5 +1.43 B atoms on Al oxide
B6 +2.78 Al-B-O ternary phase
B7 +4.89 → +5.11 Boron Oxide

O1 531.00 → 531.11 Al-B-O & Al-Ointerface
O2 +2.78 Al-Ointerface & Boron Oxide

Table 4.1: Deconvolution components of Ni 2p3/2 Al 2p and B 1s core-
level photoemission spectra and their respective binding energies and
attributions.

works suggest that the metal-oxide interface might contribute to the O1 and Al3
peaks.

Concerning the higher binding energy peak (O2), appearing at +1.099 eV
or +1.313 eV in the two oxidation cases, it can be related to both terminal alu-
minium and boron oxides, but it is difficult to distinguish between these two con-
tributions as they both belong to the sameenergy range. Specifically, the former
species (Ot-Al) is related with O2 and Al4 components [21], while the latter (B-O)
is attributed to O2 and B7 peaks [83, 96]. The assignment of O 1s spectral fea-
tures are in line with the observations discussed previously and are summarized
in Table 4.1.
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P/Au(111)

5.1 Sample Preparation

The Au(111) surface was cleaned by repeated cycles of Ar+ sputtering
(Isputt =10 µA, t = 15’, Esputt = 1.5 keV) and annealing at about 870 K. The
Blue Phosphorene (BlueP) film was grown on the Au surface by PVD: RedP
(commecially available with 99.999% purity from Sigma Aldrich) and BlackP
(prepared according to a known recipe [43] starting from commercial RedP as
the source of P, and Sn and SnI4 as mineralization additives) were sublimated
from a Knudsen cell heated at about 600 K in UHV and directed towards the
Au sample kept at 520 K.

The crystalline quality of both Au(111) and BlueP film were checked by moni-
toring the LEED and SXRD diffraction patterns before and after P deposition. The
spots associated with the well-known herringbone reconstruction of the Au(111)
surface are clearly visible both in the LEED and SXRD diffraction patterns of the
pristine surface (see Figures 5.1a and 5.1b) but gradually disappear with the in-
creasing P coverage, giving way to the spots associated with the formation of
the (5 x 5) structure, characteristic of BlueP on this substrate, once the nomi-
nal coverage of 1 ML has been reached (see Figures 5.1e and 5.1f). At lower
coverages, from the diffraction patterns in Figures 5.1c and 5.1d it is possible to
appreciate the formation of a (6 x 6) structure of BlueP characterised by a lower
surface density of P atoms.
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(a) LEED diffraction pattern
of clean Au(111) surface at
E=60.6 eV

(b) SXRD in-plane reciprocal space
map of clean Au(111) surface for L=0.1

(c) LEED diffraction pattern of
BlueP/Au(111) at E=60.6 eV (θ
! 0.8 ML)

(d) SXRD in-plane reciprocal space
map of BlueP/Au(111) for L=0.1 (θ ! 0.8
ML)

(e) LEED diffraction pattern of
BlueP/Au(111) at E=60.6 eV (θ
! 1 ML)

(f) SXRD in-plane reciprocal space
map of BlueP/Au(111) for L=0.1 (θ ! 1
ML)

Figure 5.1: LEED and SXRD diffraction patterns before and after P deposition.
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5.2 Black and Red P yield the same Blue

Figure 5.2 displays a direct comparison of SXRD data of BlueP/Au(111) grown
from RedP and BlackP. The two sets of rods display the same sequence of peaks
and valleys and they are fully compatible unless for a scaling factor within the
experimental error bars. Given the fact that SXRD is a technique sensitive to
atomic displacement of the order of <10-2 Å this result provides a further ex-
perimental evidence in favour of the previously proposed thesis ([97]) that the
BlueP structure is the same whenever it was obtained evaporating Black or Red
P. The physical reason behind the latter phenomena can be unveiled by looking
closely at the transitionmechanism towards the gas phase of the two allotropes:
both sublimate in the form of small P clusters, mainly P2 and P4, which then con-
densate from the gas phase at the Au(111) surface. This result could be of real
importance for technological and industrial applications as it was proved that
in order to grow BlueP on the Au(111) surface termination it’s not mandatory to
utilise the BlackP allotrope as a precursor, which requires a specific time- and
energy-consuming synthesis process. In fact, the already commercially avail-
able and considerably less expensive red allotrope (RedP) could be successfully
exploited. This is a remarkable result in terms of the future scalability of the growth
process, a crucial step in enabling this system to be exploited in technological
applications in a large-scale industrial environment.

5.3 Structure determination of BlueP/Au(111)

Themain aim of this experiment was to shed light onto the geometric structure of
the BlueP film on Au(111) and, in particular, to discriminate between two struc-
tural models, depicted in Fig.5.3. Themain differencebetween the two lies in the
incorporation of substrate Au adatoms bridging the pyramidal islands of BlueP.
In particular, the P9x2+Au9 model, most recently proposed by Zhao et al. [44],
consists of two pyramidal islands of 9 P atoms each, which are linked together
by 3 Au adatoms on each side. The second model, P9x2, retains the two pyra-
midal BlueP islands but without the bridging Au adatoms. The following section
presents the primary experimental outcomes and a thorough comparison with
theoretical results. It is noteworthy that the author did not actively participate
in the STM and ARPES analysis and theoretical research. Nevertheless, the latter
findings were obtained in the framework of a scientific collaboration and are
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presented here in order to give a complete picture of the subject under investi-
gation.

5.3.1 STM

Figure 5.4 contains a direct comparison between experimental, atomically re-
solved, STM topography and simulated images for both models. The surface
consists of a rhombic unit cell containing two triangular, mirrored protrusions
of three atoms each, separated by an intermediate atomic level. Hexagonal-
shaped depressions, with precise orientation, emerge at the corners of the unit
cell, sometimes filled with additional P clusters [41, 42]. Simulated images re-
veal comparable features with the experimental counterpart, including trian-
gular, mirrored protrusions and hexagonal depressions, yet also show some sub-
tle discrepancies. The intermediate level situated between the mirrored pro-
trusions are composed of a triple intensity modulation along the mirror axis in
both models, however, the shape varies slightly between the two. Furthermore,
the orientation of the hexagonal (black) depression in the models varies by 30°,
aligned with the experimental counterpart for the P9x2+Au9. Consequently, this
model, with an additional 9 Au atoms, appears to be in better agreement with
the experimental STM data. Nevertheless, it is worth noting that certain fea-
tures can only be distinguished in experimental data obtained with a perfect,
rounded scanning tip. In fact, even the careful examination of our experimental
STM image reveals that it was produced by a very sharp but slightly asymmetric
tip. Such artefacts are common and can lead to erroneous experiment-theory
comparisons, as was observed with the atomic models initially proposed in the
literature. Therefore, based solely on STM data, even supported by high-quality
atomically-resolved images, comparison between theory and experiment can-
not be definitive, retaining the possibility to provide relatively strong qualitative
indications about the correct model.

5.3.2 ARPES

The SPELEEMmicroscope collects ARPES data as a stack of angle-resolvedmaps
of the photoemitted electrons obtained by changing the probed electron ki-
netic energy, i.e. the binding energy (BE), for a selected impinging photon en-
ergy. Thus, the measurement delivers a 3D volume of data displayed along
three axes, namely kx, ky (i.e. the electron momentum components parallel to
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Figure 5.2: Selection of SSRs from the BlueP/Au(111) system obtained evap-
orating RedP (in red) or BlackP (in black). The scaling offset between the
two groups of curves is likely due to slightly different experimental conditions
such as the P coverage on sample.

Figure 5.3: top and side view of ball rendering models of four (5 x 5)
unit cells of BlueP/Au(111). The Au(111) slab is displayed in grey, the Au
adatoms in red and the P atoms constituting the BlueP triangular islands
in dark (lower) and light (higher) yellow.
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Figure 5.4: a) experimental STM image of the BlueP-Au/Au(111) surface. The
rhombic unit cell, depicted in blue, consists of two triangular protrusions and an
intermediate level delimited by four hexagonal-shaped depressions at the cell
corners. Occasionally, the depressions can be filled by P clusters [41, 42] (red
bended arrows). Green arrows delimit a domain boundary between two adja-
cent glided domains (Measuring parameters: Vbias = -0.3 V, I = 1 nA, scalebar
= 1 nm.). b) and c) show the simulated appearance of the two model under
STM inspection at the same lateral scale (Simulated parameters: Vbias = -0.4 V,
isosurface at 3.0 Å above the highest P layer).

the surface) and BE. By slicing along specific planes, one can obtain either the
electronic dispersion in reciprocal space (kx, ky) at a selected BE or the band
structure along highly symmetrical crystallographic directions (!k, BE). Both quan-
tities can be accurately simulated and displayed for a qualitative comparison
between theory and experiment. The calculated band structure is extracted by
integrating over the entire simulation cell, i.e. by summing the contributions of
all atoms in the slab calculation. On the other hand, due to the finite inelastic
mean free path of the emitted photoelectrons, just the topmost atomic layers
contribute to the ARPES spectra. Therefore, a more reliable theory-experiment
comparison can be obtained by firstly adding the contribution of the atoms ly-
ing on a single plane and then performing an overall layer-by-layer weigthed
sum, carefully unfolding the calculated band structure. Figure 5.5 depicts the
momentum distribution curves, obtained from experimental data, extracted
along the high-symmetry directions in the reciprocal space (K-Γ-K and M-Γ-M).
These results are compared with the calculated band structure of the two struc-
tural models under consideration. We present columns featuring simulated data
obtained from the complete simulation cell (Surface+Bulk, second column), fol-
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5.3. Structure determination of BlueP/Au(111)

lowed by the most important homogeneous atom groups, including the Au first
layer (third column), P adatoms (fourth column) and, for the P9x2+Au9 model,
Au adatoms (right-most column). The experimental results demonstrate that the
BlueP-Au overlayer contributes between 1 and 2 eV BE [97], while the Au(111)
substrate exhibits sp-bands across the Fermi energy along with a strong d-band
structure contribution below 2 eV BE. In contrast, the calculated band struc-
tures, obtained by averaging over the entire slab, are mostly dominated by the
sp-bands of Au(111) between the Fermi energy and 2 eV. However, by disen-
tangling the contribution of each atomic layer, one can clearly see the effect
of BlueP-Au on the band structure. While the band structure of the top Au(111)
layer results very similar to the bulk one, the P atoms yield a strong density of
states at low BE. The P band structure differs greatly between the two proposed
models: the P9x2+Au9 model closely reproduces the experimental evidence,
with a contribution to the density of states located between 1 and 2 eV BE and
the proper position in the FBZ on both Γ-K and Γ-M profiles. Moreover, the Au9
adatoms deploy intense density of states around 4 eV BE. Conversely, the P9x2

model predicts in the band structure intense density of states across the Fermi
level, a feature that is not observed experimentally.

Similar indications are obtained by comparing ARPES maps at selected BEs
with the corresponding calculated momentum distribution of electrons in the
(kx, ky) planes. Figure 5.6 summarises our experimental findings and the results
of the DFT calculations for the two different models, right at the Fermi level (BE =
0) and at 1 eV. Experimental ARPES maps of the clean Au(111) termination and
of the BlueP/Au(111) system are presented to highlight the differences induced
by the overlayer. At the Fermi energy, BlueP fades out the Au(111) surface state
close to Γ and contributes in a higher density of states around M. At 1 eV BE the
band structure of the BlueP/Au(111) system assumes the shape of two rings with
radii of 0.80 Å-1 and of 0.11 Å-1 centred in proximity of the Γ-M direction and close
to the Γ point, respectively. These and other main features are well reproduced
by the P9x2+Au9, while the P9x2 model yields strong density of states around Γ
at the Fermi energy and just one ring of intermediate radius (0.65 Å-1) around Γ
at 1 eV BE. The simulated ARPES maps of the clean Au(111) surface at both BEs
are also reported in order to highlight the differences with the ones produced
by the overlayers.
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Figure 5.5: Experimental and theoretical band structure along K-Γ-K and M-Γ-M
for P9x2+Au9 model (a-b) and P9x2 model (c-d). The color scales are black-
yellow-white for experimental data and black-purple-red-yellow for theoretical
representation. Theoretical results have been unfolded from (5 x 5) FBZ to (1 x
1) FBZ and are displayed after integration over the entire simulation cell (Sur-
face+Bulk) and after projection on separate parts (Au 1st layer, P surface atoms
and Au surface atoms). The Fermi level is highlighted with a dashed white line.
Experimental data taken with photon energy 65 eV.
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Figure 5.6: Experimental and theoretical distribution of photoemitted electrons
in (kx, ky) (a) at Fermi energy (i.e. Fermi surface mapping, 0 BE) and (b) at 1
eV BE. The FBZ hexagonal border (yellow) and the position of high-symmetry M
(red) and K (green) points are highlighted. Experimental data takenwith photon
energy 65 eV. DFT calculations include the mapping of clean Au(111) and the
contribution of P and Au surface atoms for both P9x2+Au9 (light blue) and P9x2

(green) models. All pictures have the same lateral scale.

5.3.3 SXRD

The two models depicted in Fig.5.3, simulated by DFT ab initio calculations with
a 4-layers Au slab, were the starting point for our experimental SXRD analysis.
The SXRD dataset consists of 4 CTRs and 15 SSRs with a total of 1090 experimen-
tal datapoints. Each rod has been simultaneously and iteratively fitted. Starting
from the structural models proposed by the DFT analysis, the atomic positions
were slightly further optimised in order to maximise the agreement between the
experimental and the simulated structure factors. In particular, several degrees
of freedom were progressively released relying on the symmetry of the super-
structure unit cell, identified with the pm31 spatial group, outlined in Fig. 5.7.

Parametrisation of the system

In fact, the symmetry of the system already imposes some constraints to the pos-
sible in-plane movements of the atoms in the superstructure but, in addition, fur-
ther selected constrains were introduced in order to reduce the number of de-
grees of freedom and consequently the number of fitting parameters. Relying
on the symmetry of the superstructure and the atomic positions in the proposed
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Figure 5.7: Representation of the space group pm3 for a trigonal struc-
ture. The same red symbols identify symmetry equivalent points in the in
the plane, whereas black symbols indicate the symmetry operators: the tri-
angles stand for threefold rotation axes perpendicular to the plane of the
screen, the circles for centres of inversion, the (half) arrows to (screw) twofold
axes, the continuous and dashed lines for mirror and glide planes respec-
tively. Image from [98].
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models it is possible to separate the surface atoms (the superstructure and the
3 topmost Au layers) into groups of equivalent atoms. This division allows to in-
troduce some reasonable constraints also regarding the atomic motion along
the z direction, i.e. out-of-plane, otherwise ignored by the symmetry in-plane
constraints.

Therefore, the surface atoms have been separated in 4 different groups ac-
cording to the pertaining layer, namely the superstructure layer and the 3 top-
most Au layers. In addition, the atoms in the superstructure and in the first Au
layer have been separated in 4 and 4+1 subgroups, respectively. Fig. 5.8 de-
picts both the separation in groups and the Degrees of Freedom (df) of the
atoms in the supercell. The size of the spheres indicates the atomic element
(smaller for P, larger for Au), while the colour is associated with a specific group
of equivalent atoms. Lastly, the arrows depict the allowed directions for the
atomic displacements. During the optimisation procedure, the atoms that be-
long to the same group were allowed to move by the same amount along the
directions indicated by the arrows, in order to preserve the symmetry of the su-
percell.

To summarise, a total number of 22 df were introduced in order to properly
describe the necessary atomic displacements towards a satisfactory atomic
model, namely:

• 4 df for the displacement of the atoms in the 4 layers (the superstructure
and the 3 topmost Au layers) as a whole and independently of the others,
along the z direction (see Fig. 5.8a).

• 4 df for the intra-layer displacement of the atoms belonging to the 4 sub-
groups in the superstructure along the x−y directions (see Fig. 5.8b).

• 4 df for the displacement of the atoms belonging to the 4 subgroups in the
superstructure along the z direction (see Fig. 5.8b).

• 4+1 df for the displacement of the atoms belonging to the 4 subgroups
plus the single Au atom marked in grey colour in the first layer along the
x−y directions (see Fig. 5.8c).

• 4+1df for the displacement of the atoms belonging to the 4 subgroups and
the single Au atom in the first layer, along the z direction (see Fig. 5.8c).

In addition, three other parameters have been optimised on the experimental
dataset:

143



Chapter 5. P/Au(111)

Third Layer

Second layer

First layer

Superstructure

(a) Side view of the supercell, illustrating the 4 main groups of atoms. In
this picture, each layer can move along z, regardless of the others.

(b) Top and side view of the first Au
layer.

(c) Top and side view of the super-
structure.

Figure 5.8: Illustration of the groups of equivalent atoms individuated in the su-
perstructure and in the underlying layers. The z scaling is enhanced in b) and
c), with respect to a), to highlight the subgroups. Equivalent atoms (depicted
in the same colour) are forced to move of the same distance in the directions
indicated by the arrows.
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• The β-factor, which accounts for the surface roughness.

• The surface fraction parameter fs, which accounts for the possibility of a
non complete surface coverage.

• The occupancy θ of the Au adatoms in the superstructure, introduced due
to the high mobility of Au adatoms at surfaces .

In the section above, the parametrisation related to the P9x2+Au9 model was
described. To obtain the parametrisation related to the P9x2 one it is sufficient
to remove the df associated to the Au adatoms in the superstructure.

The configuration of parameters depicted above has been developed
in an iterative way, progressively adding df in order to refine the structure
model and improve the agreement with the experimental data. Clearly more
sophisticated solutions could be adopted allowing the search through a larger
configuration space. However, that would increase the possibility of trapping
in local minima of the χ2, increase the computational cost and yield even
overfitting.

In conclusion, the depicted parametrisation of the system proved, as will be
shown in the following, to be adequate in order to fulfill the main purpose of this
work, which was to sort out the presence of the Au adatoms.

Fitting procedure

In this section, the details of the fitting procedure will be presented. The struc-
tural optimisation has been carried out runningmultiple fitting loops in which the
fitting parameters are released step-by-step. This specific procedure was cho-
sen for two main reasons. Firstly, this allowed us to minimise the computational
effort, which rapidly increases with the number of fitting parameters, but most
importantly it allows us to monitor the R-factor trend during the process. In fact,
ANA-ROD exploits the steepest descent gradient algorithm in order to find the
atomic configuration whichminimises the value of the χ2, which does not corre-
spond in general to the one which minimises the R-factor. Thus, the agreement
between the simulated structure factors and the experimental data was tested
by both methods for best solidity.

Nevertheless, even the optimised P9x2+Au9 model could not fully reproduce
the experimental data. This is due to both physical-technical features not in-

145



Chapter 5. P/Au(111)

cluded in the theoretical model (the presence of more than a single ordered
domain on the surface, the finite energy bandwidth of the x-ray source, the po-
larisation of the beam, ...) and to limitations of the fittingmodel. In fact, the best
fit solution depends crucially both on the specific initial configuration and on the
parametrisation of the system. Working with complex atomic structures, com-
posed of a large number of atoms (the surface unit cell for the P9x2+Au9 model
has 102 atoms), implies a large number of parameters in order to describe the
system. Therefore, the best fit solution is most likely to depend crucially on the
specific initial fitting configuration and even a slight modification of the latter
could lead to traps in local minima of the parameters space, thus retrieving an
improper solution. In order to overcome these problems one may, in addition to
exploit different figures of merit, rely on more sophisticated methods (e.g. iter-
ative phase retrieval algorithms, quantum monte carlo approaches, adaptive
simulatedannealingmethod, ...) in order to provideamoreaccurate dataanal-
ysis. Nevertheless, the described fitting procedure and parametrisation of the
system have been considered sufficiently precise to evince the main features
of the BlueP/Au(111) structure and provide a solid evidence of the presence of
the Au bridging adatoms.

Before presenting the results of themodel optimisation, it is worth considering
the fact that the CTRs are characterised by a significantly higher signal intensity
with respect to the SSRs. This implies that one singleCTR contributes considerably
more to the χ2 value than a SSRs. In addition, the atoms of the superstructure,
whichare themain focus of this work, contribute justmarginally to theCTRs signal
due to the different in-plane symmetry with respect to bulk atoms. Therefore,
one could ask whether excluding the CTRs from the analysis, a subset of the
diffraction data consisting only of SSRs could be reproduced by the fittingmodel
in a more efficient way, but still converging to a meaningful solution. Therefore,
the structure optimisation procedure has been tested fitting also a sub-dataset
consisting of just the SSRs. The refined structures obtained including or not the
CTRs in the dataset, coincide if the number of fitting parameters is limited, but
start to diverge if further degrees of freedom are included. This is due to the
fact that, increasing the size and the complexity of the parameter space, the
number of local minima rapidly boosts. Thus, fitting just the SSRs subset of the
experimental data is likely to converge to a different configuration with respect
to the one that best fits the whole dataset. In the light of the results of this fitting
test, the complete experimental dataset has been used to carry out this analysis.
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5.3. Structure determination of BlueP/Au(111)

Refined models

In this section, the results of the structural refinement will be presented. The op-
timised models P9x2+Au9 and P9x2, together with their corresponding DFT op-
timum, used as a starting point for structural refinement, are depicted in Fig.
5.9. The atomic displacements and fitting parameters which were found to min-
imise the χ2 for the various models are reported in Appendix C. What stands out
comparing the startingmodels and the refined atomic structures in Fig. 5.9 is the
difference ofmagnitude between the displacements of P and Au atoms. In par-
ticular, the Au atoms and the in-plane P atoms displacements vary from 0.01 to
0.4 Å, and are hardly appreciable in the scale range of the figure, while the out-
of-plane displacements of P atoms vary from 0.8 to 1.6 Å and are clearly visible.
The main reason for this difference has to be searched in the P atoms scattering
cross section being considerably smaller with respect to the Au atoms one. Be-
cause of that, the iterative fitting process is not sufficiently efficient to accurately
discriminate the effective positions of P atoms due to their marginal contribution
to the simulated structure factor of the model.

Figure 5.10 shows the experimental intensitymodulation of the diffraction rods
with respect to the diffraction index L together with the simulated structure fac-
tor starting from the DFT refined models. The same fitting procedure has been
adopted for both models with just the 2 df associated with the Au adatoms
in the superstructure removed from the list of parameters for the P9x2 model.
What stands out comparing the two simulated structure factors in Fig. 5.10, is
that the P9x2+Au9 model (red curves) is far more accurate in reproducing the
experimental data with respect to the P9x2 model (green curves). A quanti-
tative evidence in favour of this conclusion has been achieved by testing the
agreement with the experimental data of the optimised models with both χ2

and R-factor. The obtained values are listed in Table 5.1 from which it is possible
to notice that the values related to the P9x2 model are 379% and 170% larger
than the P9x2+Au9 model ones, for χ2 and R-factor, respectively. This result pro-
vides a clear experimental evidence that the P9x2+Au9 model is the one that
most accurately reproduces the effective surface structure of the BlueP/Au(111)
system, eventually ruling out the possibility that Au linking adatoms aren’t part
of the superstructure.
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Chapter 5. P/Au(111)

(a) Model P9x2+Au9

(b) Model P9x2

(c) Model P9x2+Au9 not including the out-of-plane
surface relaxation of the first Au layers

Figure 5.9: Lateral views of the optimised structural models, on the right, together
with their correspoding DFT optimum, which were used as a starting point.
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Chapter 5. P/Au(111)

Normalised χ
2 R-factor

P9x2+Au9 59 0.146
P9x2 224 0.249

P9x2+Au9 No Relaxation 58 0.154

Table 5.1: Normalized χ2 and R-factor values computed for the opti-
mised models

Surface Relaxation

Having successfully sorted out the presence of the bridging adatoms in the
atomic structure, we investigated the role played by the relaxation of the first
Au layers atomic positions. Starting from the P9x2+Au9 refined model we fixed
the atomic coordinates of the Au atoms, belonging to the three topmost lay-
ers, to the positions of the corresponding bulk atoms and we excluded from the
fitting procedure the df associated with the associated displacements. We will
refer to the model obtained in this way as the no relaxation model in the follow-
ing. Figure 5.11 shows the experimental intensity modulation of the diffraction
rods with respect to the diffraction index L together with the simulated struc-
ture factor from the refined P9x2+Au9 model and from the no relaxation model.
What stands out from the figure is that, excluding from the atomic structure the
surface relaxation of the topmost Au layers, the general trend of the diffraction
rods is still well reproduced, while the fine structure characterising the experi-
mental data is completely missing. This behaviour is someway opposite to the
one observed excluding the bridging Au adatoms from the atomic structure. In
fact, as it can be appreciated in Fig. 5.10, the absence in the model of the Au
adatoms prevents the simulated structure factors from reproducing the overall
trend of the experimental diffraction rods. Nevertheless, the simulated structure
factors associated with the P9x2 model clearly show a fine structure besides not
being in full agreement with the experimental data.

When examining the Normalized χ2 and R-factor values calculated for the
different optimised models, presented in Table 5.1, it is noticeable that while
the χ2 values calculated for the P9x2+Au9 and the no relaxation model are
very close and do not allow to discriminate between them, the R-factor value
clearly indicates the better agreement of the P9x2+Au9 with the experimental
data. The latter observation confirms the crucial importance of exploiting
different figures of merit in order to test the proposed atomic models.
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5.3. Structure determination of BlueP/Au(111)

In conclusion, both the presence of the surface adatoms and of the surface
relaxation of the uppermost Au layers proved to be crucial for an adequate fit of
the experimental data, in particular in order to appropriately reproduce the fine
structure and the general trend of the measured diffraction rods, respectively.
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Chapter 6

Conclusions

This thesis work focuses on the growth and experimental characterisation of B
and P monolayers supported by metal surfaces. To fulfil these purposes, we
have employed a combination of complementary surface science techniques
(XPS, STM, IR-Vis SFG, SXRD, NEXAFS, LEED, AES), corroborated by ab initio DFT
techniques within the framework of an external collaboration, providing a
comprehensive picture of the investigated subjects.

In the first part of this thesis, we investigated the growth process of boron-
based structures on the Al(111) surface termination. Boron evaporation on the
latter substrate resulted in a complex phase diagram, generated by the boron’s
multi-centric bonding character and its relative electron and chemical affini-
ties with respect to aluminium. Despite the available literature reporting about
the stabilisation of an AlB2 honeycomb phase, we revealed the effective co-
presence of a variety of different B-Al ordered structures. Despite their rela-
tive abundance can be tuned by controlling the growth parameters, a single
ordered phase cannot be obtained. Specifically, besides mono- and multi-
layered AlB2 structures, we reported the presence of two intermediate phases
in the formation process of an AlB2 layer. These structures are characterised by
strain-release constraints that significantly affect their geometric and electronic
features with respect to the complete AlB2 layers.

We then exploited the (111) surface termination of the Ni3Al alloy as a
substate for boron evaporation in order to dilute the Al concentration with
the aim of weakening the Al-B interaction. We unveiled novel geometric
and electronic configurations by investigated the growth process parameters
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Chapter 6. Conclusions

space, revealing the crucial role played by segregation and diffusion mech-
anisms and the atomic species relative chemical affinities in the formation
of ordered phases. In particular, high substrate temperatures and B-loadings
lead to boron diffusion into the bulk, while lowering the temperature, surface
segregation occurs. By investigating the system with microscopic imaging we
revealed the presence of substitutional B atoms embedded in the substate
lattice, which promote the formation of triangular-shaped clusters. Combining
spectroscopic and microscopic insights, we proposed an interpretative model
for the structure of the boron clusters, which resulted to be composed of boron
trimers bridged by an aluminium adatom. While this interpretation seems to
be adequate to support a plausible model, which i compatible with full set
of experimental observations, further validation through DFT calculations or
further experimental insight into the geometry of the surface structure, e.g.
LEEM or LEED I(V) measurements, could be necessary in order to corroborate
our findings.

In the following, we investigated the reactivity of the aforementioned B-
based structures to ubiquitous gases, such as hydrogen and oxygen. Exposure
of the AlB2/Al(111) system to atomic hydrogen resulted in the formation of a
stable, long-range ordered honeycomb structure that is visible in the electron
diffraction patterns and showing bridge-coordinated H atoms. The hydrogena-
tion process turned out to be fully reversible by annealing the system above 400
K. On the other hand, exposure of the system tomolecular oxygen resulted in an
opposite and much more intricate situation. In fact, the honeycomb boron film
is only hardly affected by oxidation, which involves instead mainly Al, yielding
aluminium oxide at the AlB2/Al(111) interface, segregation of Al ad-atoms
across the borophene layers, and formation of Al-O terminal structures via a
mechanism that is similar to the one observed for the growth of thin alumina
films. In a similar way, exposure of the B/Ni3Al(111) system to molecular oxygen
turned out to induce segregation of boron atoms from the bulk to the surface
and the formation of terminal and interfacial aluminium and boron oxides.

In the last part of this thesis, the structural determination of the BlueP/Au(111)
system is presented. In particular, we discriminated between two proposed
structural models, which mainly differ for the presence, in the BlueP overlayer, of
Au adatoms bridging triangular P islands. The 40% higher R-factor, obtained test-
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ing any model without the linking Au adatoms, with respect to diffraction data,
is statistically significant in order to corroborate the presence of the adatoms in
the effective structure of the system. In addition, the surface relaxation of the
uppermost Au layers proved to be crucial for an adequate fit of the experimen-
tal data. The model was supported by STM imaging and spectroscopy as long
as by intensive DFT-based studies.
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Appendix A

XPS Parameters

XPS best fit parameters are listed in the following tables referring to the Doniach-
Šunjić function convoluted with a Gaussian:

IDS(EKin) = I0

ΓE(1 − α)

((EKin − BE)2 + Γ2/4)(1−α)/2
ξ(EKin) (A.1)

where ΓE is the Euler Gamma function, Γ the Lorentzian linewidth, α the asym-
metry parameter, G the Gaussian linewidth, I0 the intensity, and BE the binding
energy position and ξ(E) is defined as:

ξ(E) = cos

[

πα

2
+ (1 − α) tan−1

(

E0 − E

Γ/2

)]

(A.2)

The errors are three times the standard deviations.
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Appendix A. XPS Parameters

A.1 B/Al(111) + Hat

B 1s

B/Al(111) B/Al(111) + Hat

IB 123539 ± 173 119058 ± 173
SB -3646 ± 50 -2941 ± 50

Γ[eV] 0.257 ± 0.002 0.257 ± 0.002
α 0.066 ± 0.001 0.066 ± 0.001

G[eV] 0.286 ± 0.003 0.286 ± 0.003

A1[eV] 749917 ± 9790 752710 ± 8298
BE1[eV] -187.78 ± 0.05 -187.75 ± 0.05

A2[eV] 142557 ± 11213 9934 ± 19049
BE2[eV] -0.29 ± 0.0178 -0.29 ± 0.02

A3[eV] 103862 ± 5584 79756 ± 5399
BE3[eV] -0.656 ± 0.007 -0.656 ± 0.007

ABH [eV] 18831 ± 20923 210816 ± 12059
BEBH [eV] -0.43 ± 0.01 -0.43 ± 0.01

ABO[eV] 43952 ± 1373 37786 ± 1351
BEBO[eV] 0.703 ± 0.003 0.703 ± 0.003

Table A.1: Fit parameters of B 1s core-level spectra.

158



A.1. B/Al(111) + Hat

Al 2p

B/Al(111) B/Al(111) + Hat

IB -1281 1087
SB 126 15

s.o.s.[e.v] 0.41 0.41
Γ[eV] 0.072 0.077

α 0.161 0.099
G[eV] 0.081 0.076

A1[eV] 288174 254473
BE1[eV] -72.69 -72.71

A2[eV] 57325 54137
BE2[eV] 0.60 0.58

A3[eV] 7926 12557
BE3[eV] 1.216 1.238

αmolt - 1.43
Gmolt - 3.04

Table A.2: Fit parameters of Al 2p core-level spectra. The BE refers to the position
of the 2p3/2 and the s.o.s indicates the spin-orbit splitting between the 2p3/2 and
2p1/2 levels. The parameters αmolt and Gmolt are multiplicative factors introduced
upon hydrogenation, with respect to α and G, respectively.
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Appendix A. XPS Parameters

A.2 B/Ni3Al(111)

Ni 2p3/2

Ni3Al
B/Ni3Al

(TD = 495 K)
(ΘB = 0.7 ML)

B/Ni3Al
(TD = 495 K)
(ΘB = 0.7 ML)

B/Ni3Al
(TD = 490 K)
(ΘB = 1.6 ML)

IB 1.18 1.14 1.12 1.12
SB -0.05 -0.04 -0.05 -0.04

Γ1[eV] 0.41 0.41* 0.41* 0.41*
α1 0.19 0.19* 0.19* 0.19*

G1[eV] 0.66 0.66* 0.66* 0.66*
A1[eV] 9.75 ± 0.01 8.2 ± 0.2 3.9 ± 0.3 1.9 ± 0.3

BE1[eV] -852.24 ± 0.03 -852.24 ± 0.04 -852.24 ± 0.04 -852.24 ± 0.06

Γ2[eV] - 0.41* 0.41* 0.41*
α2 - 0.17 0.17* 0.17*

G2[eV] - 0.66* 0.66* 0.66*
A2[eV] - 2.6 ± 0.2 7.1 ± 0.3 9.8 ± 0.3

BE2[eV] - 0.446 ± 0.008 0.45 ± 0.02 0.45 ± 0.03

Γp[eV] 1.38 1.38* 1.38* 1.38*
αp 0* 0* 0* 0*

Gp[eV] 2.63 2.63* 2.63* 2.63*
Ap[eV] -1.058 ± 0.002 -0.846 ± 0.004 -0.786 ± 0.002 -0.675 ± 0.008

BEp[eV] 6.14 ± 0.01 6.606 ± 0.005 6.85 ± 0.01 7.44 ± 0.03

Table A.3: Fit parameters of Ni 2p3/2 core-level spectra. The asterisk (*) indicates
parameters that have been kept fixed during the fit operation.
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A.2. B/Ni3Al(111)

Al 2p

Ni3Al
B/Ni3Al

(TD = 495 K)
(ΘB = 0.7 ML)

B/Ni3Al
(TD = 495 K)
(ΘB = 0.7 ML)

B/Ni3Al
(TD = 490 K)
(ΘB = 1.6 ML)

IB 0.97 0.99 1.01 1.00
SB -0.02 -0.01 -0.02 -0.02

Γ1[eV] 0.03 0.03* 0.03* 0.03*
α1 0.10 0.10* 0.10* 0.10*

G1[eV] 0.18 0.18* 0.18* 0.18*

A
(3/2)
1

[eV] 39.8 ± 0.1 21.3 ± 0.4 14.3 ± 0.1 4.33 ± 0.05

BE
(3/2)
1

[eV] -72.14 ± 0.02 -72.11 ± 0.02 -72.11 ± 0.02 -72.15 ± 0.02

BE
(1/2)
1

[eV] 0.405 ± 0.005 0.405* 0.405* 0.405*

Γ2[eV] - 0.03* 0.03* 0.03*
α2 - 0.10* 0.10* 0.10*

G2[eV] - 0.43 0.49 0.47

A
(3/2)
2

[eV - 21.7 ± 0.4 26.49 ± 0.07 26.95 ± 0.09

BE
(3/2)
2

[eV] - 0.235 ± 0.005 0.235 ± 0.005 0.235 ± 0.002

BE
(1/2)
2

[eV] - 0.64* 0.64* 0.64*

Γp[eV] - - - 0.03*
αp - - - 0.10*

Gp[eV] - - - 1.75

A
(3/2)
3

[eV] - - - 7.09 ± 0.07

BE
(3/2)
3

[eV] - - - 1.39 ± 0.01

BE
(1/2)
3

[eV] - - - 1.79*

Table A.4: Fit parameters of Al 2p core-level spectra. The asterisk (*) indicates
parameters that have been kept fixed during the fit operation.
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Appendix A. XPS Parameters

B 1s

B/Ni3Al
(TD = 495 K)
(ΘB = 0.7 ML)

B/Ni3Al
(TD = 495 K)
(ΘB = 0.7 ML)

B/Ni3Al
(TD = 490 K)
(ΘB = 1.6 ML)

IB 1.04 1.04 1.04
SB -0.01 -0.01 -0.02

Γ[eV] 0.14 0.14* 0.14*
α 0.10 0.10* 0.10*

G[eV] 0.22 0.22* 0.22*

A2[eV] 0.85 ± 0.07 0.7 ± 0.1 1.47 ± 0.08
BE2[eV] -187.70 ± 0.03 -187.66 ± 0.04 -187.68 ± 0.03

A1[eV] 0.480 ± 0.005 0.63 ± 0.07 0.41 ± 0.08
BE1[eV] -0.35 ± 0.01 -0.35* -0.35*

A3[eV] 0.22 ± 0.03 0.40 ± 0.05 1.32 ± 0.03
BE3[eV] 0.25 ± 0.07 0.25* 0.25*

A4[eV] 0.18 ± 0.07 0.3 ± 0.1 -1.32 ± 0.04
BE4[eV] 0.47 ± 0.03 0.47* 0.47*

A5[eV] 0.05 ± 0.01 0.092 ± 0.006 0.12 ± 0.01
BE5[eV] 1.43 ± 0.02 1.43* 1.43*

Table A.5: Fit parameters of B 1s core-level spectra. The asterisk (*) indicates
parameters that have been kept fixed during the fit operation.
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A.3. B/Ni3Al(111) + O2

A.3 B/Ni3Al(111) + O2

Ni 2p3/2

B/Ni3Al
(TD = 490 K)
(ΘB = 1.6 ML)

B/Ni3Al
(Post-oxidation)

B/Ni3Al
(Peri-oxidation)

IB 1.12 1.12 1.12
SB -0.04 -0.04 -0.03

Γ1[eV] 0.41 0.41* 0.41*
α1 0.19 0.19* 0.19*

G1[eV] 0.66 0.66* 0.66*
A1[eV] 1.9 ± 0.3 5.31 ± 0.08 1.4 ± 0.1

BE1[eV] -852.24 ± 0.06 -852.24 ± 0.034 -852.243 ± 0.05

Γ2[eV] 0.41* 0.41* 0.41*
α2 0.17 0.17 0.17*

G2[eV] 0.66* 0.66* 0.66*
A2[eV] 9.8 ± 0.3 3.33 ± 0.09 6.9 ± 0.1

BE2[eV] 0.45 ± 0.03 0.45* 0.45*

Γp[eV] 1.38 1.38* 1.38*
αp 0* 0* 0*

Gp[eV] 2.63 2.63* 2.63*
Ap[eV] -0.675 ± 0.008 -0.592 ± 0.007 -0.458 ± 0.003

BEp[eV] 7.44 ± 0.03 6.47 ± 0.02 7.142 ± 0.02

Table A.6: Fit parameters of Ni 2p3/2 core-level spectra. The asterisk (*) indicates
parameters that have been kept fixed during the fit operation.
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Al 2p

B/Ni3Al
(TD = 490 K)
(ΘB = 1.6 ML)

B/Ni3Al
(Post-oxidation)

B/Ni3Al
(Peri-oxidation)

IB 1.00 0.99 0.98
SB -0.02 0.01 0.01

Γ[eV] 0.03 0.03* 0.03*
α 0.10 0.10* 0.10*

G1[eV] 0.18 0.18* 0.18* 0.18*

A
(3/2)
1

[eV] 4.33 ± 0.05 -3.7 ± 0.2 2.6 ± 0.1

BE
(3/2)
1

[eV] -72.15 ± 0.02 -72.15 ± 0.02 -72.15 ± 0.02

BE
(1/2)
1

[eV] 0.41* 0.41* 0.41*

G2[eV] 0.47 0.40 0.50

A
(3/2)
2

[eV 26.95 ± 0.09 11.2 ± 0.2 10.5 ± 0.1

BE
(3/2)
2

[eV] 0.235 ± 0.002 0.219 ± 0.006 0.261 ± 0.005

BE
(1/2)
2

[eV] 0.64* 0.62* 0.67*

G3[eV] 1.75 1.28 0.81

A
(3/2)
3

[eV] 7.09 ± 0.07 9.0 ± 1.9 8.3 ± 0.1

BE
(3/2)
3

[eV] 1.39 ± 0.01 1.66 ± 0.03 1.66*

BE
(1/2)
3

[eV] 1.79* 2.07* 2.07*

G4[eV] - 1.27 1.20

A
(3/2)
4

[eV] - 20.7 ± 1.9 18.9 ± 0.1

BE
(3/2)
4

[eV] - 2.59 ± 0.05 2.81 ± 0.01

BE
(1/2)
4

[eV] - 3.00* 3.22*

Table A.7: Fit parameters of Al 2p core-level spectra. The asterisk (*) indicates
parameters that have been kept fixed during the fit operation.
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A.3. B/Ni3Al(111) + O2

B 1s

B/Ni3Al
(TD = 490 K)
(ΘB = 1.6 ML)

B/Ni3Al
(Post-oxidation)

B/Ni3Al
(Peri-oxidation)

IB 1.04 0.81 1.04
SB -0.21 0.00 -0.01

Γ[eV] 0.14 0.14* 0.14*
α 0.10 0.10* 0.10*

G[eV] 0.22 0.22* 0.22*

A2[eV] 1.47 ± 0.08 -0.27 ± 0.02 -0.99 ± 0.06

BE2[eV] -187.68 ± 0.03
-187.690 ±

0.04
-187.743 ±

0.03

A1[eV] 0.41 ± 0.08 0.23± 0.03 0.18 ± 0.03
BE1[eV] -0.35* -0.35* -0.35*

A3[eV] 1.32 ± 0.03 0.40 ± 0.07 1.32 ± 0.05
BE3[eV] 0.25* 0.25* 0.25*

A4[eV] -1.32 ± 0.04 0.38 ± 0.03 -0.30 ± 0.04
BE4[eV] 0.48* 0.48* 0.48*

A5[eV] 0.12 ± 0.01 0.50 ± 0.01 1.12 ± 0.011
BE5[eV] 1.43* 1.36 ± 0.02* 1.36*

G6[eV] - 0.96 0.96*
A6[eV] - 0.29 ± 0.03 -0.48 ± 0.01

BE6[eV] - 2.78 ± 0.04 2.78*

α7 - 0.07 0*
G7[eV] - 1.68 1.92
A7[eV] - 8.44 ± 0.03 11.48 ± 0.02

BE7[eV] - 4.89 ± 0.01 4.89 ± 0.01

Table A.8: Fit parameters of B 1s core-level spectra. The asterisk (*) indicates
parameters that have been kept fixed during the fit operation.
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O 1s

B/Ni3Al
(TD = 490 K)
(ΘB = 1.6 ML)

B/Ni3Al
(Post-oxidation)

B/Ni3Al
(Peri-oxidation)

IB 1.04 1.04 1.04
SB -0.01 -0.01 -0.02

Γ1[eV] 0.40 0.40* 0.40*
α1 0.13 0.13* 0.13*

G1[eV] 1.34 1.81 0.98
A1[eV] 1.769 ± 0.01 6.28 ± 0.02 3.95 ± 0.1

BE1[eV] -531.00 ± 0.02 -531.11 ± 0.02 -531.14 ± 0.01

Γ2[eV] - 0.40* 0.40*
α2 - 0* 0*

G2[eV] - 1.77 1.77*
A2[eV] - 17.22 ± 0.02 21.50 ± 0.05

BE2[eV] - 1.099 ± 0.005 1.313 ± 0.005

Table A.9: Fit parameters of O 1s core-level spectra. The asterisk (*) indicates
parameters that have been kept fixed during the fit operation.
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Appendix B

SFG Parameters

SFGbest fit parameters are listed in the following tables referring to the SFG signal
intensity expession:

ISFG(ωIR) ∝
[

ANR + ∑
n

Anei∆φn

ωIR − ωn + iΓ

]2

IVIS IIR(ωIR) (B.1)

where ANR is the non-resonant amplitude, An the resonance amplitudes, ∆φ the
phase differences, ωn resonance frequencies, and Γ resonance broadenings.
The errors are three times the standard deviations.

B.1 B/Al(111) + Hat

293 K 381 K 399 K 428 455 K 473 K

ANR 28.0 ± 0.1 28.3 ± 0.1 25.0 ± 0.1 23.0 ± 0.1 21.8 ± 0.1 23 ± 0.1
ARES 68.3 ± 0.1 55.7 ± 0.1 41.0 ± 0.1 32.8 ± 0.1 33.3 ± 0.1 38.6 ± 0.1

G 1.9 ± 0.1 3.7 ± 0.1 1.5 ± 0.1 7.3 ± 0.1 9.2 ± 0.1 12.7 ± 0.1
∆φ 25 ± 13 25 25 25 25 25
ω 1934 ± 2.5 1934 1934 1934 1934 1934
Γ 10 ± 3 10 10 10 10 10

Table B.1: Best Fit parameters of B-H stretching mode resonance at increasing
temperatures.
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B.2 B/Al(111) + O2

BO1 BO3 BO2

ANR 22.3 ± 0.2 22.3 ± 0.2 22.3± 0.2
ARES 4 ± 1 3 ± 1 4 ± 1
∆φ 78 ± 41 142 ± 38 329 ± 39
ω 1200 ±2 1231 ± 2 1213 ± 2
Γ 2.9 2.9 2.9

Table B.2: Best Fit parameters of B-O vibrational modes.
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Appendix C

SXRD Models and Parameters

This appendix reports the representation and the fitting coefficients obtained for
the P9x2+Au9 model, the P9x2 model and the P9x2+Au9 without the relaxation
of the Au layers. The associated diffraction data, with the corresponding best
fits, are shown in Figs. 5.10 and 5.11, section 5.3.3. The parameters related to the
atoms displacements are expressed as fractions of the (5 × 5) unit cell (whose
side size is estimated to be !14.648 Å by DFT calculations) and are labelled as
summarised in the figure in the next page.
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displ. 5

displ. 7

displ. 9

displ. 11

displ. 4

displ. 6

displ. 8

displ. 10

displ. 12

in-plane out-of-plane

displ. 13

displ. 15

displ. 17

displ. 19

displ. 21

in-plane

Firts Au layer

Superstructure

out-of-plane

displ. 14

displ. 18

displ. 20

displ. 22

displ. 16

displ. 3

displ. 2

displ. 1

Interlayer
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P9x2+Au9 P9x2
P9x2+Au9

(no relax)

scale 0.0259 0.0283 0.0321
β 0.11 0 0.2876
fs 1 1 0.9931

displ.1 -0.0307 -0.0733 -0.0539
displ.2 -0.0024 -0.0071 -
displ.3 0.0066 0.0045 -
displ.4 -0.0001 -0.0026 -
displ.5 -0.0056 -0.0265 -0.0032
displ.6 -0.0627 -0.0788 -0.0313
displ.7 -0.0041 -0.0077 -0.0001
displ.8 -0.0545 -0.0354 -0.0339
displ.9 0.0047 0.0247 0.0056
displ.10 0.111 0.0174 0.1041
displ.11 -0.0023 0 -0.0023
displ.12 0.0051 0 0.0185
displ.13 -0.0011 -0.014 -
displ.14 0.002 0.0109 -
displ.15 -0.0007 -0.001 -
displ.16 0.01 -0.026 -
displ.17 -0.0009 0.0005 -
displ.18 -0.0078 0.0024 -
displ.19 0.0019 0.0053 -
displ.20 -0.0018 0.009 -
displ.21 0.0029 -0.0199 -
displ.22 -0.019 0.041 -

θ 0.8169 - 0.7896

Table C.1: Best Fit parameters of diffraction data.
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(a) Top view of the P9x2+Au9

model.
(b) Side view of the P9x2+Au9

model.

(c) Top view of the P9x2 model. (d) Side view of the P9x2
model.

(e) Top view of the P9x2+Au9

model (no relaxation).
(f) Side view of the P9x2+Au9

model (no relaxation).
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Acronyms

Acronyms

AES Auger Electron Spectroscopy

ARPES Angle-Resolved PhotoEmission Spectroscopy

BlackP Black Phosphorus

BlueP Blue Phosphorene

BP Black Phosphorene

CTR Crystal Truncation Rod

DOS Density of States

df Degrees of Freedom

DFT Density Functional Theory

FL Fermi Level

FWHM Full Width Half Maximum

hB Honeycomb borophene

HH Hexagonal Holes

LEED Low Energy Electron Diffraction

ML MonoLayer

NEXAFS Near Edge X-ray Absorption Fine Structure

NAP Near Ambient Pressure

pDOS partial Density of States

PVD Physical Vapour Deposition

RedP Red Phosphorus

SFG Sum Frequency Generation

SSR Surface Rod

STM Scanning Tunneling Microscopy
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Acronyms

STS Scanning Tunneling Spectroscopy

SXRD Surface X-Ray Diffratcion

UHV Ultra High Vacuum

VL Vacuum Level

XPS X-ray Photoelectron Spectroscopy
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