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A  B  S  T  R  A  C  T   
 

The prediction of drug dissolution profiles is crucial for elucidating the pharmacokinetic behaviour of drugs and the 

bioavailability of dosage forms. In this work, we develop a mathematical model to describe the dissolution process 

of irregularly shaped particles. We use a complete dissolution model that accounts for both surface ki- netics and 

convective diffusion. The mechanistic relationship between the mass transfer coefficient and the local curvature is 

derived from the fundamental physical laws governing these processes. Our model theoretically shows that the 

dissolution rate depends nonlinearly on the surface curvature. The subsequent recrystallization process in the bulk 

fluid is also considered. The main result of this work is its simplicity, since only two coupled nonlinear ordinary 

differential equations are needed to describe the dissolution process. Another remarkable advantage is the 

possibility to determine the model parameters using common independent techniques, so that the importance of 

the wettability of solids on the dissolution process can be evaluated. Finally, the proposed model demonstrated the 

importance of particle shape in describing the experimental dissolution data of theophylline monohydrate. 
 

 

 

1. Introduction 

 
The dissolution of drugs means the detachment of molecules from 

the solid phase and their transport into the liquid phase surrounding the 

solid particle. Therefore, dissolution, which can only occur when the 

drug concentration in the liquid phase (solution) is lower than the sol- 

ubility, should not be confused with the overall process of drug release 

from a delivery system, which typically involves other phenomena that 

may include dissolution [1]. According to Siepmann, drug dissolution 

can be defined as “the miXing of two phases (the solid and the liquid) 

with the formation of a new homogeneous phase (i.e., the solution)” [2]. 

The analysis of the dissolution phenomenon is not only interesting in 

itself, but also has important implications for the pharmaceutical field as 

it affects the bioavailability of drugs, i.e., the rate and extent to which 

the drug is absorbed from a delivery system and thus becomes available 

at the site of drug action [3,4]. As shown by the Biopharmaceutics 

Classification System [5], bioavailability depends on the permeability of 

the drug through the cell membrane and the dissolution of the drug in 

physiological fluids. The last aspect is absolutely relevant considering 

that about 40% of drugs on the market and 70–90% of new chemical 

entities have slow dissolution kinetics due to their poor water solubility 

[6-9]. These drugs include nonsteroidal anti-inflammatory drugs 

(NSAIDs), cholesterol-lowering drugs, antifungals, antibiotics, anticon- 

vulsants, chemotherapeutics, antivirals, β-blockers, calcium channels, 

and immune-suppressants [10-15]. 

These considerations highlight the central role that drug dissolution 

plays in the pharmaceutical field and the need to fully understand the 

mechanisms that govern it in order to overcome practical problems and 

achieve optimal design of delivery systems. The need for rational ap- 

proaches has also been promoted, for example, by the US Food and Drug  

Administration, which introduced and defined the concept of process 

analytical technology (PAT) as a mechanism for designing, analysing, 

and controlling pharmaceutical manufacturing processes by measuring 

critical process parameters that affect critical quality attributes [16]. 

Interestingly, PAT is not the only evidence of rational approaches in the 

pharmaceutical field, as, for example, the Quality by Design (QbD) 

strategy supports the same philosophy. According to the European 

Medicines Agency guidelines ICH Q8, QbD is defined as “a systematic 

development approach that starts with predefined objectives and em- 

phasizes product and process understanding and control, based on 

sound science and quality risk management” [17]. The basic quantita- 

tive element of quantitative systems pharmacology (QSP) requires 
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Fig. 1. Shape modification of a sugar grain upon dissolution in water at different times. Adapted from [42]. 

 
 
 

 

Fig. 2.   Portion of a surface of a solid particle (2D case). The dashed circles are the 

local osculating circles in proXimity of points P of the surface (solid line). The 

colored region represents the BL of thickness δ around the body surface 

where Fick’s second equation is solved. Note that the BL thickness (δ = D/kd) 
depends on the local curvature. The white region represents the solid particle 

(below) and the external bulk fluid (above) (figure not to scale). 

Table 1 

Physical parameters used to simulate the dissolution of a theophylline particle 

characterized by different shapes (circle, ellipse, and corrugated circle) with the 

same initial volume [10,50]. The dimensionless volume of the release medium 

(V+) is calculated as the ratio between the volume of the release medium and the 

initial particle volume (V0). 
 

 

Parameter unit Value 
 

 

Initial particle mass: M0 kg 7.8⋅10
-10

 

Initial particle volume: V0 m
3 

5.23⋅10
-13

 

Solid drug density: ρs kg/m
3 

1490 

Initial drug solubility (25◦ C): Cs0 kg/m
3 

11.6 

Final drug solubility (25◦ C): Csf kg/m
3 

6.1 

Surface recrystallization constant: kr s
—1 

6⋅10
-3

 

Bulk recrystallization constant: krb s
—1 

6.6⋅10
-3

 

Interface mass transfer coefficient: km m/s 3.7⋅10
-3

 

Drug diffusivity in water (25 ◦C): D m
2 

/s 6.2⋅10
-10

 

Fluid density: ρf kg/m
3 

1000 

Fluid dynamic viscosity: ηf Pa s 10
-3

 

Dimensionless release medium volume: V
+ 

– 150 and 300 

EXponent for concave surfaces: n – 0.49 

 
 

 

Fig. 3. Spatial disposition of the different model parameters corresponding to 

the generic surface point “P” depicted in Fig. 2. Cb is the bulk drug concen- 

tration, C0 (=C(ξmin)) is the solid–liquid interface drug concentration, Cs in- 

 
 

 
some potentially important aspects such as the wettability of the drug, 

the hydrodynamic conditions of the dissolution medium, the possible 

change in solubility due to the phase transition during dissolution, the 

shape of the particles, the size distribution of the particles, and a finite 

dissolution volume. Historically, the first fundamental approach to 

describe the dissolution of particles was that of HiXson and Crowell [21- 

23], who for the first time considered the surface reduction in the 

dissolution of spherical particles and established the well-known cubic 

law. Later, the elegant model of Pedersen and coworkers also considered  the 

size distribution of spherical particles [24-27]. Interestingly, this model 

can be reduced to the HiXson-Crowell model in the case of monodisperse 

spherical particles. Since then, many other models have been developed 

to improve the theoretical description of particles dissolution. For 

example, mathematical modelers focused on the solid- 

–liquid interface by arguing that the overall dissolution process can be 

affected either by limited wettability of the solid [10] or by the occur- 

rence of an interfacial reaction between solute and solvent molecules 

[28-30]. In either cases, the end result is a time-dependent drug con- 

centration at the solid–liquid interface that is different from the solu- 

bility of the drug in the solvent. 

A topic closely related to this aspect concerns metastable solids that 

undergo a phase change (amorphous-crystalline or polymorphic trans- 

formation) upon dissolution [31,32]. Other research indicated that the 

drug concentration profile in the boundary layer (BL) surrounding the 

dicates drug solubility, kd is the hydrodynamic mass transfer coefficient 

(depending on dissolution steps s1, s2 and s3) while km is the interface mass 

transfer coefficient (depending on dissolution step s4). 

 
mathematical models that aim to describe biological systems and mimic 

their responses to internal stimuli, environmental factors, and drug de- 

livery [18]. 

This framework explains the current demand of increasingly so- 

phisticated mathematical models capable of interpreting experimental 

evidence. In the particular case of dissolution of solid particles in water 

or in a physiological fluid [19,20], mathematical models considered 

solid surface is not linear, as originally assumed [33-35], unless disso- 
lution occurs from a flat surface. This aspect is very important because 

the thickness of BL is also affected by the hydrodynamic conditions of 

the fluid environment [28]. Although some authors question the reli- 

ability of this statement [36], other researchers have developed a very 

interesting and simple approach to evaluate the BL thickness depen- 

dence on hydrodynamic conditions [37,38]. Interestingly, for a 

comprehensive description of drug dissolution, the possible drug 

degradation in the bulk fluid after dissolution [39] and the effects of a 

finite fluid environment were also considered. Another parameter 

attracted the interest of researchers, namely the shape of the dissolving 
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Fig. 4. Time evolution of the shape (left) and overall mass transfer coefficient K (right) as a function of the angle θ (right) for a circle, ellipse and corrugated circle 

during dissolution (V+=150). In each row, equal colors correspond to equal times, with black line as initial time. 

 
particles [40]. While Hirai and co-workers did not explicitly consider the 

shape of the particles but focused on a law that can describe the time 

dependence of the dissolution surface [41], Abrami et al [32] dealt with 

spherical, cylindrical and parallelepiped particles. Although some au- 

thors have focused on the dissolution of irregularly shaped particles 

[42], to the best of our knowledge, no comprehensive mathematical 

study taking into account both the particle shape and the above- 

mentioned aspects of dissolution has been carried out. In practise, it is 

indeed important to know which of the different aspects determining 

 
dissolution plays the most important role, depending on the solid and 

the dissolution conditions considered. For example, regarding the par- 

ticle shape, it is known [40] that the shape can affect the dissolution 

since it is related to the thickness of the particles BL. Moreover, it is 

known that the convex parts of the particle surface tend to dissolve faster 

than flat surfaces, resulting in rounded edges and corners, as shown in 

Fig. 1 in the case of dissolution of sugar grains [42]. Similar findings 

apply to the dissolution of succinic acid grains [43]. 

Thus, the objective of this work is to develop a mathematical model 
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Fig. 5. Change in theophylline bulk concentration (Cb) with time in the three cases 

circle, ellipse, and corrugated circle (V+=150). The dashed line shows the solubility 
curve. It can be seen that the corrugated circle dissolves much faster 

than the other two shapes, with a higher concentration in the release medium. 

 
capable of relating the effect of particle shape to the main phenomena 

governing particle dissolution, such as the wettability of the solid, the 

change in drug phase (and solubility) upon dissolution, the diffusion of 

the drug inside BL, the effect of surface curvature and hydrodynamics on 

thickness BL, and the presence of a finite release environment. To 

generalize the simulation results and facilitate comparison with con- 

ventional shapes, the volume and surface shape coefficients are evalu- 

ated for each geometry considered [44]. 

2. Mathematical modelling of drug dissolution 

 
Dissolution can be considered as a process consisting of five simul- 

taneous phases [2,35,45]: 

1) contact of the solvent with the solid surface (wetting), which implies 

the formation of a solid–liquid interface, starting from a solid–vapor 

interface, 

2) breaking of intermolecular bonds in the solid phase (fusion), 

3) Transfer of molecules from the solid phase to the solid–liquid inter- 

face (solvation), 

4) Diffusion of solvated molecules through the immobile BL, sur- 

rounding the solid surface (diffusion), 

5) Convective transport of the solvated drug molecules into the well- 

stirred bulk solution (convection). 

While step 5) is the less interesting one, as it simply depends on the 

Reynolds number in the dissolution fluid, the first four are the classical 

target of mathematical models used to describe particle dissolution. In 

fact, the first four steps can be considered as the sum of four energy 

contributions representing the total resistance that the drug molecules 

must overcome to pass from the solid phase to the dissolved phase 

(dissolution). Clearly, the higher the dissolution energy required (i.e., 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Temporal evolution for circle, ellipse and corrugated circle until com- plete 

dissolution (V+=300). The rounding of the shape is more evident, with the 
dissolution of the particles occurring at different times (cfr. Fig. 4). 

 
second equation related to the surface point P (see Fig. 2), assuming 

pseudo stationary conditions and spherical coordinates (i.e. local radial 

coordinate), allows us to conclude that the drug profile concentration (C 

(ξ))) is not linear and is [32]: 

the higher the mass transfer resistance), the lower the dissolution ki- km 2 

(
ξmax 

 
 

)/( ( 
km 

)) 
 

netics. Interestingly, as discussed below, particle shape mainly affects 
step 4). 

C(ξ) = Cb + (Cs — Cb) 
kd 

ξmin 
ξ 
— 1 δ   ξmax + 

kd 

ξmin 
(1) 

To characterize the first four steps, we need to know the time evo- 

lution of the drug concentration profile in the immobile stagnant BL, 

surrounding the solid surface S. Indeed, BL is unavoidable and its 

thickness depends on 1) the relative velocity between the solid surface 

and the external fluid, 2) the kinematic fluid viscosity, and 3) the drug 

diffusion coefficient within BL [37]. Under suitable boundary conditions 

(see AppendiX), the analytical solution of the so-called second Fick’s 
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where Cb is the drug concentration in the bulk liquid (see Fig. 3), Cs is the 

drug solubility, and δ(P) is the local BL thickness. kd (m/s) is the hy- 

drodynamic mass transfer coefficient, which is the ratio between the 

drug diffusion coefficient (D) in BL and δ (kd    D/δ). While kd, also called 

the intrinsic dissolution constant, takes into account dissolution step 

4, km (m/s) is the interfacial mass transfer coefficient, which 
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= 

R 9ηf 

dt dt ∂ξ 

For a flat surface, we resort to the Levich approach [50], which was 

developed for modelling the dissolution of a rotating flat surface, where 

the rotational velocity is replaced by ΔU/R: 

kd  = 0.621D2/3 ν
—
f  

1/6 

√̅
Δ
̅̅̅
U
̅̅ ̅ 

≈ 0.621D2/3 νf

—1/6 

√̅

(

̅

ρ

̅̅̅

s

̅̅

—

̅̅̅̅̅

ρ

̅̅̅

f

̅

)

̅̅

g

̅̅̅̅
2
̅̅
R
̅ ̅̅ 

 

 

 
(4) 

In the absence of theoretical approaches to describe the dissolution 

of solid drugs from concave surfaces, we have adopted the following 

empirical equation: 

kd = kd—plane 

n 

ξmin 
 

ξplane 

 
(5) 

 
 

 
 

 

       
 

Fig. 7. Best fit of the model (solid and dotted lines) to experimental data (white 

circles) related to dissolution of TMH particles. C+
b   indicates the ratio between 

the drug concentration in the dissolution environment (Cb) at time t and after a 

very long time. Model fitting was performed assuming spherical (solid line) or 

parallelepipedal crystals (dotted line). The vertical bars indicate the standard  

deviation, while AIC is the Akaike number (Eq. 11)). 

 
depends mainly on the wetting properties of the dissolution surface (step 1). 

Finally, ξmin represents the radius of the osculating circle that ap- 

proXimates the real surface profile near P, while ξmax is equal to the sum 
of δ and ξmin (see Fig. 2). 

where n is a model parameter. Basically, Eq. (5) assumes that, unlike 

convex surfaces, the dissolution kinetics of a concave surface decreases 

with its curvature radius ξmin because the relative velocity ΔU between 

the surface and the fluid decreases locally as ξmin decreases. In summary, 

eqs. (2), (4), and (5) allow us to determine the correct kd value when 

moving with continuity from convex to flat or concave to flat surfaces 

characterized by different radii of curvature ξmin. Referring to the defi- 

nition of kd (=D/δ), our approach implies that the thickness of BL on an 

irregular surface is position dependent and increases with ξmin to a flat 

surface in the case of a convex surface (see AppendiX). Conversely, in the 

case of a concave surface, starting from a flat surface, δ decreases with 

ξmin. 
To evaluate the amount of drug dissolved (Mb) by time t, we used the 

total drug mass balance, which states that the change in Mb over time 

(dMb/dt) must equal the drug fluX leaving the solid dissolving surface S 

(derivative of Eq (1) with respect to ξ): 

Although km depends in principle on the local radius of curvature 

 

dMb 
= V 

dCb 
= — S

(

D 
∂C

) 

⃒
 

= SK(Cs — Cb) (6) 

AppendiX). In general, however, km should depend on position because 

of surface anisotropies arising from possible different orientations of 

surface molecules belonging to different crystal faces. These surface 

where V is the bulk liquid volume (supposed constant) and K (m/s) is the 

overall mass transfer coefficient [32]: 

anisotropies can affect the dissolution steps 1) and 2) by changing the 

local melting temperature/hentalpy [46] and the local surface wetta- K 
ξmin /ξmax 

 1 + 1   ξmax 
(7) 

bility [47], which in turn affects the variation of km. However in the kd km   ξmin 

following, for simplicity, km is considered independent of time and 

location. In contrast, the dependence of kd on ξmin is not negligible, and 

its evaluation can be done according to the approach followed by D’Arcy 

and Persoons [37]. This strategy relies on the equation of Ranz and 

Marshall, which was originally developed to describe the evaporation 

rate of pure liquid droplets [48,49] and then used to simulate the mass 

transfer of solid spheres under forced convection [20]: 

Since we are dealing with irregularly shaped particles, kd and hence 

K are location dependent (see Eqs. (2) and (5)). Consequently, the 

description of the whole dissolution phenomenon requires the subdivi- 

sion of S into elementary surfaces ΔSi (see Fig. 2) and the determination 

of the local osculating circle radius. This, in turn, allows the calculation 

of Mb and the change of particle shape in the course of dissolution (see 

AppendiX). To complete the model, it is necessary to evaluate both C and C . As 

   D  
(

 √̅
Δ
̅̅̅
U
̅̅̅̅
⋅
̅
2
̅̅
ξ
̅̅̅̅
̅
̅ ̅ 
(ν )1 

) s b 
 

 

 
 

kd = 2ξmin 
2 + 0.6   min f    3 

νf D 
(2) mentioned in the introduction, it is quite common for the drug to un- 

dergo a phase transformation (polymorphic or amorphous-crystalline) 

upon dissolution, resulting in a decrease in solubility. This phenome- 

where νf is the fluid cinematic viscosity and ΔU is the relative solid 

particle-liquid velocity that can be approXimated by [37]: 
2 

non is usually described by a first-order reaction [51] occurring at the 

solid–liquid interface, leading to the following expression for the 
reduction of Cs over time: 

ΔU ≈ (ρ — ρ )g 
(2R)

 (3)  C t C  C C e (8) 

s f 18ηf s( ) = sf + ( s0 — sf ) 
—kr t 

where ρs and ρf are the density of the solid and liquid, respectively, g is 

the gravity acceleration, ηf is the dynamic viscosity, and R is the radius 

of an “equivalent” sphere with the same particle volume. Since ξmin varies 

with position, Eq. (2) states that kd is position dependent and decreases 

with ξmin. Since all other dissolution parameters are constant, this leads to 

(ξmin), for practical purposes it can be retained constant with ξmin (see 

( 

ξ=ξmax 

) 
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the well-known faster dissolution of peaks and spikes (very small local 

radius of curvature) compared to a flat surface corresponding to an infinite 

radius of curvature [42,43]. 

Since in the case of irregularly shaped particles there is a need to 

describe the dissolution of solids from flat and concave surfaces, we also 

assume suitable dissolution equations for these types of solid surfaces. 

where Csf and Cs0 are the final and initial solubility values, respectively, 

while kr is the recrystallization constant. In fact, Eq. (8) accounts for the 

dissolution step 2), since the solubility is directly related to the decay 

behaviour of the crystal network, which is quantified by its melting 

temperature and enthalpy [46]. Of course, more complex models 

describing the phase and solubility time variations (nucleation and 

growth approach or de-nucleation approach [52]) could have been 

considered. However, due to its simplicity and reliability, Eq. (8) was 

used to model the solubility-time variation due to a surface phase 

transition induced by contact with a liquid phase [11,41,51]. 

To evaluate Cb and close the balance between unknowns and 
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s 

= 

∑ 

= 

= = 

= = 

— 

= 

= = 

= = 

= = = 

= 

i s 

I 

equations, the total mass balance of the drug can be considered: 

M0  = 
∑

Mi + VCb(t) + Mc(t) (9) 

 
R 

SP = 
Rc

 

 
(12) 

i 

Eq. (9) states that at each time the sum of the undissolved (
∑ 

Mi ), 
Roundness (RG) quantifies the sharpness of particle corners (in a 

number N) as the ratio of the average radius of curvature of the edges or 

dissolved (VCb), and recrystallized (within the dissolution environment) 

drug mass (Mc) is equal to the original drug mass M0. Although more 

complex approaches could be considered [53], we opted for a simple 

corners rk to the radius of the maximum incircle RI [57]. For our pur- 

poses, this is measured as: 
N 

first-order approach to model the temporal evolution of Mc: 

d Mc 

RG 
1

 
N 

rk 

k=1 
RI 

(13) 

dt    
= — krb V(Cs(t) - Cb(t))      Cb(t) ≥ Cs(t) (10) 

where krb is the bulk recrystallization constant. It is clear that recrys- 

tallization can occur only when the mass concentration (Cb) exceeds the 

time-dependent solubility Cs(t). Similarly, dissolution can occur under 

the condition that Cb < Cs. 

3. Materials and methods 

 
Theophylline monohydrate (TMH) (Carlo Erba, Milan. Italy; 

C7H8N4O2·H2O, MW 198.2, ρ 1.49 g/cm3) was used as model drug. 

Dissolution tests were performed by rapidly pouring a known amount of 

drug (3 mg) into 150 cm3 of distilled water placed inside a double- 

walled beaker sealed with a lid (inner cell diameter 5 cm; height 

10 cm). The temperature was kept constant (37 ◦C) by a liquid (water) 
flowing between the inner and outer walls of the cell and coming from 

the thermostat unit. A magnetic stirrer (length 2.5 cm) placed at the 

bottom of the inner cylinder and rotating at 200 rpm ensured good 

miXing of the dissolution medium (Re > 104). The TMH concentration in 
the dissolution medium environment was determined using an optical 

fiber apparatus (HELLMA, Milano, Italy) connected to a spectropho- 

tometer (ZEISS, Oberkochen, Germany) and controlled by a user inter- 

face (Aspect Plus, Carl-Zeiss Oberkochen, Germany). The measurement 

probe, which was connected to the last part of the optical fiber, was 

inserted into the dissolution medium through a small hole that crossed 

the cell lid. To avoid possible noise due to the presence of undissolved 

drug particles flowing in the dissolution medium, the absorbance 

measured at 272 nm was subtracted by the absorbance measured at 500 

nm (i.e. very far from TMH absorbance peak (272 nm)), since noise due 

to particles scattering is almost independent of wavelength. The disso- 

lution tests were performed in triplicate. 

Models comparison was performed recurring to the Akaike’s Infor- 

mation Criterion (AIC) [54]: 

While SP RG 1 for a sphere, values of SP and RG ≪ 1 indicate a great 

departure from spherical shape, and therefore a very irregular form. 

We limit ourselves here to three case studies of shapes with a well- 

defined structure, representative of many others: the circle (SP RG 

1), the ellipse (ratio of axes: 2.25, SP    RG  0.44), and the corrugated 

circle (amplitude of corrugation/radius: 0.3, number of corrugations: 

10, SP    0.53, RG    0.04). The dissolution curves and the concentration 

evolution of a single particle (or an ensemble of identical particles) with 

different shapes but the same initial volume (and the same drug con- 

centration) are calculated and compared. Although our simulation is 

limited to the two-dimensional case, most dissolving particles can be 

approXimated as rotating bodies about the axis perpendicular to the 

plane of greatest stability, and the conclusions of 3D dissolution can be 

easily carried over from our case by projection. Therefore, the terms 

volume (area) and surface (line) will be used equally in the following. 

A MATLAB routine was developed to implement the algorithm 

described in Section 2 and a typical number of 400 points is used to 

discretize the boundary line. 

To evaluate the potential of the model, we focused on a very common 

drug in the pharmaceutical field, namely TMH. This drug, often used as a 

model drug because it is cheap, safe, and easily detectable in solution 

with UV light is an essentially neutral compound with bronchodilator 

activity. For this reason, it is used to treat asthma, bronchospasm, and 

chronic obstructive pulmonary disease. Because its water contact angle 

is about 72◦ (work of immersion at 25 ◦C 0.0223 J/m2), it can be 
considered moderately water-wettable if compared with a water- 

wettable drug such as griseofulvin (antifungal, C17H17ClO6, water con- 

tact angle 52◦, work of immersion at 25 ◦C — 0.0431 J/m2) and a not so well 
wettable drug like nimesulide (NSAID, C13H12N2O5S, water contact angle 

92◦, work of immersion at 25 ◦C — 0.0024 J/m2) [10]. Interest- ingly, 
the anhydrous form of theophylline (C7H8N4O2, Mw     180.2) 

transforms into the more stable monohydrate form upon dissolution in 

water [59]. This polymorphic transformation leads to a decrease in 

AIC = N ln

(
χ2 

) 

+ 2  
(M + 1)Ns

 
 

 

(11) solubility (T = 25 ◦C and pH = 7) from Cs0 = 11.6 kg/m3 (anhydrous) to 
s 

Ns
 

Ns — M — 2 Csf = 6.1 kg/m3
 (monohydrate). Moreover, the diffusion coefficient of 

where Ns is the number of experimental data, M is the number of fitting 

parameters, and 2 is the sum of squared differences between experi- 

mental data and model averaged over data variance. The model with a 

smaller AIC must be preferred. 

 
4. Results and discussion 

 
The model was solved computationally for a variety of particles with 

different shapes and curvature ranges. Particle shape is an inherent 

feature that plays an important role in dissolution kinetics and has been 

extensively studied in sedimentary rock geology and morphology 

[55,56]. In particular, sphericity and roundness are two simple and 

useful dimensionless numbers that measure various morphological 

properties such as deviation from spherical shapes [44]. 

Sphericity (SP) is a measure of the degree to which a particle ap- 

proXimates the shape of a sphere and is independent of its size. There are  

several definitions [57,58], but the most practical and effective is the ratio 

between the radii of the inscribed (RI) and circumscribed (Rc) sphere: 
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TMH in water at 25 ◦C is D = 6.2⋅10-10 m2/s, while the recrystallization 

constant at the surface is kr = 6⋅10-3 s—1 and km ~ 3.7⋅10-3 m/s [10]. It 
is 
worth noting that km and kd are of the same order of magnitude for 

theophylline, so the mass transfer resistance is comparable in magnitude 

due to wettability (1/km) and hydrodynamic (1/kd) coefficients. 

The above discussion makes clear why we based our simulations on 

TMH. Indeed, the dissolution of this drug can in principle be influenced 

by wettability, hydrodynamics, recrystallization, and shape. To com- 

plete the scenario, we also considered two different situations in terms of 

the dimensionless volume of the release medium (V+, defined as the 

ratio between release medium and particle volume), a very important 

parameter in the experimental design of particle dissolution. Two values 

for V+ (150, 300) were selected. Setting V+     150 implies a theoretical 

final drug concentration in the release medium that exceeds the solu- 

bility of TMH (Csf 6.1 kg/m3), so recrystallization is expected during 

dissolution. On the other hand, V+     300 results in a final drug con- 

centration far below the solubility of TMH, so recrystallization cannot 

occur because the release environment medium is too large relative to 

the   particle   volume.   Table   1   summarizes   all   parameter   values 
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= = = = 

= = = = 

∂C 

considered for model simulations assuming theophylline particles. 

Fig. 4 (left) shows the time evolution of the particle surface in the 

case of a circle, an ellipse, and corrugated circle, respectively, assuming 

V+ 150. Interestingly, both the ellipse and the corrugated circle tend 

to assume a round shape with time, which is consistent with the 

experimental results in Fig. 1. The higher kd value (Eq. (2)) (and hence 

the higher K value, see Eq. (7)) corresponding to convex surface sections 

characterized by a smaller local radius of curvature implies faster local 

dissolution leading to the elimination of local peaks. This interpretation 

is supported by the time and angular position dependence (θ) of the total 

mass transfer coefficient K in Fig. 4 (right). It can be seen that K in- 

creases in the case of both the ellipse and the corrugated circle in cor- 

respondence with the sharper points and attenuates as time progresses. 

Fig. 5 shows the macroscopic effect of what is shown in Fig. 4, i.e., 

the time evolution of theophylline concentration (Cb) in the release 

environment with respect to round, elliptical, and corrugated particles. 

It can be seen that regardless of the particle shape, recrystallization 

starts when all the bulk concentration curves (colored lines) cross the 

decreasing solubility of the drug (black dashed line). Moreover, it is 

obvious that the initial particle shape plays an important role, since the 

dissolution rate increases with the degree of irregularity of the particles, 

in particular with the index RG: corrugated circle (SP  0.53, RG    0.04) 

dissolves faster than an ellipse (SP  RG  0.44), which in turn dissolves 

faster than a sphere (SP    RG     1). 

Finally, Fig. 6 shows the results of a simulation in which a larger 

volume of the release medium (300 times that of the particles) was 

assumed. In this case, no recrystallization occurs in the bulk fluid due to 

the low Cb values, and the particle shape plays the predominant role. As 

in Fig. 5, more irregular shapes lead to a faster dissolution rate than the 

sphere (circle), which is the most regular shape. 

In order to finally prove the importance of particle shape on drug 

dissolution, our model was fitted twice to experimental data referring to 

TMH dissolution. In the first case spherical (unrealistic) drug particles 

were considered while, in the second case, squared base parallelepid 

drug particles (much more realistic: parallelepiped length was set 4 

times the base side. see Fig. 4 of [32]) were considered. As fitting 

parameter we assumed a characteristic length of the particles. In the case of 

spherical particles, it was the average radius, while the radius of the 

equivalent sphere (i.e. the sphere sharing the same volume with the 

average parallelepiped) was considered in the case of parallelepiped. All 

other model parameters were: ρs    1490 kg/m3, T     37 ◦C, kr     krb     0, 

Cs0   Csf   12.495 kg/m3, μf   6.91⋅10-4 Pa s and ρf   993 kg/m3 [10]. Fitting 

outcomes (see Fig. 7) revealed that data description is better (lower AIC 

(Ns = 60, M = 1)) when the more relasitic parallelelpiped 

drug particle was considered. Moreover, the characteristic length in the 

case of the sphere and the ashlar was 18 and 21 μm, respectively. 

Obviously, the discrepancy between model best fit and the experimental 

data is due to the assumed mono-dispersity of the particle size. 

 
5. Conclusions 

 
The numerical results show the role and importance of local surface 

curvature and particle shape on the drug dissolution kinetics and 

demonstrate how they correlate with the release rate, even nonlinearly. 

The simulation results are supported by experimental evidence of crystal 

shape change upon dissolution and by fitting the model to experimental 

data. The proposed model thus provides a new understanding of drug 

mass transfer and the influence of various parameters, such as particle 

shape, on the mechanism of drug dissolution. Consequently, by 

demonstrating the correlation between material transport properties 

and numerous variables, our model can be used to find and optimize the 

processing parameters that determine the in vivo dissolution of solid 

particles, a phenomenon that affects drug bioavailability. The model can 

be readily extended to three-dimensional cases of solid particles rotating 

about the axis of symmetry and, with additional computational effort, to 

more complex 3D particles. It is worth noting that simpler models of the 

dissolution phenomenon failed in describing our simulation results,  

further emphasizing the need for more complex models when attempt- 

ing to reliably describe/interpret dissolution experiments. 

Our results indicate the possibility of designing the shape of drug 

particles to ensure a desired dissolution rate and such that the concen- 

tration reaches a certain value in a certain time. Thus, the present model 

provides useful support for the development of suitable particles to 

achieve a therapeutic release rate by applying a systematic strategy with 

a limited number of experiments. 
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Appendix 

 
In this section, additional details are given on the derivation of the curvature-dependent relations and on the mechanistic equations used in Section 

2. To obtain the time evolution of the drug concentration profile in the unstirred stagnant BL around the solid surface S, we used the so-called second 

Fick’s second equation: 

∂t 
= 𝖮(D𝖮C) (A.1) 

where C is drug concentration, t is time, D is the drug diffusion coefficient in BL while ∇ is the gradient. The first model assumption is based on the 

hypothesis that mass transport inside BL is one-dimensional and occurs in the direction n perpendicular to the solid surface S. The second is that 

pseudostationary conditions are rapidly reached in BL. Assuming sink conditions and planar, cylindrical or spherical particles, Tseng and co-workers 

[60] have presented a very interesting approach aimed at verifying whether the pseudostationary assumption holds in the interior of BL. When sink 

conditions are not attained, the numerical solution of Eq. (A.1) shows that the pseudostationary conditions are physically correct when the usual 

values for D (~10-10 m2 s—1) [10] and the thickness of BL ≤ 20 μm are assumed. Thus, Eq. (A.1) becomes: 

𝖮(D𝖮C) = 0 (A.2) 
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Eq. (A.2) must be solved in one dimension in the vicinity of a point P on the surface S, where the solid is approXimated by a local osculating circle of 

radius min (Fig. 2). Eq. (A.2) requires the following initial and boundary conditions: 

C(ξ) = 0 ξmin < ξ ≤ ξmax (A.3) 

Boundary: 

(D𝖮C⋅n) |ξ=ξ
min   

= — km(Cs — C(ξmin) ) (A.4) 

C(ξmax) = Cb (A.5) 

where ξ is the local one dimensional spatial coordinate, δ = ξ max -ξ min is the thickness of BL, Cs is drug solubility in the dissolution liquid, Cb is the drug 

concentration in the dissolution medium while km (m/s) is the interface mass transfer coefficient, mainly depending on the dissolution surface wetting 

properties. Eq. (A.3) states that BL does not contain drug molecules at the initial time, while Eq. (A.4) states that the drug fluX leaving the solid surface 

depends on km and on the difference between the solubility of the drug and the drug concentration at the solid surface on the liquid side. Finally, Eq. 

(A.5) states that the drug concentration at the BL - bulk liquid interface is equal to Cb. 

The analytical solution of Eq. (A.2)-(A.5), which refers to the point P of the surface (see Fig. 2), is given by Eq. (2) [32]: 

C(ξ) = Cb + (Cs — Cb) 
km

ξ2   ( — 1)/(δ(ξmax +    ξmin)) (1) 

kd   
min      ξ kd

 

 

where kd (m/s) is the hydrodynamic mass transfer coefficient (=D/δ). In addition, Eq. (1) allows evaluating the drug concentration C0 in ξ = ξmin, i.e., at 
the solid–liquid interface (liquid side): 

C C C C
 ξmin 

 
kd ξmax + ξmin 

(A.6) 

Eq. (A.6) states that at t = 0, when Cb = 0, C0 is a fraction of Cs, while C0 = Cs after a very long time when Cb = Cs, i.e. C0 increases with time up to 

Cs. In the two limiting cases, when km → ∞, (high wettability or hydrophilic surface) C0 → Cs, while, when km → 0 (very poor wettability or hy- 
drophobicity), Cb 0. Obviously, Eq. (1) requires the determination of the two mass transfer coefficients km and kd. The starting point for km 

evaluation is the Tolmann equation [61]: 

γ γ∞        ξmin  

ξmin + dT 

(A.7) 

 

where γ and γ∞ are, respectively, the specific surface tension (or specific surface energy) associated to a flat surface (infinite curvature radius) and a 

surface of curvature radius ξmin, dT is the Tolmann length whose order of magnitude should correspond to the diameter of the molecules constituting 

the curved surface [62], but it is usually assumed to be 1/3 of the molecules diameter [63]. Inserting Eq. (A.7) in the equation defining the work of 

immersion WI, we get: 

WI = γ — γ  = (γ∞ — γ∞)
  ξmin 

 

 
(A.8) 

sl sv 
ξmin + 2dT 

 

where γsl and γsv represent the solid–liquid and solid-vapour specific surface energies, respectively, competing with a curved surface, while γ∞   and γ∞
sv 

indicate the same specific surface energy, but refer to a flat surface. Based on Eq. (A.8) and the experimental results of Grassi et al [10], we can affirm: 

km ∝
 1 

=
 1 ξmin + 2dT (A.9) 

WI — W0
 (γ∞ — γ∞) — (γ∞ — γ∞)

0
 

ξmin 

 

where W0 is the work of immersion when no wettability issues occurs (contact angle ≈ 0). Thus, Eq. (A.9) can be rewritten as: 

km = k∞ ξmin + 2dT 

 
 

(A.10) 

m ξmin 

 

where  km
∞   represents the km value associated with a plane surface (ξmin →  ∞). Although Eq. (A.10) predicts a curvature dependence of km, km is 

virtually curvature independent because of the very small values typically associated with dT (≤0.5 nm). The evaluation of kd can be done according to 
the approach used by D’Arcy and Persoons [37]: 

k 
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where νf is the fluid cinematic viscosity and ΔU is the relative solid–liquid velocity that can be approXimated by: 
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where ρs and ρf are the density of the solid and liquid, respectively, g is the gravity acceleration, ηf is the dynamic viscosity, and R is the radius of an 

“equivalent” sphere with the same particle volume. Since ξmin varies with position, Eq. (2) states that kd is position dependent and decreases with ξmin. 

Since in the case of irregularly shaped particles there is a need to describe the dissolution of solids from flat and concave surfaces, we also assume 

suitable dissolution equations for these types of solid surfaces. For a flat surface, we resort to the Levich approach [50], which was developed for 

modelling the dissolution of a rotating flat surface, where the rotational velocity is replaced by ΔU/R: 

kd  = 0.621D2/3 ν
—
f  

1/6 
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(4) 

 

Fig. A.1 shows the comparison between Eq. (2) (solid line) and Eq. (5) (thick dashed line) assuming typical values for their parameter s (D = 5 10-10 m2/s, 

vf = 10-6 m2/s, ηf = 10-3 Pa⋅s, ρs = 1500 kg/m3 and ρf = 1000 kg/m3, R = 5⋅10-4 m) [10]. It can be seen that for ξmin ≈ 244 m, the two equations provide 

the same kd estimate, and for larger values of min, the difference between the two equations is relatively small (<37% to ξmin = 600 μm). Thus, we can 
identify the radius plane, which represents the transition from a convex to a plane surface, with the value ξmin corresponding to the intersection of Eq. (2) 

and Eq. (A.11) (244 μm, in the case of Fig. A.1). For ξmin ≥ ξplane, we assume that the curvature has essentially no more influence on kd, so that its value 

is given by Eq. (4) and it can be called kd-plane. ξplane can be determined by equating Eq. (2) and Eq. (4) and solving for to ξmin (=ξplane): 

ξ = 
α 
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(A.12) 

 
Fig. A.1 also shows the trend of Eq. (A.11) for the above parameters (grey solid line, right vertical axis), and shows that the plane varies with R. For 

R  1 μm, ξplane 130 μm and its value decreases up to R 24 μm when the ξplane is 48 μm. For higher values of R, ξplane increases monotonically. 

In the absence of theoretical approaches to describe the dissolution of solid drugs from concave surfaces, we have adopted the following empirical 

equation: 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

Fig. A.1. kd dependence on the surface curvature radius ξmin according to Eq. (2) (convex surfaces), Eq. (4), (flat surfaces) and Eq. (5) (concave surfaces assuming n 

= 0.49). All other parameters are: D = 5⋅10-10 m2/s, vf = 10-6 m2/s, ηf = 10-3 Pa⋅s, ρs = 1500 kg/m3 and ρf = 1000 kg/m3) [10] and R = 500 μm. The dotted grey line helps 

distinguish the ξplane and the R values (eq. A.11) corresponding to the intersection between Eq. (2) and Eq. (4). For R between 1 and 840 μm, the intersection point 

moves on the solid grey line. 

 

 

 
kd = kd—plane 

n 

ξmin 
 

ξplane 

 
(5) 

 

where n is a power-law parameter. Basically, Eq. (5) (dashed thin line in Fig. A.1) assumes that, in contrast to convex surfaces, the dissolution kinetics 

decrease when the radius of curvature (ξmin) of the concave surface becomes smaller because the relative velocity ((ΔU) between the surface and the 

fluid decreases locally. In summary, eqs. (2), (4), and (5) allow us to determine the correct kd value when moving with continuity from convex to flat or 

concave to flat surfaces characterized by different radii of curvature (ξmin). 

Considering the definition of kd (=D/δ), our approach implies that the thickness of BL on an irregular surface is position-dependent and, in the case 

of a convex surface, increases with ξmin up to ξplane, where it assumes the thickness competing with a flat surface (plane). After that, it remains constant 

since the flat surface condition is satisfied. Conversely, in the case of a concave surface, it decreases with ξmin starting from δplane. 
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Governing equations 

The total mass balance of the drug states that the change over time in the mass of the drug in the bulk fluid phase (Mb) must be equal to the drug fluX 

leaving the solid dissolving surface S: 

dMb 
= V 

dCb 
= — S

(

D 
∂C

) 

⃒
 

= SK(Cs — Cb) (6) 

 

where V is the bulk liquid volume (supposed constant) and K (m/s) is the overall mass transfer coefficient [32]: 

K 
ξmin /ξmax 

 1 + 1   ξmax 

 
 

(7) 

Since we are dealing with irregularly shaped particles, kd and hence K are position dependent, and the description of the whole dissolution 

phenomenon requires a subdivision of S into elementary surfaces Si (see Fig. 2), which are approXimated by an osculating circle of radius ξmin-i such 

that: 

S = 
∑

ΔSi (A.13) 

The evaluation of the drug mass Mi dissolved in the infinitesimal time dt from the elementary surface ΔSi is thus given by: 

dMi dMi
 

dt
b = — 

dt 
s = K(ξmin—i)ΔSi(Cs — Cb) (A.14) 

 
where Mi indicates the solid drug mass associated with ΔSi. Consequently, we have: 

dMb dCb ∑dMi  ∑ 
 

 

 

  

The change over time of the local surface radius of curvature ξmin-i can be evaluated using the following equation: 

i 

dt 
s = ρsΔSi 

dξmin—i = —K(ξmin i)ΔSi(Cs — Cb) 
dξmin—i 

dt 

K(ξmin—i ) 

ρs 
(Cs — Cb) (A.16) 

Typically, the Cs time variation induced by a surface phase transformation (polymorphic or amorphous– crystalline) is described by a first order 

reaction [51]: 

Cs(t) = Csf + (Cs0 — Csf )e—
kr t (8) 

 
where Csf and Cs0 are, respectively, the final and initial values of solubility while kr is the recrystallization constant. 

Actually, eqs.(A.14)-(A.16) hold as long as (and dissolution takes place until) Cb < Cs. When Cb  Cs, a recrystallization takes place in the bulk fluid. 
This is governed by Eq. (10): 

dMc  
= — krb V(Cs(t) — Cb(t)) Cb(t) ≥ Cs(t) (10) 

where Mc is the amount of recrystallized solid and krb is the bulk recrystallization rate. Obviously, the initial value for Mc is set to zero. 

To evaluate Cb and close the balance between unknowns and equations, the total mass balance of the drug can be considered (Eq. (9)): 

M0  = 
∑

Mi + VCb(t) + Mc(t) (9) 
i 

 

By deriving Eq. (9) in time, we have: 

0 
∑dMi

 

 

V 
dCb dMc 

(A.17) 

Combining eqs.(A.16), (A.17) and (10) we have: 

V
 dCb 

+
 dMc 

= K(ξmin i)ΔSi(Cs — Cb) (A.18) 

dt dt — 

i.e.: 

dCb 
= (Cs — Cb ) 

∑
i K(ξmin—i)ΔSi 

 

Cb(t) < Cs(t) (A.19) 

dt V 

dCb 

dt 
= (Cs — Cb)krb Cb(t) ≥ Cs(t) (A.20) 

i i 

i 

i 

= — 

ξ=ξmax 

K(ξmin—i)ΔSi (A.15) 
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Eqs. (A.19)-(A.20) make clear that Cb variation is due in part to dissolution (when Cb(t) < Cs(t)) and in part to recrystallization (when Cb(t) > Cs(t)). 
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Drug kinetics 

 
Let us summarize the whole process described before. In the first phase, as long as Cb(t) < Cs(t), the dissolution process takes place and Cb increases 

until Cb(t) = Cs(t). The dissolution process is controlled by the following nonlinear ordinary differential system: 
dξmin—i K(ξmin—i ) 

 

dt  
= — 

ρs 
(Cs — Cb) ∀i Cb(t) < Cs(t) (A.21) 

dCb 
= (Cs — Cb ) 

∑
i K(ξmin—i)ΔSi 

Cb(t) < Cs(t) (A.22) 

 

and the following initial conditions are considered: 

ξmin—i = ξ0  
—i ∀i (A.23) 

Cb(0) = 0 (A.24) 

Mc(0) = 0 (A.25) 

While Eq. (A.21) is used to determine the progressive change in particle volume and shape by evaluating the radii of curvature ξmin-i, Eq. (A.22) 

allows us to determine the resulting increase in Cb. In the second phase, which finally occurs from time t* when Cb(t*) = Cs(t*), dissolution is stopped 
and recrystallization in the bulk fluid is the only phenomenon affecting Cb: 

dt 
= (Cs — Cb)krb Cb(t) ≥ Cs(t) (A.26) 

dξmin—i = 0   ∀i Cb(t) ≥ Cs(t) (A.27) 

dt   
= —krbV(Cs(t) — Cb(t) ) Cb(t) ≥ Cs(t) (A.28) 

Eq. (A.26) and (A.28) analytical solution reads: 
    krb  

Cb(t) = (Cs0 — Csf ) 
krb  — k 

 
e— — e 

) 
+ Csf (1 — e ) (A.29) 

krt —krbt —krbt 

 

Vkrb kr krb — kr (krb — kr)krb 
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