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Abstract: In this study, we use synchrotron-based multi-modal X-ray tomography to examine
human cerebellar tissue in three dimensions at two levels of spatial resolution (2.3 µm and
11.9 µm). We show that speckle-based imaging (SBI) produces results that are comparable
to propagation-based imaging (PBI), a well-established phase-sensitive imaging method. The
different SBI signals provide complementary information, which improves tissue differentiation.
In particular, the dark-Ąeld signal aids in distinguishing tissues with similar average electron
density but different microstructural variations. The setupŠs high resolution and the imaging
techniqueŠs excellent phase sensitivity enabled the identiĄcation of different cellular layers and
additionally, different cell types within these layers. We also correlated this high-resolution
phase-contrast information with measured dark-Ąeld signal levels. These Ąndings demonstrate
the viability of SBI and the potential beneĄt of the dark-Ąeld modality for virtual histology of
brain tissue.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Three-dimensional visualization of the cytoarchitecture of human cerebellar and brain tissue
can reveal morphological and cellular alterations, which may be associated with neurological
diseases. Variations in cell density or size can be observed in conditions such as essential tremor
[1,2], autism [3,4], ParkinsonŠs disease [5] and AlzheimerŠs disease [6].

X-ray microtomography can be used to image brain tissue [7] while avoiding potential sample
damage caused by other standard characterization methods such as histology and electron
microscopy [8,9]. However, conventional absorption-based X-ray imaging of unstained samples
often fails to provide sufficient contrast between the different types of tissue [10]. X-ray phase-
contrast methods have been developed in the last decades to address this challenge [11Ű14]. In
addition to absorption and phase-contrast images, many recent techniques can produce ultra-small
angle scattering maps Ű commonly called dark-Ąeld. When available, the dark-Ąeld signal can
provide information about the unresolved structure and organization of the sampleŠs features
[15Ű18].
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As X-rays pass through a medium, they can be absorbed, refracted, or scattered, encoding
distinct physical and chemical properties of the tissue under investigation. Multi-modal X-ray
imaging methods can access this complementary information through different imaging channels
retrieved from the same data set Ű attenuation, phase contrast, and dark Ąeld. These multi-modal
X-ray imaging methods include analyzer-based imaging (ABI) [19,20], grating-based imaging
(GBI) [21], edge illumination (EI) [22] and, more recently, speckle-based imaging (SBI) [23Ű25].

High-resolution, high-sensitivity three-dimensional virtual histology of the human cerebellum
with X-ray phase-contrast imaging was Ąrst reported in 2010 by Schulz et al. [26,27] using
GBI. Because of the good contrast, different regions of the cerebellum (white and gray matter)
could be easily distinguished. Moreover, with an estimated spatial resolution of 40 µm, it was
possible to detect the presence of large neurons called Purkinje cells. While the GBI results
shown in [10,26,27] are of high phase sensitivity, the spatial resolution achievable with X-ray
grating interferometry is inherently limited by the period of the gratings used in the setup
and cannot reach values below a few micrometers due to constraints in the nanofabrication of
these devices. Furthermore, the setup lacks Ćexibility because inter-grating distances cannot
be varied independently of photon energies for a given set of gratings. Nonetheless, for a given
energy, there are usually several working distances. Propagation-based X-ray phase-contrast
imaging (PBI) techniques can deliver results at a higher resolution [28Ű30]. Micrometer-sized
subcellular structures and cell density analysis from single-distance PBI are shown in [31],
whereas quantitative nanometer-resolution results were obtained with holotomography in [32].
However, single-distance PBI lacks the capability to retrieve quantitative electron density values,
and holotomography requires multiple distances and elaborate reconstruction methods, including
volume co-registration.

Consequently, there is a need for a more Ćexible experimental setup that can facilitate access to
multiple imaging channels, while allowing a wide range of spatial resolutions and photon energies.
When a randomly-structured membrane (such as sandpaper) is introduced into a sufficiently
coherent wave Ąeld, self-interference of the disturbed wavefronts generates ŞspeckledŤ, random
intensity modulations. SBI uses these intensity modulations as a wavefront marker to decouple
the different X-ray interaction mechanisms. A number of different algorithmic methods have
been developed for extracting this information from X-ray speckle image data. Most methods use
a speckle-tracking approach [23,33Ű35] derived from digital image correlation techniques [36],
while others use an implicit tracking approach [37Ű40].

Like GBI and EI, speckle-based imaging methods retrieve differential-phase information, i.e.,
they encode the refraction angles of X-rays within the sample. When combined with tomographic
imaging, this information can be used to extract the three-dimensional distribution of electron
density [41]. PBI, on the other hand, encodes a different quantity, related to second spatial
derivatives of wavefront phase [42]. While the extraction of quantitative information is also
possible with holotomography, it requires combining acquisition data from multiple propagation
distances [12,32], which is experimentally challenging.

Thus, speckle-based imaging combines the ability to retrieve electron-density distributions
quantitatively, while also being able to achieve a high spatial resolution on the order of 1 µm (up
to 2.3 µm in this study), and achieves this with a simple experimental setup. The Ąrst application
of SBI for virtual histology has been demonstrated recently [43,44]. Here we demonstrate
the potential of SBI for retrieving quantitative high-resolution data for virtual histology of the
human cerebellum. We also assess the potential beneĄts of the dark-Ąeld modality for extracting
unresolved cell architecture in the cerebellar cortex layers.
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2. Materials and methods

2.1. Sample preparation

Post-mortem specimens of a human cerebellum were collected from a donated brain at the
Department of Neuropathology, Universitätsspital Basel, Switzerland. The specimens were Ąxed
in 4% histological-grade buffered formalin, dehydrated in ethanol, transferred to xylene and
embedded in paraffin. A metal punch was used to extract two cylinders from the paraffin blocks,
one with 1.4 mm and one with 4 mm diameter. All procedures were conducted in accordance
with the Declaration of Helsinki and were approved by the ethics committee of northwestern
Switzerland (Ethikkommission Nordwestschweiz).

2.2. Experimental setup

The experiment was performed at the beamline ID19 of the European Synchrotron Radiation
Facility, with the setup schematically shown in Fig. 1. To visualize the tissue structure at different
length scales, the specimens were scanned at two different effective pixel sizes and photon
energies. The conĄgurations used for this experiment, one at medium spatial resolution (MR)
with a larger Ąeld of view, and a second one at higher spatial resolution (HR), but with a smaller
Ąeld of view, are described in the following.

Fig. 1. Experimental setup at the imaging beamline ID19, ESRF (Grenoble, France).
Synchrotron radiation from an undulator insertion device is modulated by a diffuser before
traversing the sample and Ąnally reaching the detector. The diffuser is used to mark the
wavefront, and distortions of the reference speckle pattern introduced by the sample are used
to disentangle the different signalsŮattenuation, diffraction, and small-angle scattering.

An X-ray beam with a narrow energy spectrum and a peak energy of 26.5 keV was used for
the MR setup. This was obtained with the U13 single-harmonic undulator (gap: 12.0 mm)
in combination with a 1.4 mm-thick diamond exit window and 5.6 mm aluminum Ąlter. The
near-Ąeld speckle pattern was created by two layers of P800 sandpaper (average grit size 21.8 µm
[45]), Ąxed on a two-axis translation stage for stepping in the plane transverse to the beam
direction. The sample was mounted on a tomographic stage located d1 = 72.5 cm downstream of
the diffuser, and the detection system was placed d2 = 45.0 cm downstream of the sample. The
imaging detector consisted of a pco.edge 5.5 sCMOS camera (PCO AG, Kelheim, Germany) with
2560× 2160 px coupled to a 2.1× magniĄcation optics system, comprising two Hasselblad lenses
(Hasselblad, Gothenburg, Sweden) in tandem conĄguration with a numerical aperture of 0.17
and a scintillation screen [250 µm-thick cerium-doped lutetium aluminum garnet (LuAG:Ce)].
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The effective pixel size of this system was peff = 3.1 µm. This setup was used for imaging the
cerebellum sample with 4 mm diameter.

Acquisition of the sample images was performed in tomographic mode by recording 1801
projections at equidistant viewing angles over 180 degrees of sample rotation. This was repeated
for N = 20 positions of the phase modulator, which was scanned along a spiral trajectory to avoid
grid-like image artifacts between different diffuser steps and prevent erroneous speckle-tracking
effects. A set of 20 dark images (i.e., without the beam on the camera) were taken before the
entire scan and averaged. The ĆatĄeld was estimated by averaging 40 frames taken without the
sample and diffuser in the beam. For each diffuser position, and before each of the tomographic
scans, a set of 20 reference images was recorded with the diffuser, but without the sample in the
beam, which were averaged to obtain a single reference image for each diffuser position. The
exposure time per frame was 50 ms, resulting in a total scan time of 46 min.

The HR setup was employed to image the smaller sample (1.4 mm diameter), prompting the
use of a lower X-ray energy. The U17 single-harmonic undulator (gap: 11.52 mm) was used
without additional Ąltration. This resulted in a detected spectrum with an average photon energy
of 18 keV. The basic components of the experimental arrangement (i.e., camera, microscope,
motors) were the same as for the MR setup. However, an objective lens with higher magniĄcation
(10×) was used in combination with a 10 µm-thick europium-doped gadolinium aluminum garnet
(GGG:Eu) scintillation screen. This yielded an effective pixel size of peff = 0.65 µm. Finer
sandpaper (Ąve layers of P5000, 5 µm grit size [45]) was used to match the near-Ąeld speckle
size to the higher spatial resolution of the imaging system. The diffuser-sample distance for this
setup was d1 = 52.5 cm and the sample-detector distance was d2 = 8.5 cm. For both scans, the
source-diffuser distance was roughly d0 ≈ 145 m. The data acquisition scheme and parameters
were similar to the ones used in the MR setup. However, for the HR measurements, a larger
number of projections (2401) was collected for each diffuser step. The same exposure time per
frame was used (50 ms), and the total acquisition time was 60 min. The main experimental
parameters for the two setups are summarised in Table 1. Additionally, tomography scans without
the diffuser in the beam, but otherwise identical acquisition parameters, were taken for both the
MR and HR conĄgurations.

Table 1. Experimental parameters for the two
tomographic SBI acquisitions.

MR HR

Photon energy 26.5 keV 18 keV

Effective pixel size peff 3.1 µm 0.65 µm

Diffuser-sample distance d1 72.5 cm 52.5 cm

Sample-detector distance d2 45.0 cm 8.5 cm

Diffuser 2× P800 5× P5000

Number of diffuser steps N 20 20

Number of projections per step 1801 2401

Acquisition time 46 min 60 min

2.3. Data analysis

The reconstruction of the three-dimensional volumes from the collected raw data was identical
for the MR and HR datasets. Initially, all sample images (with sample and diffuser) and reference
images (only diffuser) were dark- and ĆatĄeld-corrected. Each frame was also normalized by the
electron beam current of the storage ring. Dead and bright pixels in the corrected frames were
removed by replacing them with the median of their neighbors.
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Subsequently, the sets of 20 sample frames recorded at the same tomographic angle but different
diffuser positions, as well as the 20 reference frames recorded at matching diffuser positions
were processed using UMPA [34,35], after correcting for diffuser drift between reference and
sample measurements. This yielded, for each tomographic angle of the sample, the transmission,
dark-Ąeld and refraction angle signals along two orthogonal directions (see Fig. 2 for one example
projection).

D ux uyT

Fig. 2. Signals retrieved with UMPA for one example projection of the MR dataset.
(a) Transmittance T , (b) dark-Ąeld D, and the differential-phase signals in the (c) horizontal
(ux) and (d) vertical direction (uy); ux and uy are given in pixels.

For the MR and HR datasets, an analysis window size of 3×3 px was chosen for the UMPA
algorithm, as a compromise between desired spatial resolution and noise level in the Ąnal
images [34]. In addition, a reconstruction of the MR dataset with a bigger UMPA analysis
window of 41×41 px was used to retrieve the dark-Ąeld volume. Making use of the small-angle
approximation, the horizontal and vertical differential-phase signals ux,y were converted to
refraction angles using the relation

αx =
ux

d2
=

∂

∂x

∫

δ(z) dz , αy =
uy

d2
=

∂

∂y

∫

δ(z) dz , (1)

where αx,y are the horizontal and vertical refraction angles, d2 is the sample-detector propagation
distance in multiples of pixel size, and

∫

δ dz is the integral of the real part of the refractive index
δ along the ray path through the object.

Quantitative phase images can be obtained from the horizontal and vertical differential-phase
images using the Fourier phase integration routine described in [46]. After phase integration,
a 2D polynomial of second order was Ątted to the background areas to remove residual low-
frequency artifacts. The tomographic reconstructions from the phase, transmittance and dark-Ąeld
projections were performed by applying a conventional Ąltered back-projection algorithm [47]
using the ASTRA toolbox [48,49]. To reduce ring artifacts in the tomographic slices (originating
mainly from scintillator defects, noise, beam instabilities and estimation biases inherent in the
UMPA algorithm [35]), a low-pass Butterworth Ąlter was applied to the sinogram of each slice
prior to the Ąltered back-projection step. The resulting phase volumes show the decrement δ of
the real part of the sampleŠs refractive index n = 1 − δ + i β. From δ we can retrieve the electron
density distribution ρe using

δ =
2πρer0

k2
, (2)

where r0 is the classical electron radius and k = 2π/λ is the wave number. The refractive indexŠs
imaginary part β is related to the linear attenuation coefficient µ and the transmittance signal
through the Beer-Lambert law [50] via

T =
I

I0
= e−

∫

µ(z) dz
= e

∫

2kβ(z) dz . (3)

Finally, the dark-Ąeld signal, which accounts for the reduction in visibility caused by small-
angle scattering, can be treated similarly to attenuation, and is related to the linear diffusion
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coefficient ε [51]:

D =
V

V0
= e−

∫

ε(z) dz . (4)

The HR and MR datasets without a diffuser were processed with the Transport-of-Intensity-
homogeneous-sample (TIE-Hom) algorithm [14], which assumes a constant value of γ = δ/β
for the entire sample. Here we calculate γ with an approach for multi-material systems [52] via
γ = (δbrain − δwax)/(βbrain − βwax). Using tabulated values of δ and β for paraffin wax and brain
[53], we obtain a value of γ = 302.5.

3. Results

3.1. Speckle pattern characterization

Figure 3(a) and (b) show two speckle patterns recorded with the MR and HR setups, along with
zoomed insets. We note that the HR speckle pattern exhibits a broader intensity distribution [see
histogram in Fig. 3(c)] and a larger mean speckle size in pixels compared to the MR setup.

Vx (MR)
Vx (HR)

V (MR)
V (HR)

Fig. 3. Speckle characterization and visibility analysis. (a), (b) Speckle pattern for the MR
and HR setups, with insets of a 166×166 px and 300×300 px region of interest, respectively.
(c) Normalized intensity distributions of (a) and (b). (d), (e) show maps of visibility V and
3D representation of the speckle pattern autocorrelation (FWHMMR = 3.3 px vs. FWHMHR
= 10.1 px). (f) Visibility distribution for the two setups.

The mean speckle size in the observation plane can be quantiĄed by evaluating the 2D
autocorrelation function of a reference image, and evaluating the width (full width at half
maximum, FWHM) of its radial proĄle. A three-dimensional representation of the speckle size
distribution is shown in the insets of Fig. 3(d) and (e), yielding a value of 3.3 px (10.2 µm) and
10.1 px (6.6 µm) for the MR and HR setups, respectively.
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The quality of the reconstructions obtained with SBI is related to the properties of the recorded
near-Ąeld speckle pattern. In particular, the visibility of the near-Ąeld speckle pattern can give
an indication of the techniqueŠs performance for a given setup conĄguration. This quantity has
previously been calculated in different ways [54,55]. Here we adopt the deĄnitions:

V =

√︂

1
N

∑︁

σn (I)
2

I
=

√︃

1
N

∑︁

(︂

I
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I
, Vx =

√︃

1
N

∑︁

|︁

|︁

|︁

∂In
∂x

|︁

|︁

|︁

2

I
, Vy =

√︃

1
N

∑︁

|︁
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|︁
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|︁
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2

I
, (5)

where σn(I) is the standard deviation of the reference image In (at diffuser step n) and I is the
mean value of I, obtained by using a Gaussian Ąlter with a kernel diameter corresponding to
the used analysis window in UMPA. Besides the standard-deviation-based visibility metric V ,
the gradient-based visibility metrics Vx,y can be used. These take a potential anisotropy of the
speckle pattern into account and are related to noise levels in the differential-phase images ux,y

[54].
The visibility maps V for the two setups were determined over the entire Ąeld of view (FOV),

as shown in Fig. 3(d) and (e). We note that the visibility is not spatially homogeneous throughout
the FOV and that the mean values are 12.7% and 25.2% for the MR and HR setup, respectively.
Furthermore, in Fig. 3(f) we provide histograms of both visibility V , and gradient-based visibility
in the horizontal direction Vx, with a mean value of 7.0% for the MR and 8.9% for the HR
conĄgurations, obtained from Eq. (5). Similar distribution shapes and values were estimated for
the gradient in the vertical direction, 7.2% and 8.7%, respectively (not shown).

Examples of a pair of horizontal and vertical refraction angle images obtained with UMPA
are shown in Fig. 4 for both setups. The standard deviation measured in a background region
gives an indication of the setupsŠ sensitivities for measuring the refraction angles. The results
obtained in an ROI of 50 × 50 px, for multiple projections, are reported in Table 2, indicating a
higher angular sensitivity of the MR setup, even though the HR setup exhibits higher visibility in
Fig. 3. It must be noted that an increase in the sensitivity to refraction typically also leads to
an increased sensitivity to experimental imperfections. Mechanical vibrations and variations in
source properties lead to changes in speckle pattern shape, which are erroneously attributed to the
sample and appear as image artifacts. We found that longer propagation distance, higher visibility,
and smaller pixel size all tend to increase the sensitivity of an SBI setup to such disturbances. In
particular, we here Ąnd that this susceptibility to disturbances can effectively worsen angular
sensitivity when an improvement should be expected.

Fig. 4. Example projection of horizontal (αx) and vertical (αy) refraction angles from the
MR dataset (a), (b) and the HR dataset (c), (d). The differential-phase signal from UMPA
has been bias-corrected before the analysis, in order to reduce the amount of estimation
bias-induced noise. The refraction angles were calculated for propagation distances of
d2,MR = 45.0 cm and d2,HR = 8.5 cm. Insets show the 50 × 50 px ROIs used for the
calculation of angular sensitivity.
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Table 2. Angular sensitivity of
horizontal (αx ) and vertical (αy )

differential-phase data from the MR and
HR scans.a

σαx [nrad] σαy [nrad]

MR 147 127

HR 336 328

aThe sensitivity is estimated by measuring the
standard deviation in an empty background region
(see insets in Fig. 4). Refraction angles were
obtained from the UMPA differential-phase signals
according to Eq. (1).

3.2. Multi-modal cerebellum volumes at medium and high resolution

UMPA allows the simultaneous retrieval of transmittance, refraction and small-angle scattering
information. Moreover, UMPA is Ćexible in reconstruction sensitivity; spatial resolution can be
traded for increased SNR [34] based on the sample and scientiĄc question. The different signals
retrieved from the speckle-based and propagation-based datasets of the cerebellum sample in the
MR setup are shown in Fig. 5.

Figure 5(a) shows a map of linear attenuation coefficients µ reconstructed from the transmittance
data retrieved with UMPA. It exhibits edge-enhancement effects due to free-space propagation
and the sourceŠs high coherence. Hence, the retrieved signal is not pure attenuation; second-order
phase effects are still coupled to the result. This makes the attenuation data obtained with UMPA
suitable for phase retrieval with methods derived for PBI. Using the same value of γ = 302.5,
both the transmittance data from UMPA (using a 3 × 3 px analysis window), and the PBI datasets
were processed with the TIE-Hom Ąlter, yielding very similar results. A tomographic slice of the
processed PBI dataset from the MR setup is shown in Fig. 5(b). However, with this method the
estimated phase values are not quantitative; the method is only exact for objects composed of a
single material, and requires prior knowledge about material composition. UMPA, on the other
hand, is able to interpret differential-phase information quantitatively, as shown in Fig. 5(c).

Finally, Fig. 5(d) shows the dark-Ąeld channel. This dataset has a considerably lower resolution
than the phase or attenuation channels because it was reconstructed with a much larger UMPA
analysis window (41 × 41 px, versus the 3 × 3 px analysis window used for the other channels).
This effectively simulates a setup with a larger pixel size. The use of a larger analysis window was
necessary since dark-Ąeld tomograms with smaller analysis windows (up to 11× 11 px) exhibited
very high noise levels. While it is well known that dark-Ąeld tomography data is often quite noisy,
we think that this is especially pronounced for high-resolution dark-Ąeld data: since a voxel in a
high-resolution dataset contains only few scattering features (e.g., particles or interfaces), there is
a high variability of dark-Ąeld activity from one voxel to the next. At lower resolutions, this effect
is less pronounced because the number of contributing interfaces is much larger. To somewhat
quantify this: given a constant average density of cells, it is reasonable to assume a Poissonian
distribution for the number of cells in a voxel. The relative standard deviation of this quantity
then scales with λ−1/2, where λ is the average number of cells per voxel, demonstrating that this
variability decreases with increasing voxel size.

This means that both ŞtrueŤ noise and structural noise are present in high-resolution dark-Ąeld
images. This makes the evaluation of spatial resolution in such images difficult. For the
measurements shown here, we have simply chosen the analysis window size large enough
(41 × 41 px) that both types of noise become negligible. We determined a spatial resolution of
68.3 µm for this setting, comparable to that of the UMPA phase tomograms with the same analysis
window size. This is likely not the highest possible resolution achievable for the dark-Ąeld
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Fig. 5. Tomographic reconstruction of the four modalities retrieved in the MR scan: (a) linear
attenuation coefficient µ, retrieved from UMPA transmittance projections, (b) index of
refraction decrement δ from the PBI scan (projections with no diffuser), (c) δ retrieved from
UMPA differential-phase data, and (d) linear diffusion coefficient ε retrieved from UMPA
dark-Ąeld data. Insets show a region highlighting contrast differences between paraffin wax,
molecular layer (ml), and granular cell layer (gcl).
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modality in this dataset, but a more precise analysis at lower analysis window sizes would require
the ability to distinguish photon noise and structural noise. This might be achieved in future
works by performing the same measurement several times and comparing the results: structural
noise should be identical for all measurements, while true noise would change.

Additionally, the scattering structures are not perfectly isotropic, meaning that the dark-
Ąeld signal generated by a voxel may vary with the tomographic angle, leading to additional
uncertainties. We believe that this effect is also less pronounced at lower resolutions due to
averaging effects.

The dark-Ąeld signal magnitude varies considerably between the different cellular layers:
the granular layer generates the strongest dark-Ąeld signal, followed by the white matter, and
Ąnally the molecular layer generates the weakest signal. Molecular layer and paraffin are nearly
indistinguishable. As will be discussed below, the signal level difference between the granular
and molecular layers correlates well with the difference in the cell density between these layers,
as identiĄed in the HR phase dataset.

3.2.1. Features in high- and medium-resolution phase-contrast tomograms

While the HR scan allows for the visualization of individual neurons, the MR scan provides
a general picture of the different tissue components of the cerebellum. Slices through the
tomographic reconstruction of the human cerebellum obtained with the HR setup are shown in
Fig. 6, whereas the bigger sample scanned in the MR setup is shown in Fig. 7. The three layers
of the cerebellar cortex can be easily identiĄed both at high and medium resolution. The high
contrast of the phase volumes allows for the immediate differentiation of gray and white matter,
as well as the separation of the gray matterŠs molecular and granular cell layer. The distinction
between the two latter layers, however, is more evident in the dark-Ąeld volume.

In addition to a much smaller number of interneurons, granule cells are tightly packed together
in the granular cell layer. Although certain clusters of granule cells can be seen in the molecular
layer of the MR volume, their contrast is limited by the spatial resolution, and they are easier
to see in the HR volume, given their mean cell body size of 5Ű8 µm [56]. The Purkinje cell
layer is a narrow zone that contains only the cell bodies of Purkinje cells located between the
granular layer and the molecular layer. The molecular layer, on the other hand, is the cerebellar
cortexŠs outermost layer, containing stellate cells and basket cells, among others. Both stellate
and basket cells form synapses on the dendrites of Purkinje cells [see Fig. 6(d)]. Thin axons
leave the Purkinje cell base, cross the granular cell layer, become myelinated, and enter the white
matter [56]. Purkinje cells are a type of neuron found in the cerebellum, known for their large
size and distinctive spherical-shaped bodies. Their size can vary, depending on various factors
such as age, sex, and health status. They reach diameters of about 10Ű70 µm and are packed into
a narrow layer perpendicular to the cerebellar folds [56]. The structural arrangement of cells
in the brain has been the subject of several research studies since they are crucial to the neural
circuit [57,58].

At present, cell visualization relies primarily on two-dimensional techniques like traditional
histology and light microscopy [7,59,60], which require sectioning and are usually limited to
smaller samples. In our case however, cells can be easily distinguished in the phase-contrast
volumes. Moreover, other virtual histology studies (e.g., [28,61]) require direct cell resolution,
complex segmentation and analysis procedures to gain information about the cytoarchitecture
of the cerebellar cortex. As an alternative, dark-Ąeld tomography appears to be able to provide
similar information without the need of directly resolving the single structures (see Fig. 7). Due to
the lower resolution requirements of the dark-Ąeld modality, this may be feasible for considerably
larger samples.
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Fig. 6. Phase tomogram of the human cerebellum at higher spatial resolution. (a) 3D
rendering of the volume with some segmented features. (b) Transverse slice. Gray and white
matter, as well as the molecular layer (ml), granular cell layer (gcl) and Purkinje cell layer
(Pcl) can be distinguished. Large blood vessels (v) are also visible. Panels (c) and (d) show
the same highlighted detail in (a) for the phase and the attenuation volumes. Purkinje cells
(Pc) and stellate cells (sc) in the molecular layer and the granule cells (gc) in the granular
cell layer can be easily distinguished. Synapses joining Pc and sc are better visualized in the
attenuation volume, whereas cell bodies have higher contrast in the phase volume. (e) ROI
of the slice in panel (b) at the transition zones of the gcl, Pcl and ml. The nuclei (white dots)
of the Purkinje cells can be seen.
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Fig. 7. Phase and dark-Ąeld volumes of the human cerebellum acquired at the MR setup.
(a),(b) Transverse phase and dark-Ąeld slice at the same height in the volumes. Different
layers in the cerebellar tissue can be distinguished in both. Dark-Ąeld shows an increased
contrast between the granular cell layer (gcl) and white matter (wm). (c) Sagittal slice with a
zoomed inset with arrows pointing at a blood vessel (v) and some Purkinje cells (Pc), which
appear as bright spots between the molecular layer and the gcl in the phase volume. (d),(e)

Coronal slices in the phase volume show paraffin inĄltration between the cerebellar folds,
emphasizing the pia mater (pm), which is the inner membrane enclosing the brain. (f)-(h)

show matching slices through the dark-Ąeld volume. The scale bar in (c)-(h) is 500 µm.
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3.2.2. Relation between dark-field signal and cerebellar microstructures

By analyzing the small-angle scattering of incident X-rays, the dark-Ąeld signal can describe the
distribution (and orientation [62,63]) of microscopic features within the sample. The granule
cell layer is densely packed with granule cells, whereas stellate cells and basket cells, among
others, can be found sparsely in the molecular layer, with diameters in the 6Ű12 µm range [56]
(see Fig. 8). White matter hosts axon bundles and Ąbers that allow the neurons in the cerebellum
to communicate with the central nervous system [56]. Different scattering signals are generated
by these three layers as a result of a change in electron density, cell size, and cell density.
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Fig. 8. Cell size distribution and autocorrelation analysis. (a)-(c) show slices in the
300 × 300 × 300 px ROIs in the HR phase volume for different cerebellar layers. (d) shows
G(ξ), the radial average of the projection of the 3D autocorrelation for the different ROIs.
The inset in (d) shows [1 − G(ξ)], the relevant quantity for calculating ε, near the system
autocorrelation length. (e) Segmentation of the granule cells and stellate cells in the
molecular layer is color-coded according to cell size and shown in 3D along with some
Purkinje cells (orange) and blood vessels (red). Granule and stellate cell size distributions
and colormaps are reported under the segmentation. The locations of the three ROIs in
panels (a)-(c) are highlighted in the 3D representation.

We attempted to relate the Ąndings from the dark-Ąeld modality in the MR scans to the phase
modality in the HR scans, in order to determine a relation between dark-Ąeld signal strength and
microstructural parameters. We do this by segmenting cell bodies identiĄed in the HR phase
volume and characterizing their mean diameter and volume concentration. From this information
we then estimate diffusion coefficients, and compare them to the true diffusion coefficients
measured by the dark-Ąeld modality in the MR scans.

The material-dependent diffusion coefficient in Eq. (4) is given by ε = Σ [1−G (ξ)], where Σ is
the macroscopic scattering cross section, and G(ξ) is the projection of the real-space correlation
function of electron density, as deĄned, e.g., in [64]. In analogy to neutron scattering theory
[51,64], the macroscopic X-ray scattering cross section for spherical particles in a two-phase
system is

Σ = λ2(∆ρe)
2r2

0Φ (1 − Φ) ζ , (6)
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where λ is the wavelength, ∆ρe is the difference in electron density between particles and the
surrounding medium, r0 is the classical electron radius, and Φ is the volume fraction occupied
by the particles. ζ depends on the particle shape, here we use ζ = 1.5R for spherical particles
of radius R [64]. G(ξ) is approximated for the three different tissue types by radially averaging
the projection of the 3D autocorrelation function of electron density subvolumes, as shown in
Fig. 8(d). Note that in the MR setup, the sampled autocorrelation length is around ξ = λd2/p ≈

2 µm, meaning that variation of particle diameters in this range strongly affects the dark-Ąeld
signal. For GBI, p would be the period of the grating self-images on the detector [65]. Here we
substitute this with speckle size, similar to an approach shown in [66].

We segmented the cells in the granule cell layer and molecular layer in the HR phase
reconstruction and, using the ŞRay-Tracing ThicknessesŤ tool in DragonĆy ORS [67], we
estimated mean cell size in these two regions. The two cell size distributions are shown
in Fig. 8(e), where the cells are color-coded according to their determined size in the 3D
representation. No such analysis was performed for the white matter due to the lack of identiĄable,
segmentable structures.

The volume packing fractionΦwas obtained by counting the segmented voxels in the respective
layers. As a result we estimated that 21% and 1% of the corresponding volumes are Ąlled with
granule and stellate cells, respectively.

With the measured mean radius of 2.7 µm and 3.7 µm for granule and stellate cells, we
obtain macroscopic scattering cross sections of 41.3 m−1 and 0.3 m−1, respectively. Because the
contribution of 1 − G(ξ) to the diffusion coefficient for the granule and stellate cells is almost
identical [since the structure sizes in these regions are considerably larger than the sampled
autocorrelation length of 2 µm, see inset in Fig. 8(d)], the measured differences in signal strength
in the dark-Ąeld volume in Fig. 7 probably originate mainly from Σ, in particular due to the
difference in the volume fraction of particles. All the measured parameters in the HR phase
segmentation are reported in Table 3, along with the estimated diffusion coefficient εest for the
MR scan and the measured εmeas in the MR dark-Ąeld volume.

Table 3. Cell segmentation parameters for estimating the dark-field signal.a

R [µm] Φ [%] ∆ρe [#el./Å3] Σ [1/m] εest [1/m] εmeas [1/m]

Granule cell layer 2.7 21 0.44 41.3 11.7 9.8

Molecular layer 3.7 1 0.13 0.3 0.06 1.0

White matter n.a. n.a. 0.25 n.a. n.a. 5.7

aR is the mean cell radius from segmentation, Φ the volume fraction occupied by cells, ∆ρe the
difference in electron density between cells and surrounding medium, and Σ the macroscopic scattering
cross section (see Eq. (6)). εest shows the estimated linear diffusion coefficient for the MR scan using
the evaluated parameters from the HR scan, whereas εmeas is the measured dark-Ąeld signal in the
MR volume. Discrepancies between the two values might originate from segmentation precision and
resolution limitations. Our segmentation considered only neuron bodies, excluding axon Ąbers in the
white matter and the intricate synaptic network within the molecular layer.

The quantities εest and εmeas are of the same order of magnitude. Since Eq. (6) combines
quantities of extremely different length scales, this suggests that the methodology of the presented
approach is correct. However, there is nonetheless a moderate discrepancy between εest and εmeas

(a factor of 1.2, or 15, respectively). We believe that this is mainly due to the used approach being
too simple. The segmentation step, combined with the two-phase model of Eq. (6) implicitly
assumes that any electron density Ćuctuations inside the cell bodies or the surrounding medium
are negligible. This may be a poor approximation especially for the molecular layer, where the
volume fraction number of segmented cell bodies (and thus, their relative contribution to the
total scatter signal) is low. Additionally, the average radius R, and thus the diffusion coefficient ε
for the granule cell layer, may have been overestimated due to the high cell density, effectively
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counting two adjacent cells as a single one. Nonetheless, we can say with reasonable certainty
that in this measurement, the volume density Φ of cell bodies is the dominant factor impacting
the diffusion coefficient, much more so than the dimensions of the scattering structures (for this
setup, and other setups with sampled autocorrelation lengths near 2 µm).

As the diameter of thin axons (≈ 1 µm) is very close to the resolution limit of the HR
phase-contrast images, their segmentation was not possible. However, we observe Ąber-like
structures in the attenuation volume in Fig. 6(d), and Fig. 7 indicates the presence of a substantial
dark-Ąeld signal in white matter. This implies that the dark-Ąeld signal has the potential to reveal
Ąner details within the unresolved microstructure of the cerebellum, i.e., even when structures
cannot be identiĄed in the other modalities.

We believe that it is possible to extract quantitative information about such unresolved structures
with the dark-Ąeld modality. Parameters such as (locally averaged) cell density, cell diameter,
or Ąber thickness could be extracted, despite not resolving these structures directly. However,
we acknowledge that our work does not yet achieve this goal. Doing so requires careful work
in measuring the dark-Ąeld signal of samples with a very well-deĄned microstructure, and
cross-correlating this with an appropriately chosen forward model, similar to Eq. (6).

3.2.3. Spatial resolution in the phase-contrast datasets

We estimated the spatial resolution of the phase-contrast volumes from UMPA, and PBI phase-
contrast volumes obtained by Ąltering transmittance projections from UMPA. For the MR datasets,
we additionally performed this analysis for a range of different UMPA analysis window sizes.
The analysis was based on the intersection of the imageŠs Fourier Power Spectrum (FPS) with a
noise level, a variation of the method proposed in [68]. The standard deviation of gray values
in a region of interest (ROI) of a homogeneous portion of the volume can be considered as the
global phase sensitivity, which incorporates both the imaging system and the reconstruction
sensitivity. Other than by exposure time and detector noise, this value can be inĆuenced by the
reconstruction parameters (UMPA analysis window), beam stability, sandpaper choice and sample
motor drifts and vibrations. The obtained value also includes contributions from tomographic
reconstruction algorithm Ąlters and post-processing corrections (e.g., ring Ąlter), thus establishing
a comprehensive noise baseline. The FPS of an ROI in the tomogram delimited by the white
box in Fig. 9 was calculated according to [68] and azimuthally averaged. The result is shown in
Fig. 9(c), along with the estimated noise baseline. This procedure was repeated for a number of
slices yielding consistent values.

The noise baseline in Fourier space was computed by generating an image of the same size as
the ROI, containing uncorrelated Gaussian noise with a standard deviation σ estimated from
homogeneous ROIs [yellow boxes in Fig. 9(a)], and calculating the radial average of its FPS. The
intersection of the imageŠs FPS with the noise baseline approximately deĄnes the highest spatial
frequency that can be resolved, yielding a spatial resolution estimate.

We performed this analysis both for the MR and HR datasets. In order to quantify the impact
of the UMPA analysis window size on spatial resolution, reconstruction and resolution estimation
of the MR dataset were additionally performed for a wide range of analysis window sizes. These
results are listed in Table 4. Other methods like threshold-based edge detection [69] gave similar
results, while Fourier Shell Correlation [70] failed to give consistent results for different window
sizes, possibly due to the presence of low-frequency artifacts in the phase tomograms.
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Fig. 9. Spatial resolution estimation in phase tomograms. (a) MR phase tomogram
slice. Reconstruction sensitivity can be estimated by measuring standard deviation σ in a
homogeneous region. Assuming uniformity of the paraffin (dark region in (a)), we use the
standard deviation inside the yellow regions as a noise estimate. (b) Array of same size as
white region in (a), containing Gaussian noise with zero mean and standard deviation σ
taken from yellow regions in (a). (c) Fourier Power Spectum (FPS) of the region highlighted
by the white region in (a) and that of (b). We deĄne the location f of their intersection as
the resolution limit. Given the 3.1 µm pixel size, f = 0.26/px gives a spatial resolution of
1/f = 11.9 µm. Spatial frequencies under the noise baseline are considered unresolved.

Table 4. Spatial resolution of the phase-contrast reconstructions obtained
from the PBI scan without diffuser (TIE-Hom filter proposed in [14]), from the

differential phase retrieved in SBI with UMPA, and by filtering the transmittance
from UMPA with the TIE-Hom filter.a

HR MR

PBI: TIE-Hom phase [µm] 2.9 10.6

Analysis window size [px] 3×3 3×3 5×5 7×7 9×9 11×11 41×41

SBI: UMPA phase [µm] 2.3 11.9 18.6 21.3 25.1 27.9 76.9

SBI: TIE-Hom phase from
UMPA transmittance [µm]

3.9 16.7 18.6 24.8 30.6 35.4 111.6

aFor the MR measurements, spatial resolution was evaluated for a range of UMPA analysis
window sizes.

4. Discussion and conclusion

In recent years, advances in technology, neuroscience, and imaging techniques have led to
signiĄcant progress in the understanding of the brainŠs structure, function, and role in various
neurological and psychological conditions. Interdisciplinary collaborations in Ąelds such as
psychology, neuroscience, computer science, and engineering have led to innovative approaches
for studying the brain through projects such as The Human Brain Project [71], BRAIN [72],
EBRAINS [73], and The Human Organ Atlas [74,75].

In this work, we used SBI to obtain a three-dimensional virtual representation of healthy
human cerebellar tissue. Attenuation, phase, and dark-Ąeld signals were obtained, providing
complementary information for distinguishing different cerebellar layers. The multi-resolution
scans at the MR and HR stages proved beneĄcial for a comprehensive inspection of the cerebellar
cortex. The MR scan covered a larger sample area, whereas the HR scan was used to determine
the abundance, density, and size of cells in different cerebellar layers.

The direct reconstruction of attenuation data, although offering limited contrast between the
cerebellar layers, facilitated cell identiĄcation due to edge enhancement at tissue interfaces.
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These effects were further utilized for single-material phase retrieval (PBI, second-order phase
effects).

Compared to the attenuation data, the phase reconstruction with SBI (Ąrst-order phase effects)
provided increased contrast between tissues with small density differences and offered good
spatial resolution, making it particularly valuable for three-dimensional virtual histology of soft
tissue. High-contrast was achieved without the need of staining the sample, as it would be
required with conventional microtomography [76]. The images showed that SBI produces results
comparable to the well-established PBI method, but additionally provides quantitative electron
density values.

The dark-Ąeld reconstruction provides information about the unresolved microstructure within
the sample. While the MR scan dark-Ąeld reconstruction had lower resolution than the HR phase
reconstruction, it exhibited good contrast between different cerebellar layers. Our results suggest
that the dark-Ąeld modality might allow for the assessment of cell density and size, without
a need to resolve them directly, thus facilitating the examination of larger samples. However,
further investigations and efforts are needed to assess more accurately such quantitative values
for complex biological samples.

Additionally, while not explored in this study, the determination of axon Ąber directionality
could be examined using directional dark-Ąeld SBI [62,63] or tensor tomography [77] techniques
at microscopic resolutions. The axon Ąber connectivity patterns in the brain are traditionally
accessed in vivo by magnetic resonance imaging (MRI) techniques with a spatial resolution in
the millimeter range [78,79]. While more recent techniques employing visible light can yield
comparable information at microscopic resolution, they often require sample slicing and can result
in non-isotropic volumetric reconstructions [80,81]. Hence, improvements in understanding and
analyzing the dark-Ąeld signal could contribute to the study of three-dimensional nerve Ąber
architecture at microscopic resolution, as a prerequisite for a better interpretation and validation
of MRI data.

In conclusion, the visualization of the cerebellar cytoarchitecture in three dimensions can
provide valuable insights into morphological and cellular details that may be linked to neurological
diseases. Contrary to traditional approaches like conventional histology, as well as other visible-
light microscopy or electron microscopy techniques, which can suffer from two-dimensional
distortions and often require complex sample preparation, SBI overcomes these limitations,
enabling non-destructive, multi-modal inspection of the undistorted volume with high sensitivity
and resolution. High-resolution three-dimensional virtual inspection of the cerebellar tissue
was possible using the attenuation and phase signals. The different cellular layers could also be
clearly distinguished in the dark-Ąeld modality, despite a considerably lower spatial resolution.
We established some correlations between dark-Ąeld signal strength and cellular density for
two of the three cellular layers. While we cannot yet extract quantitative information from the
dark-Ąeld modality, our Ąndings indicate potential for extracting cytoarchitectural details from
lower-resolution measurements of larger brain samples.
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