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1 Introduction

The Cabibbo-Kobayashi-Maskawa (CKM) unitarity triangle describes CP violation within
the Standard Model (SM) of particle physics. The sides and angles of the unitarity triangle
are related to the elements of the CKM matrix [1, 2]. The angle φ3, also known as γ, is
defined as φ3 ≡ arg (−VudV ∗ub/VcdV ∗cb), where Vqq′ are CKM matrix elements. The angle is
measurable via the interference of the tree-level quark transitions b̄→ c̄us̄ and b̄→ ūcs̄,1
which involve the emission of a W+ boson from the b̄ quark. The tree-level nature of these
transitions results in negligible theoretical uncertainties when interpreting the measured
observables in terms of φ3 [3]. Therefore, assuming the absence of new physics at tree level,
the measurement of φ3 provides a test of the SM when compared to indirect determinations.
The latter are derived from independent measurements of the sides and other angles
of the unitarity triangle, which can be influenced by beyond-the-SM particles via loop
amplitudes [4]. The world-average value of the direct measurements of φ3 is

(
66.2+3.4

−3.2

)◦
[5].2

1Throughout this paper charge-conjugate processes are included unless explicitly stated otherwise.
2Updated results and plots available at https://hflav.web.cern.ch/.
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The indirect determination of φ3 is (63.4± 0.9)◦ [6]. Therefore, improvement in the direct
determination of φ3 is required to better constrain possible beyond-the-SM contributions to
CP violation.

The world average is dominated by a result reported by the LHCb collaboration [7]
that uses measurements of direct CP violation in the decays B+ → D

(
K0

Sh
+h−

)
h+, where

D is either a D0 or D̄0 and h is a pion or kaon [8–10]. The interference between b̄→ c̄us̄

and b̄ → ūcs̄ arises because the D0 or D̄0 decay to the same K0
Sh

+h− final state. The
D → K0

Sh
+h− decays proceed via several intermediate resonances, which results in a

variation of the CP asymmetry over phase space such that φ3, as well as other parameters
related to the B-decay amplitude, can be determined from a single decay. This property is
in contrast to measurements of φ3 that use B+ → DK+ decays in which the D decays to a
two-body final state, such as the CP-eigenstate K0

Sπ
0 [11, 12] or K±π∓ [13, 14].

Two approaches are used to determine φ3 from B+ → D
(
K0

Sh
+h−

)
h+ decays, which

are either dependent [8–10] or independent [8] of modelling the D0 → K0
Sh

+h− decay ampli-
tude. The model-dependent method relies upon a detailed description of the intermediate-
resonance structure of the D-decay amplitude. The model-independent method uses
CP-asymmetry measurements in disjoint regions (bins) of the D-decay phase space that can
then be related to φ3 using measurements of D-decay strong-phase parameters determined
by the CLEO [15] and BESIII [16, 17] collaborations. The loss of information that results
from binning data in the model-independent method is compensated by the removal of
potentially large and difficult-to-determine systematic uncertainties from the assumptions
of the amplitude model, which are unavoidable in the model-dependent method. These
model-dependent uncertainties have been estimated to be between 3◦ [18] to 9◦ [19]. Due
to this systematic limitation, the world-leading measurement [7] and most other recent
measurements, use the model-independent method.

In this paper we report a model-independent measurement of φ3 using
B+ → D

(
K0

Sh
+h−

)
h+ decays produced in asymmetric e+e− collisions at a centre-of-mass

(c.m.) energy corresponding to the mass of the Υ(4S) resonance. The data sample used
corresponds to integrated luminosities of 711 fb−1 and 128 fb−1 accumulated by the Belle
and Belle II experiments, respectively. This result is the first obtained from a combined
analysis of Belle and Belle II data. The results in this paper supersede a previous model-
independent measurement using the full Belle data set [20]. The measurement presented
here includes significant improvements compared to the earlier Belle measurement, which
are related to background reduction, K0

S meson selection, reduced systematic uncertainties,
and the addition of D → K0

SK
+K− decays.

The organisation of this paper is as follows. Section 2 presents an outline of the analysis,
which includes the formalism related to the model-independent method. Section 3 describes
the Belle and Belle II experiments. Section 4 introduces the data sets and simulation
samples used to perform the measurements. Sections 5 and 6 contain descriptions of
the B+ → D

(
K0

Sh
+h−

)
h+ candidate selection and CP-violating observable extraction,

respectively. Section 7 describes the estimation of systematic uncertainties. Sections 8
and 9 present the results and conclusions, respectively.
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2 Analysis overview and formalism

The analysis proceeds by selecting samples of B+ → Dh+ decays in the Belle and Belle II
data sets. The B+ → Dπ+ decay is selected along with the B+ → DK+ decay because
it is a more abundant and topologically identical control sample. An unbinned maximum
likelihood fit to the combined sample of B+ → Dh+ candidates is used to determine
CP-violating observables. In addition, nuisance parameters are determined, which limits
dependence upon simulated data. The fit is to data categorised in several ways, including
by the bin in which they are reconstructed in the D-decay Dalitz plot. To be model-
independent, the fit relies upon the strong-phase parameters of the D decay measured
in each of these bins, which are taken as external inputs. The CP-violating observables
are then interpreted as constraints on φ3 and hadronic parameters related to the B-decay
amplitude. To avoid experimental bias analysis procedures are devised and validated on
simulated samples before being applied to data. The remainder of this section describes the
model-independent formalism used.

The two interfering decays sensitive to φ3 are B+ → D̄0K+ and B+ → D0K+, where
the latter is both CKM- and colour-suppressed compared to the former. Thus, we write the
total B+ → D

(
K0

Sh
+h−

)
K+, amplitude as

AB+

(
m2
−,m

2
+

)
∝ AD̄

(
m2
−,m

2
+

)
+ rDKB ei(δDKB −φ3)AD

(
m2
−,m

2
+

)
, (2.1)

where AD̄
(
m2
−,m

2
+
) [
AD

(
m2
−,m

2
+
)]

is the D̄0 → K0
Sh

+h−
[
D0 → K0

Sh
+h−

]
decay ampli-

tude at a point in the Dalitz plot described by m2
− and m2

+, which are the squared invariant
masses of the K0

Sh
− and K0

Sh
+ particle combinations, respectively. Here rDKB and δDKB are

the ratio of the magnitudes of the suppressed to favoured B+ → DK+ amplitudes and the
relative strong-phase difference between them, respectively. The world-average value of rDKB
is 0.0996±0.0026 [5],2 which means that the direct CP-violating effects are of the order 10%.
The expression for the B− → D

(
K0

Sh
+h−

)
K− amplitude AB− is obtained from eq. (2.1) by

substituting φ3 → −φ3 and AD
(
m2
−,m

2
+
)
←→ AD̄

(
m2
−,m

2
+
)
. In this paper CP violation

in D decays is considered to be negligible, such that AD̄
(
m2
−,m

2
+
)

= AD
(
m2

+,m
2
−
)
.

In the model-independent method, the D-decay Dalitz plot is divided into 2×N bins
that are indexed from i = −N to i = N , with i = 0 excluded. The bins are defined
symmetrically about the line m2

+ = m2
− such that if the point

(
m2
−,m

2
+
)
lies within bin i

then point
(
m2

+,m
2
−
)
lies within bin −i; bins in which m2

− > m2
+ are labelled with i > 0.

The strong phase of the D0-decay amplitude at a point
(
m2
−,m

2
+
)
is written as δD

(
m2
−,m

2
+
)
,

from which the D-amplitude-weighted average of the cosine of the strong-phase difference
between D0 and D̄0 decays within bin i is defined as [8]

ci =
∫
i dm

2
−dm

2
+
∣∣AD (m2

−,m
2
+
)∣∣ ∣∣AD (m2

+,m
2
−
)∣∣cos

[
δD
(
m2
−,m

2
+
)
−δD

(
m2

+,m
2
−
)]√∫

i dm
2
−dm

2
+
∣∣AD (m2

−,m
2
+
)∣∣2 ∫

i dm
2
−dm

2
+
∣∣AD (m2

+,m
2
−
)∣∣2 , (2.2)

where the integral is over the i-th bin. The D-amplitude-weighted average of the sine of the
strong-phase difference within a bin si is defined in an analogous manner. These definitions
result in the conditions ci = c−i and si = −s−i. Further, the AB+ (AB−) amplitudes can
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be squared and integrated over each bin to give the expectation for the B+ (B−) yields in
each bin N+

i

(
N−i

)
,

N+
i = hB+

[
F−i +

{(
xDK+

)2
+
(
yDK+

)2
}
Fi + 2

√
FiF−i

(
xDK+ ci − yDK+ si

)]
,

N+
−i = hB+

[
Fi +

{(
xDK+

)2
+
(
yDK+

)2
}
F−i + 2

√
FiF−i

(
xDK+ ci + yDK+ si

)]
,

N−i = hB−

[
Fi +

{(
xDK−

)2
+
(
yDK−

)2
}
F−i + 2

√
FiF−i

(
xDK− ci + yDK− si

)]
,

N−−i = hB−

[
F−i +

{(
xDK−

)2
+
(
yDK−

)2
}
Fi + 2

√
FiF−i

(
xDK− ci − yDK− si

)]
, (2.3)

where hB± are independent normalisation constants, xDK± = rDKB cos
(
δDKB ± φ3

)
, and

yDK± = rDKB sin
(
δDKB ± φ3

)
.3 Here Fi is the fractional yield in each bin for a pure sample

of D0 decays accounting for any experiment-specific efficiency variation over the Dalitz
plot [21]:

Fi =
∫
i dm

2
− dm

2
+
∣∣AD (m2

−,m
2
+
)∣∣2 η (m2

−,m
2
+
)∑

j

∫
j dm

2
− dm

2
+
∣∣AD (m2

−,m
2
+
)∣∣2 η (m2

−,m
2
+
) , (2.4)

where the sum in the denominator is over all 2N bins and η
(
m2
−,m

2
+
)
is the acceptance

profile over the Dalitz plot, which depends on both laboratory-frame decay kinematics and
the experimental setup.

The 4N observables defined in eqs. (2.3) depend upon 4N+4 parameters: φ3, rDKB , δDKB ,
ci, si, Fi and hB± . Therefore, independent measurements of the 2N strong-phase parameters
ci and si are used to determine the other parameters from these yields. Furthermore,
the 2N − 1 fractional yields Fi can be constrained using the simultaneous analysis of
B+ → Dπ+ decays [7], which have a branching fraction an order of magnitude larger than
B+ → DK+ [22]. An analogous set of yields for B+ → Dπ+ exist as those defined in
eq. (2.3), which depend upon xDπ± = rDπB cos

(
δDπB ± φ3

)
and yDπ± = rDπB sin

(
δDπB ± φ3

)
,

where rDπB and δDπB are the magnitude ratio and strong-phase difference between the
Cabibbo- and colour-suppressed B+ → D0π+ amplitude and the favoured B+ → D̄0π+

amplitude. The value of rDπB is approximately 20 times smaller4 than rDKB so the sensitivity
to CP violation is significantly reduced in comparison to that from B+ → DK+ decays.
Given the almost identical kinematic properties between B+ → DK+ and B+ → Dπ+, the
Fi parameters are common for the two sets of yields within a single experiment. We adopt
a parameterisation [23, 24] that utilises the common dependence on φ3 of the B+ → DK+

and B+ → Dπ+ yields by introducing the single complex variable,

ξDπ =
(
rDπB
rDKB

)
ei(δDπB −δDKB ) . (2.5)

3CP violation in the total decay rate is negligible, i.e., when integrated over the full Dalitz plot [7].
Therefore, to avoid any bias due to detector asymmetry, independent normalisation constants are used for
B+ and B− decays.

4This factor is tan2 θC, where θC is the Cabibbo angle, which is the relative Cabibbo suppression of rDπB
with respect to rDKB .

– 4 –



J
H
E
P
0
2
(
2
0
2
2
)
0
6
3

Figure 1. Binning schemes used for (left) B+ → D
(
K0

Sπ
+π−

)
K+ decays and (right) B+ →

D
(
K0

SK
+K−

)
K+ decays.

Defining xDπξ ≡ Re
(
ξDπ

)
and yDπξ ≡ Im

(
ξDπ

)
we can write

xDπ± = xDπξ xDK± − yDπξ yDK± , yDπ± = xDπξ yDK± + yDπξ xDK± . (2.6)

The values of xDK± , yDK± , xDπξ , yDπξ and Fi are determined simultaneously from a fit to
the B+ → Dh+ candidates. The advantages of this parameterisation are the inclusion
of the φ3 sensitivity from B+ → Dπ+ in the determination of xDK± and yDK± as well as
much improved fit stability [7]. Further, the determination of Fi by simultaneously fitting
B+ → Dh+ removes a source of systematic uncertainty in this analysis compared to that
reported in ref. [20]. The previous Belle analysis [20] determined the values of Fi from
a sample of D∗+ → D0π+ decays. The differing kinematic properties of the B+ → Dπ+

and D∗+ → D0π+ decays resulted in different η
(
m2
−,m

2
+
)
acceptance functions for the two

samples, which was a source of systematic uncertainty.
There are three binning schemes, for both D0 → K0

Sπ
+π− and D0 → K0

SK
+K− decays,

for which ci and si have been measured [16, 17]. We adopt the N = 8 optimal binning
for B+ → D

(
K0

Sπ
+π−

)
h+ decays, which has been shown to have approximately 90% of

the statistical sensitivity of an unbinned analysis [15, 25]. We adopt the N = 2 equal-
strong-phase binning for B+ → D

(
K0

SK
+K−

)
h+ decays, which has better fit stability

than the N = 3 and 4 schemes [17] given the limited size of B+ → D
(
K0

SK
+K−

)
K+ event

sample. Figure 1 shows the two binning schemes used. The measurements of ci and si
ignore the effects of D-mixing and assume CP-conservation in D decay. Ignoring both these
effects in the strong-phase and model-independent B+ → D

(
K0

Sh
+h−

)
h+ analyses, as in

this paper, results in negligible bias [26]. The potential bias of ignoring K0 CP-violation
and regeneration has also been extensively studied [27] and a bias of (0.4± 0.1)◦ on φ3 is
reported. This bias is negligible in comparison to the current statistical precision and is not
considered further.
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3 Belle and Belle II detectors

The Belle detector [28, 29] was located at the interaction point (IP) of the KEKB asymmetric-
energy e+e− collider [30, 31]. The energies of the electron and positron beams were 8.0 GeV
and 3.5 GeV, respectively. The detector subsystems most relevant for this study are the
following: the silicon vertex detector and central drift chamber (CDC), for charged particle
tracking and measurement of energy loss due to ionisation, and the aerogel threshold
Cherenkov counters and time-of-flight scintillation counters, for particle identification (PID).
These subsystems were situated in a magnetic field of 1.5 T. More detailed descriptions of
the Belle detector can be found in refs. [28, 29].

The Belle II detector [32] is located at the IP of the SuperKEKB asymmetric-energy
e+e− collider [33]. The energies of the electron and positron beams are 7.0 GeV and 4.0 GeV,
respectively. The target instantaneous luminosity of SuperKEKB is a factor of 30 greater
than KEKB, which will lead to significantly larger beam-related backgrounds. Therefore, the
Belle II detector is an upgraded version of the Belle detector that is designed to cope with
increased level of background. The detector contains several completely new subsystems, as
well as substantial upgrades to others. The innermost subdetector is the vertex detector
(VXD), which uses position-sensitive silicon sensors to precisely sample the trajectories of
charged particles (tracks) in the vicinity of the IP. The VXD includes two inner layers of
pixel sensors and four outer layers of double-sided silicon microstrip sensors. The second
pixel layer is currently incomplete covering only one sixth of the azimuthal angle. Charged-
particle momenta and charges are measured by a new large-radius, helium-ethane, small-cell
CDC, which also offers charged-particle-identification information through a measurement
of specific ionisation. The Belle PID system has been replaced. A Cherenkov-light angle
and time-of-propagation (TOP) detector surrounding the CDC provides charged-particle
identification in the central detector volume, supplemented by proximity-focusing, aerogel,
ring-imaging Cherenkov (ARICH) detectors in the forward region with respect to the
electron beam. The Belle CsI(Tl) crystal electromagnetic calorimeter, the Belle solenoid and
iron flux return are reused in the Belle II detector. The electromagnetic calorimeter readout
electronics have been upgraded and the instrumentation in the flux return to identify K0

L
mesons and muons has been replaced.

4 Data sets

The analysis uses e+e− collision data collected at a c.m. energy corresponding to the mass
of the Υ(4S) resonance. The integrated luminosities of the samples collected by Belle and
Belle II are 711 fb−1 and 128 fb−1, respectively.

Simulation samples are used to optimise the selection criteria, estimate signal efficiencies,
train multivariate discriminants, identify various sources of background and develop a model
to fit data. The signal and e+e− → Υ(4S)→ BB̄ simulation samples are generated using
the EvtGen software package [34]. Samples of signal events are generated with the D-decay
products following both resonant and non-resonant distributions. The Belle simulation
samples of continuum background events e+e− → qq̄, where q = u, d, s, c, are generated by

– 6 –
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Pythia [36]. The Belle II e+e− → qq̄ simulation sample is generated using the KKMC [35]
generator interfaced with Pythia. The EvtGen package also simulates the decay of short-
lived particles. The Belle (Belle II) simulation samples use a Geant3-based simulation
package [37] (Geant4 [38]) to model the detector response to the final-state particles.
Final-state radiation effects are taken into account by including the Photos model [39].
Belle simulation includes the effect of beam background by overlaying data taken that is
unrelated to e+e− collisions (random triggers). Belle II simulation samples include the effect
of simulated beam-induced background caused by the Touschek effect (scattering and loss of
beam particles) and by beam-gas scattering, as well as luminosity-dependent backgrounds
caused by Bhabha scattering and two-photon quantum electrodynamic processes [40].

5 Reconstruction and event selection

We use the Belle II analysis software framework (basf2) [41] for decay-chain reconstruction.
The Belle II data are processed using this framework, whereas the tracks and clusters in the
processed Belle data are converted to basf2 format using the B2BII software package [42].
Hence, the reconstruction software is identical for both the data samples.

The selections are similar to those described in ref. [20]. We apply nearly identical event
selection criteria, with some slight differences due to the different detector configurations.

An overview of the selection procedure is as follows. We reconstruct the decay mode
B+ → D

(
K0

Sh
+h−

)
h+. We select the π+ and K+ candidate tracks, as well as K0

S
candidates, with selections designed to maximise the product of efficiency and purity. From
these samples, D → K0

Sh
+h− candidates are reconstructed, which are further combined

with an h+ track to form a B+ candidate. Vertex and kinematic fits are performed, which
constrain the B-decay products to a common vertex. Additional criteria are developed to
suppress background events. The remainder of this section describes the motivation for the
various selection requirements.

Charged particles, π+ and K+, consistent with originating from e+e− collisions are
selected by requiring the distance of closest approach to the IP to be less than 0.2 cm in
the plane transverse to and 1.0 cm along the z direction; in both the Belle and Belle II
coordinate system the z-axis is defined to lie along the axis of symmetry of the solenoid
approximately in the direction of the e− beam. These charged particles are then identified
as either kaons or pions by using the information from the CDC, the aerogel threshold
Cherenkov counters and time-of-flight scintillation counters of Belle, and all subdetectors
of Belle II, though that from CDC, TOP and ARICH is most significant. To identify
kaon and pion candidates, we use the ratio RK/π = L(K)/ [L(K) + L(π)], where L(h)
is the likelihood for the particle h to produce the observed particle-identification signal
associated with the track. We use a requirement of L(K/π) > 0.6 to separate the kaons
from pions coming directly from the B+ → Dh+ decays. The kaon-identification efficiency
is 84% (79%) and the probability of a pion being misidentified as a kaon is 8% (7%) in
Belle [43] (Belle II) data. A less restrictive requirement of L(K/π) > 0.2 is applied to
the kaons used to reconstruct the D → K0

SK
+K− candidates, which suppresses the K-π

misidentification rate while maintaining high efficiency. For Belle II data, there is an

– 7 –
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additional requirement of cos θ > −0.6, where θ is the polar angle in the laboratory frame,
applied to the π or K candidates that come directly from the B meson decays. This criterion
removes the tracks outside the acceptance region of the TOP and ARICH, which reduces
the K-π misidentification rate. Furthermore, this requirement increases the separation of
the contribution from misidentified B+ → Dπ+ decays from that of correctly reconstructed
B+ → DK+ decays [44]. We do not apply this selection to the Belle data because the
contribution to the misidentified B+ → Dπ+ decays is much smaller in this region, due to
fewer tracks having cos θ < −0.6 as a result of the higher c.m. boost of the KEKB collider

Candidate K0
S mesons are reconstructed from pairs of oppositely charged particles,

selected assigning the pion-mass hypothesis, that originate from a common vertex. The K0
S

candidates are required to have an invariant mass in the interval 0.487−0.508 GeV/c2, which
corresponds to ±3σ around the known K0

S mass [22]. Here σ is the invariant mass resolution.
A multivariate technique is used to improve the purity of the K0

S candidate sample by
rejecting combinatorial background. Algorithms based on a neural network (NN) [45] and
a fast boosted decision tree (FastBDT) [46] are used to identify the background in Belle
and Belle II data, respectively. Five input variables are common to the Belle and Belle II
algorithms: the angle between the momentum vector and the vector between the IP and
the decay vertex of the K0

S candidate, the longer and shorter distances of closest approach
between the extrapolated tracks of the pion candidates and the IP, the flight distance of the
K0

S candidate projected on to the plane transverse to the z axis, and the difference between
the observed and known K0

S mass divided by the uncertainty in the observed mass. The
following seven additional variables are input to the Belle NN discriminator: K0

S momentum
in the lab frame, shortest distance between the two track helices projected along the z axis,
the angle between pion momentum in the K0

S rest frame and the boost direction between
the laboratory frame and the K0

S rest frame, and the number (presence) of CDC (silicon
vertex detector) hits for each pion track. The efficiency and purity of the K0

S selection are
87% (91%) and 99% (97%), respectively, for Belle (Belle II). Here we define efficiency as
the fraction of correctly reconstructed K0

S candidates retained by the classifier and the
purity as the fraction of correctly reconstructed K0

S candidates in the selected sample. The
values of efficiency and purity are determined from simulation samples. Achieving a similar
performance in the product of efficiency and purity in Belle II and Belle motivates the
reduced set of input variables; fewer input variables makes the algorithm more robust against
any disagreements between data and simulation distributions. A kinematic-constrained
fit is performed on selected candidates by restricting the reconstructed π+π− mass to the
known K0

S mass [22] to improve the four-momentum resolution.
The D → K0

Sπ
+π−

(
D → K0

SK
+K−

)
meson candidates are reconstructed from a pair

of oppositely charged pion (kaon) tracks and a K0
S candidate. The invariant mass of the

D-decay products m
(
K0

Sh
−h+) is required to be in the range 1.85−1.88 GeV/c2. This

interval corresponds to ±3σ around the nominal D mass, where σ is the m
(
K0

Sh
−h+)

resolution. A kinematic-constrained fit is performed by restricting the reconstructed mass
to the known D0 mass [22] to improve the four-momentum resolution. After the kinematic
constraint some candidates have values of

(
m2

+,m
2
−
)
that lie outside the kinematic boundary

of the D → K0
Sh

+h− Dalitz plot. These candidates are not considered further because they
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cannot be unambiguously associated with a Dalitz plot bin. Studies of simulated signal
samples indicate this requirement reduces the signal selection efficiency by 0.3%.

A charged particle is combined with these D candidates to form a B+ → Dh+ candi-
date. The kinematic variables used to separate signal B candidates are the beam-energy-
constrained mass

mbc = c−2
√
E∗2beam −

∣∣∣∑
i

~p∗i
∣∣∣2 c2, (5.1)

and the beam-energy difference,

∆E =
∑
i

E∗i − E∗beam, (5.2)

where E∗beam is the beam energy in the c.m. frame and E∗i (~p∗i ) is the energy (momentum)
of the i-th B-decay product in the c.m. frame. The candidates are selected in the range
mbc > 5.27 GeV/c2 and −0.13 < ∆E < 0.18 GeV. In subsequent analysis, ∆E is used as a
fit variable. Generally, partially reconstructed B+ → D(∗)K(∗)+ decays peak at lower ∆E
values and are difficult to model. An asymmetric ∆E window is chosen to exclude these
peaking structures from the analysis.

The dominant background comes from e+e− → qq̄ events, which are suppressed by
using the difference in topology with respect to e+e− → Υ(4S) → BB̄ decays. The qq̄
events have particle momentum spatially correlated in two directions, forming jet-like
structures. In contrast, the particles from a BB̄ event are distributed uniformly over the
4π solid angle in the c.m. frame because the B mesons do not have significant momentum.
Separate FastBDT classifiers are applied to Belle and Belle II data because of the differing
c.m. boost. The classifiers are trained using simulated samples with several discriminating
observables related to both the whole event and signal-only angular configurations as input
variables. We use five variables:

• a likelihood ratio obtained from a Fisher discriminant formed from the modified
Fox-Wolfram moments [47, 48];

• the absolute value of the cosine of the angle between the signal-B-candidate momentum
and the z direction in the e+e− c.m. frame;

• the cosine of the angle between the thrust axis of the signal B candidate and the
thrust axis of the rest-of-the-event (ROE);5

• the distance between the position of the signal B-decay vertex and the vertex of the
ROE along the z direction; and

• the B meson flavour-tagger output [49, 50].6

5The thrust axis for a collection of particle momenta is the direction along which the sum of the momenta
is maximised. The rest-of-the-event refers to all measured tracks and clusters that are not used to reconstruct
the signal.

6Reference [50] describes two Belle II flavour-tagging algorithms that have similar performance; we use
the output of the category-based algorithm.
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Decay mode Efficiency (%)
Belle Belle II

B+ → D(K0
Sππ)π+ 21.77 ± 0.03 22.13 ± 0.05

B+ → D(K0
Sππ)K+ 19.11 ± 0.03 19.79 ± 0.05

B+ → D(K0
SKK)π+ 16.26 ± 0.03 18.16 ± 0.05

B+ → D(K0
SKK)K+ 14.29 ± 0.03 16.73 ± 0.05

Table 1. B+ → D
(
K0

Sh
+h−

)
h+ signal efficiencies estimated from simulated non-resonant signal

samples. The uncertainties are statistical only.

These variables do not have any significant correlation with the signal extraction variable
∆E. The FastBDT classifier output (C) distribution ranges from zero, where background
events peak, to one, where the signal events peak. The signal extraction fit is to the two-
dimensional distributions of ∆E and a transformed variable derived from C (C ′), which is
defined in section 6. We require C > 0.15 (C > 0.2), which rejects 67% of the qq̄ background
with only 4% signal loss when applied to the Belle (Belle II) data set; this requirement
allows a simpler modelling of the C ′ distribution in the fit with negligible loss of statistical
precision. The e+e− → cc̄ background is further suppressed by vetoing candidates arising
from D∗+ → D0π+ decays. We veto events in the range 0.143 < ∆m < 0.148 GeV/c2,
where ∆m is the mass difference between D∗ and D candidates. This requirement rejects
approximately 9% of the remaining background after all other criteria are applied.

The possibility of additional peaking background from charmless B decays is studied
by performing the analysis on the sidebands of the m

(
K0

Sh
+h−

)
distributions. Candidates

are selected from the sideband without any kinematic constraint to the D mass applied; the
value of m

(
K0

Sh
+h−

)
of selected sideband candidates is constrained to that of the midpoint

of the sideband for subsequent analysis, such that they are treated in an identical manner
to those in the m

(
K0

Sh
+h−

)
signal region. Studies of the simulated samples indicate that

contributions arise from B+ → K∗+π−π+, B+ → K∗+ρ0 and B+ → K∗+J/ψ decays. The
yields are obtained from fits to sideband data following the procedure described in section 6.
The expected yields of charmless background are found to be negligible compared to that
of the signal. Therefore, the charmless background is not considered further in subsequent
analysis, apart from as a source of systematic uncertainty.

The average B-candidate multiplicity of events that contain at least one candidate is
approximately 1.02; events with three or more candidates are very rare. In events with more
than one candidate, we retain the candidate with the minimum χ2 value calculated from the
measured and known values of m

(
K0

Sh
+h−

)
and mbc as well as the respective experimental

resolutions; studies using simulated samples of signal decays show that this criterion selects
the correctly reconstructed candidate approximately 65% of the time for all the decay
modes. The selection efficiencies are summarised in table 1. The B+ → D

(
K0

Sπ
+π−

)
h+

selection efficiency is marginally improved at Belle II compared to Belle, whereas there is a
significant improvement in the B+ → D

(
K0

SK
+K−

)
h+ selection efficiency. This increase

is due to the RK/π > 0.2 requirement on the D-decay products being more efficient when
applied to Belle II data compared to Belle data.
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6 xDK± and yDK± determination from B+ → Dh+ decays

We perform a simultaneous analysis of B+→DK+ and B+→Dπ+ decays. The B+→DK+

sample provides almost all of the sensitivity to CP violation, whereas B+→Dπ+ is pri-
marily used to constrain the Fi fractions. Furthermore, the B+→Dπ+ background in
the B+→DK+ sample due to K-π misidentification can be directly determined from the
simultaneous analysis of these two decay channels. The whole B+→Dh+ sample is divided
into pion- and kaon-enhanced categories by applying the requirements RK/π < 0.6 and
RK/π > 0.6 to the h+, respectively.

The signal extraction involves a two-dimensional fit of the ∆E and C ′ distributions.
The latter variable is related to C, the output of the FastBDT, which is difficult to model
analytically. We transform C to C ′ using an ordered list of C values from the signal
simulation sample such that C ′ is the fraction of signal events present below a given value of
C in the list [51]. Therefore, the signal distribution of C ′ is uniform between zero and one.
In practice, due to small differences in the FastBDT-input-variable distributions between
data and simulation, the signal is described by a straight line in data. The background C ′
distribution peaks at zero and is modelled by an exponential.

Along with the signal component, we have the following three background components
in our fit:

• qq̄ background events;

• BB̄ background events, coming from misreconstructed candidates from e+e− →
Υ(4S)→ BB̄ decays; and

• peaking background from B+ → Dh+, (h = π or K) decays due to K-π misidentifi-
cation.

The two-dimensional probability density function (PDF) for each component is the product
of the one-dimensional PDFs for ∆E and C ′. Negligible correlations between ∆E and C ′ in
simulation samples support the validity of this assumption. To test whether there is any
non-linear correlation, the fits are performed on simulated samples and no significant bias
between the measured and generated parameters is observed, which also indicates there is
negligible correlation.

The B+ → D
(
K0

Sπ
+π−

)
h+ signal components are modelled with a sum of two Gaussian

functions and an asymmetric Gaussian function for ∆E, and a straight line for C ′. These
PDFs are common to both kaon- and pion-enhanced samples. The common mean of the
∆E functions and the slope of the straight line are extracted directly from the data, along
with a scaling factor to the narrowest signal Gaussian to account for any difference in
∆E resolution between simulated and data samples; other parameters are fixed to those
obtained from a fit to a large simulated sample of signal events.

The qq̄ background is modelled with a straight line for ∆E and a sum of two exponentials
for C ′. The slope of the straight line and the steeper exponential function’s exponent are
determined from the fit to data; other parameters are fixed to those obtained from a
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fit to the corresponding simulated sample. These PDFs are common to both pion- and
kaon-enhanced samples.

The misreconstructed BB̄ background distribution is slightly different for pion- and
kaon-enhanced samples so they are modelled separately. The ∆E (C ′) PDFs are an
exponential (straight line) and a sum of an exponential and straight line (second-order
polynomial), for the pion- and kaon-enhanced samples, respectively. Only the slope of
the kaon-enhanced ∆E PDF is determined from the fit. The PDF descriptions of the
peaking backgrounds are the same as those of the signal components but with independent
parameters.

For the B+ → D
(
K0

SK
+K−

)
h+ final state, some component PDFs are modified. The

BB̄ background PDFs that describes ∆E and C ′ for the kaon-enhanced sample are an
exponential and a straight line, respectively; the slope of the exponential is a free parameter.
The qq̄ background of both samples is modelled with just a single exponential function. All
other component PDFs are the same as those for the B+ → D

(
K0

Sπ
+π−

)
h+ final state.

The PDF parameterisation is identical for the fits to the Belle and Belle II data samples;
only the fixed parameter values are estimated separately from the simulation samples
corresponding to the respective experiments. First, we perform separate fits to the Belle
and Belle II data samples, which are subdivided based on the reconstructed D-decay final
state. These fits are to data integrated over the D-decay Dalitz plot. We refer to this
fit as the “combined fit”. The signal and peaking background yields NDh

h′ , where h′ = π

or K represents the respective enhancement of the sample, are parameterised in terms of
kaon-identification efficiency (ε) and K-π misidentification rate (κ) using the relations

NDπ
π = (1− κ)NDπ

tot ,

NDK
π = (1− ε)NDK

tot ,

NDK
K = εNDK

tot , and
NDπ
K = κNDπ

tot ,

where NDπ
tot and NDK

tot represent the total Dπ and DK yields without any PID selection,
respectively. In this way, κ is directly extracted from data. The value of ε is fixed to
the value determined from data control samples of D∗+ → D0 (K−π+)π+ decays. The
total signal and background yields obtained from the combined fit are summarised in
table 2. Distributions restricted to candidates with |∆E| < 0.05 GeV and 0.65 < C ′ < 1
(signal-enhanced) are shown in figures 2–5 with fit projections overlaid.

To determine the CP-violating observables, we further divide the fit categories according
to the charge of B candidates and the D-decay Dalitz bins described in section 2. This
fit is performed simultaneously for the Belle and Belle II data and is referred to as the
“binned fit”. The component PDFs for the individual bins are the same as in the fits to the
unbinned data, along with the same sets of free and fixed parameters. The value of κ is
fixed in the binned fit to that obtained from the combined fit. The signal yield in each
bin is parameterised according to the expressions in eq. (2.3), which depend on common
xDK± , yDK± , xDπξ and yDπξ parameters, as well as the external input values of ci and si [16, 17].
The background yields are fit independently in each bin for both B+ and B− samples, which
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Sample Pion-enhanced Kaon-enhanced
D decay Component Belle Belle II Belle Belle II

D → K0
Sπ

+π− B+ → Dπ+ 21325± 162 4193± 70 1764± 64 308± 23
B+ → DK+ 140± 29 62± 11 1467± 53 280± 21

BB̄ background 5040± 155 1223± 68 1309± 85 387± 42
qq̄ background 9022± 172 1657± 69 6295± 122 1021± 47

D → K0
SK

+K− B+ → Dπ+ 2740± 56 519± 21 211± 18 50± 10
B+ → DK+ 17± 4 2.1± 0.2 194± 17 34± 7

BB̄ background 333± 31 77± 12 110± 18 22± 7
qq̄ background 409± 37 124± 14 309± 28 92± 11

Table 2. Signal and background yields obtained from the two-dimensional combined fit.
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Figure 2. Distributions of (left) ∆E and (right) C ′ for (top) B+ → D(K0
Sπ
−π+)π+ and (bottom)

B+ → D(K0
Sπ
−π+)K+ candidates restricted to the signal-enhanced region in the Belle data set with

fit projections overlaid. The black points with error bars represent data and the solid blue curve is
the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-dashed green
curves represent B+ → Dπ+, B+ → DK+, qq̄ and combinatorial BB̄ background components,
respectively. Differences between the fit function and data normalised by the uncertainty in data
(pull) are shown under each panel.
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Figure 3. Distributions of (left) ∆E and (right) C ′ for (top) B+ → D(K0
SK
−K+)π+ and (bottom)

B+ → D(K0
SK
−K+)K+ candidates restricted to the signal-enhanced region in the Belle data set

with fit projections overlaid. The black points with error bars represent data and the solid blue curve
is the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-dashed green
curves represent B+ → Dπ+, B+ → DK+, qq̄ and combinatorial BB̄ background components,
respectively. Differences between the fit function and data normalised by the uncertainty in data
(pull) are shown under each panel.

accounts for any CP -violation in the background. The Fi and F−i fractions are extracted
directly from the fit. As these fractions must satisfy ∑Fi = 1, Fi ∈ [0, 1], a fit instability
can be induced due to large correlations between the Fi parameters [7]. Hence, following
ref. [7], we reparameterise Fi as a series of 2N − 1 recursive fractions Ri that are extracted
from the fit. The Ri fractions are defined as

Fi =


Ri , i = −N
Ri
∏
j<i(1−Rj) , −N < i < +N∏

j<i(1−Rj) , i = +N .
(6.1)

The values of Ri are independent for Belle and Belle II such that any difference in the
acceptance profile is accounted for. The values ofRi are found to be compatible between Belle
and Belle II. However, if common Ri parameters are used, there is little statistical advantage
in determining the CP-violating observables and an additional systematic uncertainty would
be introduced related to the assumption. Figure 6 (7) shows the measured B+ → Dh+

yields in each bin for the Belle (Belle II) data sample.
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Figure 4. Distributions of (left) ∆E and (right) C ′ for (top) B+ → D(K0
Sπ
−π+)π+ and (bottom)

B+ → D(K0
Sπ
−π+)K+ candidates restricted to the signal-enhanced region in the Belle II data set

with fit projections overlaid. The black points with error bars represent data and the solid blue curve
is the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-dashed green
curves represent B+ → Dπ+, B+ → DK+, qq̄ and combinatorial BB̄ background components,
respectively. Differences between the fit function and data normalised by the uncertainty in data
(pull) are shown under each panel.

The fit results along with their statistical and systematic uncertainties are summarised in
section 8, and the likelihood contours are shown in figure 8. The correlations between the pa-
rameters are given in appendix A. The bin-by-bin asymmetries

(
N−−i −N

+
+i

)
/
(
N−−i +N+

+i

)
in each Dalitz plot bin i are shown in figure 9. Clear evidence for CP violation is seen in the
Belle kaon-enhanced sample as in the earlier Belle analysis [20]. We assess the significance
of the observed CP violation by comparing the likelihood to that from a fit under the no
CP-violation hypothesis of xDK+ = xDK− and yDK+ = yDK− . Considering only the statistical
uncertainties we find the significance is 5.8 standard deviations.

7 Systematic uncertainties

Several possible sources of systematic uncertainties are considered, which are listed in table 3.
This section explains each source and the methodology adopted to compute the systematic
uncertainties. The only correlated sources of systematic uncertainty between Belle and
Belle II are the input ci and si values, as well as the fit bias. All other systematic uncertainties
are assessed independently for Belle and Belle II, and are summed in quadrature.
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Figure 5. Distributions of (left) ∆E and (right) C ′ for (top) B+ → D(K0
SK
−K+)π+ and (bottom)

B+ → D(K0
SK
−K+)K+ candidates restricted to the signal-enhanced region in the Belle II data set

with fit projections overlaid. The black points with error bars represent data and the solid blue curve
is the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-dashed green
curves represent B+ → Dπ+, B+ → DK+, qq̄ and combinatorial BB̄ background components,
respectively. Differences between the fit function and data normalised by the uncertainty in data
(pull) are shown under each panel.

In general, we smear the input nominal values by their uncertainties and then perform
a fit to assess the associated systematic uncertainty. The smearing procedure is repeated
1000 times and the resulting width of the fit parameter distribution from this ensemble
of fits is considered as the corresponding systematic uncertainty. If the input values are
correlated, we use the Cholesky decomposition [52] of the covariance matrix to smear the
uncertainties, which takes the correlation into account. This approach is used to compute
the contributions of the external inputs ci and si, and any correlated fixed parameters used
to describe the PDFs. The correlations of the external inputs are taken from refs. [16, 17].
The correlations between the fixed fit parameters are taken from the results of fits to
simulated samples of the signal and background components.7 The results are listed in
table 3. The corresponding uncertainties are less than 20% and 5% of the total statistical
uncertainty for the external inputs and the fixed fit parameters, respectively. The systematic

7We provide the detailed output of this study as supplementary material to this paper at the publisher’s
website, as noted in ref. [7] this will provide sufficient information to determine the correlation between
this uncertainty and the corresponding uncertainties of other φ3 measurements that also rely on the same
strong-phase measurements.
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Figure 6. Yields in bins for B+ → Dπ+ (top left), B− → Dπ− (top right), B+ → DK+ (bottom
left) and B− → DK− (bottom right) decays in the Belle data set. The data points with error bars
are the measured yields with their statistical uncertainty and the histogram is the expected yield
from the best fit (x±, y±) parameter values.

uncertainties related to PID are also calculated using this same strategy, where the efficiency
and misidentification rates are varied within their uncertainty, independently for Belle and
Belle II. To estimate the effect of ignoring the charmless peaking background we repeat
the fits include a fixed peaking background component normalised to the yields found in
the studies of the m

(
K0

Sh
+h−

)
sideband. The background is modelled using the same

PDF distributions as the signal. The resulting bias in the central values of the physics
parameters, which is two orders of magnitude smaller than the statistical uncertainty, is
considered as a systematic uncertainty.

Fit biases are investigated using linearity tests. Many simulated data sets of bin yields
are generated for five different values of xDK± , yDK± , xDπξ and yDπξ : 0,±0.05 and ±0.1. Each
sample is then fit to determine the parameters. For an unbiased sample a graph of generated
versus fit values should be linear with slope one and intercept zero. No significant bias
is observed. The slopes agree with unity except for xDπξ , which differs by three standard
deviations. As this is a nuisance parameter in the fit, it has no impact on the final φ3
extraction. The associated systematic uncertainty is assessed using the uncertainty in the
slope and the data central values.

We also check the contribution of migration between D-decay Dalitz plot bins due to
the finite resolution of m2

±. The definition of Fi includes the effect of migration if it is the
same in the B+ → Dπ+ and B+ → DK+ samples. However, the presence of CP violation
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Figure 7. Yields in bins for B+ → Dπ+ (top left), B− → Dπ− (top right), B+ → DK+ (bottom
left) and B− → DK− (bottom right) decays in the Belle II data set. The data points with error
bars are the measured yields with their statistical uncertainty and the histogram is the expected
yield from the best fit (x±, y±) parameter values.
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Figure 8. Two-dimensional confidence regions at (inner curve) 68.3% and (outer curve) 95.5%
probability for

(
xDK+ , yDK+

)
(blue) and

(
xDK− , yDK−

)
(red) as measured in B+ → DK+ decays from

a profile likelihood scan. The dots represent central values.
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Figure 9. Per-bin yield asymmetries
(
N−−i −N

+
+i
)
/
(
N−−i +N+

+i
)
in each Dalitz plot bin i for

B+ → DK+ (top) and B+ → Dπ+ (bottom) for the Belle (left) and Belle II (right) data sets. The
asymmetries produced in fits with independent bin yields are given with statistical error bars, and
the prediction from the best-combined-fit values of the (x, y) parameters is displayed with a solid
line. The dotted line is the expectation without CP violation.

Source σxDK+
σyDK+

σxDK−
σyDK−

σxDπ
ξ

σyDπ
ξ

Input ci, si 0.22 0.55 0.23 0.67 0.73 0.82
PDF parametrisation 0.07 0.08 0.12 0.16 0.12 0.12
PID < 0.01 < 0.01 < 0.01 0.01 < 0.01 < 0.01
Peaking background 0.03 0.05 0.03 0.04 0.02 0.10
Fit bias 0.16 0.06 0.12 0.16 0.49 0.10
Bin migration < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 0.03
Total 0.18 0.11 0.17 0.23 0.51 0.19
Statistical 3.15 4.20 3.27 4.20 4.75 5.44

Table 3. Systematic uncertainty summary. All values are quoted in units of 10−2.

means the Dalitz plot densities of the two samples are different, which can lead to differing
levels of migration. Therefore, we generate samples of events including CP violation and fit
them with and without the effect of m2

± resolution included. The parameter values shift
less than 10−4 except for yDπξ ; the full bias is treated as a systematic uncertainty on yDπξ .

We assume that the values of Fi are the same for B+ → D
(
K0

Sh
+h−

)
K+ and

B− →
(
K0

Sh
+h−

)
π+ decays. In principle a small difference exists due to the altered
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kinematics induced by the differing pion and kaon masses. We investigated the validity of
our assumption in large simulated samples. No significant difference is observed in the values
of Fi so no related systematic uncertainty is assigned. We also consider how the Belle and
Belle II Dalitz plot acceptance might distort the effective values of ci and si, which are mea-
sured assuming a uniform acceptance. The values are calculated with and without the Belle
(Belle II) acceptance included. The deviations in the values of ci and si are at most an order
of magnitude smaller than the reported uncertainties [16, 17], which are already considered
in our measurement. Therefore, this potential source of systematic uncertainty is ignored.

As a further check of the fit performance, we generate 1000 simplified-simulated
experiments with mean signal yields that correspond to our measured values of CP-violating
parameters. These samples are then fit in an identical manner to the data. The results
verify that the fit is stable and unbiased with the current sample size, as well as providing
the appropriate statistical coverage. We also find that the uncertainties on measured
CP-violating parameters in data lie within the distribution of uncertainties generated by
the simplified-simulated experiments.

8 Determination of φ3, r
DK
B and δDKB

The parameters obtained from the fit are
xDK− = ( 9.24± 3.27± 0.17± 0.23)× 10−2,

yDK− = ( 10.00± 4.20± 0.23± 0.67)× 10−2,

xDK+ = (−11.28± 3.15± 0.18± 0.22)× 10−2,

yDK+ = ( −4.55± 4.20± 0.11± 0.55)× 10−2,

xDπξ = (−11.09± 4.75± 0.51± 0.73)× 10−2,

yDπξ = ( −7.90± 5.44± 0.19± 0.82)× 10−2,

(8.1)

where the first uncertainty is statistical, the second is the total experimental systematic
uncertainty, and the third is the systematic uncertainty due to the external strong-phase
difference inputs [16, 17].

The parameters φ3, r
DK
B , δDKB , rDπB and δDπB are determined from xDK± , yDK± , xDπξ

and yDπξ using a frequentist approach implemented in the GammaCombo package [53].8
Generally, there is a two-fold ambiguity in the results of these physics parameters as
eqs. (2.3) are invariant under the simultaneous substitutions of φ3 = φ3 + 180◦ and
δDhB = δDhB + 180◦. We choose the solution in the range 0◦ < φ3 < 180◦, which is favoured
by other measurements [5].2 The results are

φ3 = (78.4± 11.4± 0.5± 1.0)◦ ,
rDKB = 0.129± 0.024± 0.001± 0.002,
δDKB = (124.8± 12.9± 0.5± 1.7)◦ ,
rDπB = 0.017± 0.006± 0.001± 0.001,
δDπB = (341.0± 17.0± 1.2± 2.6)◦ .

(8.2)

8Of the methods available in GammaCombo, we adopt the so-called plug-in method, which uses simulated
samples and assumes the nuisance parameter values observed in data.
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Figure 10. p-value as a function of (left) φ3 and (right) rDKB calculated using the methods described
in ref. [53].
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Figure 11. Two-dimensional confidence regions at the (inner curve) 68% and (outer curve) 95%,
obtained for (left) φ3 − rDKB and (right) φ3 − δDKB using the methods described in ref. [53]. Note
the suppressed zeroes on the vertical scales.

The statistical confidence intervals for φ3 and rDKB are illustrated in figure 10, while figure 11
shows the two-dimensional statistical confidence regions obtained for the (φ3, r

DK
B ) and

(φ3, δB) parameter combinations. Figure 12 shows the two-dimensional statistical confidence
region obtained for the (δDπB , rDπB ) parameter combination; the 95% confidence region is
compatible with the most precise values of these parameters reported [54]. The φ3 result is
consistent with the previous Belle analysis [20] but the statistical precision on φ3 is improved
from 15◦ due to improved K0

S selection and background suppression. The uncertainty related
to strong-phase inputs has also decreased from 4◦ because of the new measurements reported
by the BESIII collaboration [16, 17]. Furthermore, the experimental systematic uncertainty
is decreased from 4◦ primarily from the improved background suppression and the use of
the B+ → Dπ+ sample to determine the acceptance.
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Figure 12. Two-dimensional confidence regions at the (inner curve) 68% and (outer curve) 95%,
obtained for δDπB − rDπB ref. [53].

9 Conclusion

The results of the first Belle and Belle II combined model-independent measurement of the
CKM unitarity triangle angle φ3 are presented. The analysis uses B+ → D(K0

Sh
−h+)h+

decays reconstructed from a combined sample of 711 fb−1 of Belle data and 128 fb−1 of
Belle II data. Independently measured strong-phase difference parameters ci and si are
used, which come from a combination of results reported by the CLEO and BESIII collabo-
rations [16, 17]. We measure φ3 = (78.4± 11.4± 0.5± 1.0)◦, where the first uncertainty is
statistical, the second is the total experimental systematic uncertainty and the third is the
systematic uncertainty due to the external ci and si measurements.

The measurement is also performed on the Belle data sample alone and the results
are reported in appendix B. The statistical uncertainty in φ3 is 11◦, which is significantly
improved from the 15◦ reported in the previous Belle analysis with the same data set [20].
The improvements are primarily due to the improved background rejection and K0

S selection,
as well as the addition of B+ → D(K0

SK
+K−)h+ decays. The inclusion of Belle II data

improves the precision of xDK± and yDK± parameters. However, the φ3 statistical uncertainty
does not improve despite adding 17% more data. Belle II data favours a much smaller
value of rDKB , which results in a central value of 0.129 for the combined fit compared to
0.144 for the Belle data alone. The uncertainty in φ3 is inversely proportional to rB , which
explains the lack of improvement in φ3 sensitivity when including the Belle II data. The
world average value of rB is 0.0996± 0.0026 [5]2 so it is possible that the value of rB will
decrease and approach this value as additional data is included.

The statistical precision on φ3 is worse than the current world-average value [5].2
However, the precision is limited by the size of the data sample, so a future analysis with a
Belle II data set corresponding to 10 ab−1 will provide measurements with a precision of
approximately 4◦ from the B+ → D

(
K0

Sπ
+π−

)
h+ mode alone.9 The use of other modes

will give additional sensitivity to φ3 [55].

9The world-average value of rDKB is assumed in these extrapolations.
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A Correlation matrices

Tables 4–6 represent the statistical, external strong phase input systematics and total
experimental systematics correlation matrices for the combined data set of Belle and
Belle II.

xDK− yDK− xDK+ yDK+ xDπξ yDπξ

xDK− 1 −0.204 −0.051 0.063 0.365 −0.151
yDK− 1 0.014 −0.051 −0.090 0.404
xDK+ 1 0.152 −0.330 −0.057
yDK+ 1 0.026 −0.391
xDπξ 1 0.080

yDπξ 1

Table 4. Statistical correlation matrix obtained for the combined Belle and Belle II data set.

xDK− yDK− xDK+ yDK+ xDπξ yDπξ

xDK− 1 −0.113 0.069 0.406 −0.016 0.114
yDK− 1 0.038 −0.196 −0.692 −0.106
xDK+ 1 0.412 −0.226 −0.469
yDK+ 1 0.180 −0.069
xDπξ 1 0.622

yDπξ 1

Table 5. External inputs ci, si systematics correlation matrix obtained for the combined Belle and
Belle II data set.

xDK− yDK− xDK+ yDK+ xDπξ yDπξ

xDK− 1 0.777 0.483 0.268 0.839 0.698
yDK− 1 0.411 0.504 0.802 0.797
xDK+ 1 0.680 0.766 0.377
yDK+ 1 0.480 0.303
xDπξ 1 0.638

yDπξ 1

Table 6. Experimental systematics correlation matrix obtained for the combined Belle and Belle II
data set.
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B Belle data results

The results obtained using only Belle data set are summarised in this section. The obtained
values of the CP violating parameters are

xDK− = ( 9.45± 3.58± 0.22± 0.36)× 10−2,

yDK− = ( 12.04± 4.66± 0.30± 0.90)× 10−2,

xDK+ = (−11.94± 3.46± 0.23± 0.37)× 10−2,

yDK+ = ( −6.34± 4.75± 0.17± 0.93)× 10−2,

xDπξ = ( −8.76± 4.50± 0.50± 0.69)× 10−2,

yDπξ = ( −4.56± 4.90± 0.17± 0.63)× 10−2.

(B.1)

The obtained physics parameters values are

φ3 = (79.3± 11.0± 0.6± 1.4)◦ .
rDKB = 0.144± 0.028± 0.002± 0.004,
δDKB = (130.1± 12.4± 0.6± 2.2)◦ .
rDπB = 0.014± 0.007± 0.001± 0.001,
δDπB = (337.5± 22.0± 1.3± 2.9)◦ .

(B.2)

The correlation matrices related to statistical, external strong phase input systematics, and
total experimental systematics are given in tables 7–9.

xDK− yDK− xDK+ yDK+ xDπξ yDπξ

xDK− 1 −0.205 −0.054 0.031 0.245 −0.167
yDK− 1 0.000 −0.045 0.033 0.315
xDK+ 1 0.167 −0.298 −0.017
yDK+ 1 0.103 −0.323
xDπξ 1 0.184

yDπξ 1

Table 7. Statistical correlation matrix obtained for the Belle standalone data set.

xDK− yDK− xDK+ yDK+ xDπξ yDπξ

xDK− 1 0.095 0.333 0.575 0.383 0.396
yDK− 1 0.279 −0.054 −0.538 −0.328
xDK+ 1 0.475 0.048 −0.222
yDK+ 1 0.420 0.295
xDπξ 1 0.862

yDπξ 1

Table 8. External inputs ci, si systematics correlation matrix obtained for the Belle standalone
data set.
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xDK− yDK− xDK+ yDK+ xDπξ yDπξ

xDK− 1 0.508 0.251 0.074 0.674 0.573
yDK− 1 0.109 0.071 0.661 0.683
xDK+ 1 0.467 0.589 0.324
yDK+ 1 0.254 0.125
xDπξ 1 0.724

yDπξ 1

Table 9. Experimental systematics correlation matrix obtained for the Belle standalone data set.
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