




Abstract

The focus of my research activity during three years of PhD has been on the nanoscale

properties of graphene-based interfaces to grow metal or metal oxide clusters for

possible application in catalysis. Graphene has emerged as most promising material

since its first isolation in 2004, by A. Geim and K. Novoselov and triggered an

exponentially rising interest in this topic which grew over the last decade due to

the uniqueness of its properties. The most striking feature of graphene stems from

its electronic band structure giving rise the high mobility of electrons plus other

excellent properties like thermal and mechanical stability thus making it an attractive

material for its application in catalysis.

The first part of this thesis work is devoted to investigate the growth pro-

cesses of graphene on transition metal surfaces and study the interaction mechanism

between graphene and the metal substrates. The primary objective of this research

activity is to find the suitable metal substrate for graphene growth giving us almost

free-standing graphene to study properties of metal clusters.

In recent years, great progress have been achieved in the field of supported

transition metal oxide nanoclusters due to its promising application in the field

clean and renewable energy sources. In this respect, the second part of this thesis

work focuses on the employment of graphene/Ir(111) interface, where the moiré

patterns will act as template for self-assembly of metal oxide clusters. We grew high-

quality, thermally stable graphene-supported Co oxide clusters on graphene/Ir(111)

interface. We studied the chemical state of the Co clusters prepared on graphene

/Ir(111) using spectroscopic techniques (HR-XPS) and secondly, to understand the

growth mechanism and cluster size and distribution using Low Energy Electron

Microscopy. Graphene’s unmatched electron mobility was further exploited with

TiO2 for inhibition of electron-hole recombination. We studied the reaction of titanium
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surface with oxygen above and at the interface of graphene by following in-situ the

evolution of the surface atoms using core-level photoemission spectroscopy with

synchrotron radiation and demonstrate the co-existence of sub-oxide moieties along

with titania. We successfully tested one of the interfaces for photocatalytic hydrogen

production and found that titania-graphene is 20 times more active than titania

without graphene.

Beside this, I was also involved in the investigation about the use of coronene

as precursor, not only for epitaxial Gr growth, but also for the production of carbon

nanoflakes which could have potential applications, especially in photocatalysis,

energy conversion, and sensing. This part of the thesis is devoted to a detailed un-

derstanding of the dissociation mechanism of large molecule like coronene (C24H12)

adsorbed on Ir(111) using a variety of experimental techniques, (HR-XPS, NEXAFS

and ARPES).

The last part of my thesis work is dedicated to CO adsorption on Rh-

nanoclusters grown on the Gr/Ir(111) interface. The natural corrugation of Gr

grown on Ir(111) enables the deposited clusters to arrange themselves into extended,

periodic superstructures by adsorbing at the minimum–energy sites. By means of

core level photoemission and DFT calculations (carried out by theoretician at UCL),

we found that the CO molecules tend to absorb at the basal cluster edges where the

Rh atoms have low coordination number. We also found that at low coverages CO

molecules adsorb in on top sites while at higher coverages the bridge-edges of Rh

nanoclusters are the places where the adsorption of CO is preferred. This kind of

studies can be exploited to the design new graphene-based materials with improve

fundamental properties at nanoscale for their application in field of catalysis.
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Chapter 1

Introduction

Graphene (Gr) is a two dimensional sheet of sp2 bonded carbon based crystal as

it occurs naturally in graphite. Since its first isolation in 2004, intense research on

the properties of graphene was initiated using both exfoliated [1] and epitaxial [2]

graphene. This work, which awarded Geim and Novoselov with Nobel prize in 2010,

triggered huge interest towards this topic due to the uniqueness of graphene. The

impetus in graphene research is firstly related to its structure, atomically thin layer

of carbon atoms in a planar honeycomb configuration with high crystallographic

quality and, when isolated from its environment, is considered free standing. The

most prominent features of graphene are rooted in its electronic band structure,

that can be analytically calculated in the tight binding approximation [3, 4]. The

assumption is simple: the unit cell is formed by two non-equivalent atoms, and one

electron per atom contributing to the π-band [3]. The π-band is of particular interest,

as in free standing form the occupied (π) and unoccupied (π∗) bands touch at Fermi

level E f at the K and K
′
-points of the first Brillouin zone, the so called Dirac points

[5] (see Fig. 1.1). As the density of states is zero at E f , Gr is often referred to as a

’zero gap semiconductor’. The bands show a linear dispersion around E f so that the

dispersion resembles two touching cones. They are referred to as Dirac cones and are

the electronic signature feature of graphene. The behaviour close to the Fermi energy

has profound effect on the physical properties of Gr, showing an anomalous quantum

Hall effect [6, 7] and ballistic transport charge mobility [8, 9]. The high mobility of

electron in graphene plus other excellent properties such as high thermal stability

[10] and outstanding mechanical properties [11], make it an interesting material for a
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number of applications like Gr based electronics [5], fuel cell [12], spintronics devices

[13], and ultracapacitors [14]. Moreover, the use of Gr for transparent conducting

electrodes [15, 16], to realize photosensitive transistors [17] and chemical sensors [18]

is envisioned. As a consequence of exploding interest in graphene, many efforts have

Figure 1.1: The band structure of graphene.The conduction and valence bands cross at the

Dirac points K and K
′
-points. Adapted from [19]

been devoted to develop suitable techniques for the large scale production of high

quality monolayer sheets. However, the first isolation method employed by Geim and

Novoselov is not suitable for technological applications. Even though it is simple and

cheap in fact the single layer thick samples are no more than an occasional occurrence

among thicker ones. Therefore this method is not reliable for mass production due

to its non-uniformity and lack of controllable growth parameters. Exploitation of a

supporting substrate for high quality graphene turned out to be a rewarding choice

for the growth of large area crystals with an enhanced stability. These growth method

involves

• carbon segregation from bulk [20] by high temperature treatment.

• decomposition of carbon containing molecular precursors [21, 22] on catalytic

substrates.

The most reliable method for high quality Gr growth is by means of thermal

decomposition of a molecular precursor on transition metals. Two main recipes have

been developed:
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• Graphene can be grown on transition metal surfaces by means of Chemical

Vapor Deposition (CVD) [23] of carbon containing molecules, usually hydrocar-

bons. The hot substrate catalyze the molecular breaking and the proper surface

symmetry favours the carbon atoms in a honeycomb structure rearrangement.

• Temperature Programmed Growth (TPG) [23], the exposure to the molecular

atmosphere takes place with the sample at room temperature, then the gas flow

is interrupted and the sample temperature is raised.

The main advantage of these procedures is that the molecular dissociation

occurs selectively on the bare metallic surfaces, not on the already formed Gr patches.

Therefore the growth is self-limiting, thus avoiding the formation of multi-layers. For

this reason epitaxy appears to be the route of choice for fabrication of large Gr sheets.

The aim of this thesis was to investigate the nanoscale properties of Gr-

based interfaces which could find applications in catalysis. A good understanding of

the interactions between graphene and substrates is very important to grow small

metallic or oxide clusters at their interface. These small clusters, comprising a few

hundred atoms, behave as a distinct state of matter, differing in many aspects from

bulk matter of the same material and can be used for technological applications in

the field of catalysis

In this scenario, if Gr was grown on the strongly interacting metal substrate,

then these metal surfaces will also interact strongly with clusters grown on top of

Gr which makes them lose their individual character. For this reason, a deeper

understanding of graphene structural, chemical and physical properties, together

with its interactions on different substrates and different chemical species, is needed.

The interaction between epitaxial graphene and transition metal (TM) substrates is

highly dependent upon the choice of TM substrate. It is also well known that, due to

the lattice mismatch with the substrate, Gr can form large periodicity superstructures,

called moiré pattern [24, 25]. Further, these interaction with the substrate can cause

corrugations, with weakly interacting regions of Gr far from the surface and strongly

interacting regions close to the surface [22, 26]. These interactions between Gr-metal

surfaces causes modifications of the properties that make it unique, mainly because

of charge transfer, rehybridization and changes to its band structure [27, 28, 29]. So,

it is highly desirable to find a suitable metal substrate for Gr-growth giving us almost
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a free-standing graphene for the investigation of cluster properties in surface science

experiments.

After the introduction and the discussion of experimental techniques, the

third chapter of my thesis has been devoted to describe the interaction of graphene

on different metal substrates. In order to find suitable metal substrates for Gr-

growth, we investigated the growth of graphene ranging from highly interacting

metals, such as Ru [24], to less interacting metals i.e. Ir [30]. The ultimate goal of

the experiment was therefore two-fold: on one hand we wanted to distinguish the

contribution arising from the geometrical and chemical properties of the surface

on the interaction between graphene and metals and therefore to understand the

nature of this interaction, which would make it possible to tailor the properties

of supported graphene to suit well for the needs of the surfaces and interfaces in

catalysis; on the other we wanted to verify the possibility of using high resolution

core level photoelectron spectroscopy as an experimental technique capable to probe

the properties of differently interacting graphene-metal interfaces. This has been

achieved through the intercalation of a variety of metallic species at the interface

between graphene and its substrate: intercalation, in fact, modifies the chemical

properties and electronic structure of the substrate while preserving its geometry,

provided the intercalated layer is of monoatomic thickness. Intercalation is also a

promising technique to overcome the main limitation of the CVD growth method, i.e.

the impossibility to grow graphene directly on some metal surfaces. In those cases,

graphene has to be transferred from one surface to the other through a mechanical

or chemical process, which could potentially introduces defects and contaminants.

Moreover, through intercalation we can substitute the interlayer material between

Gr and the substrate while preserving the high quality of CVD graphene. Our

experimental findings were completed by a set of theoretical simulations carried

out by the group of Prof. Alfè from the University College London. This study

further investigates the possibilities for the synthesis of innovative interfaces between

whatever metal and high quality layer of graphene. Eventually we conclude that

the most suitable TM-substrate to study the properties of clusters on graphene is the

Gr/Ir(111) interface, due to the corrugation of the carbon layer and its very weak

interaction with the substrate.
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The outstanding structural and electronic properties of graphene are impor-

tant tools to design smarter and more efficient graphene-based photocatalysts. The

unique characteristic of Gr on Ir(111) system have been exploited in the fourth chapter.

In fact the Gr/Ir(111) interface provide a versatile template for the growth of cluster

lattices of unmatched quality [31]. An efficient catalytic material is often supported

[32], but the reactivity of the catalyst can be influenced by their support. Graphene

supported on lattice-mismatch metal substrates is considered an interesting support

for clusters to be used in electrochemistry or photochemistry. Moiré patterns act as

template for self-assembly of metal clusters, the perfection of cluster lattice strongly

depending on the metal supporting the Gr-film [26]. So the Gr/Ir(111) is the perfect

choice for cluster production with exceptional order and narrow size distribution,

which makes it an attractive candidate for application in catalysis. The clusters of

transition metal oxides have received much attention as photocatalyst, electrocatalyst

and interlayer materials in energy conversion devices, especially because of their

stability, controllable band gap and charge carrier properties [33].

In this respect the fourth chapter is devoted to investigate the nanoclusters

of transition metal oxides specifically low cost which could potentially form the

basis of clean and renewable source of energy. For example, CoO nanoparticles can

decompose pure water under visible-light irradiation without any co-catalysts or

sacrificial reagents [34]. Owing to quantum confinement, typical nanostructured

materials presents a larger bandgaps than the corresponding bulk materials. As

a result, the absolute potentials of conduction and valence-band edges have to be

adjusted. Surface states or morphology of nanostructures can also affect the band-

edge positions of the material [35]. As shown in the energy diagram in Fig. 1.2, a

qualitative difference exists between nanocrystals and micropowders in their band-

edge positions with regard to water redox potentials [34]. This is also in good

agreement with previous theoretical calculations: the edge position of the conduction

band of CoO micropowders is located below the hydrogen-evolution potential, which

indicates why the powders are not photocatalytically active for water splitting. This

band alignment of CoO nanocrystals with water redox potentials explains why

nanocrystals have significantly different photocatalytic activity with respect to those

of micropowders and satisfies the necessary requirement for overall water splitting
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[34].

For these reasons a highly active water-splitting particulate system requires

an intimate integration of a suitable candidate with separate hydrogen and oxygen-

evolution co-catalysts [36, 37]. Such structures can reduce the water-splitting back-

reaction and take advantage of the unique catalytic and optical properties of indi-

vidual components of the system [34]. To obtain the best possible positions with

respect to water redox potentials, we grew high-quality, thermally stable graphene-

supported Co-oxide clusters on Gr/Ir(111) interface. We studied the relationship

between their structural and chemical properties since they can have attractive ap-

plications as catalytic material in energy harvesting and storage devices. Our goal

a b

Figure 1.2: (a) Transmission electron micrograph of CoO nanoparticles; (b) Band positions

of CoO nanocrystals and micropowders. Adapted from [34].

was two-fold: firstly, to explore the chemical state (form its metallic state up to full

oxide state) of the Co clusters prepared on Graphene/Ir(111) using spectroscopic

techniques (High-Resolution XPS) and secondly, to understand the growth mecha-

nism and cluster distribution using Low Energy Electron Microscopy (LEEM). LEEM,

in fact, allows direct, real-space imaging of the sample morphology over large surface

areas (up to several tens of micrometers), with a lateral resolution of 10 nm and

exceptional structural and surface sensitivity. These measurements showed that, in

fact we produced highly dispersed small and stable clusters on Gr/Ir(111) interface

which could have application as a catalytic material in renewable energy production.
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Beside Co-oxide growth on Gr/Ir(111) interface, we also focused on detailed

understanding of fundamental aspects of Gr-Titania interfaces in this chapter. This

knowledge can have potential impact on several technological applications, including

solar cells, photocatalysis for H2 production [38, 39] and heterogeneous catalysis

[40]. We believe that these studies can help to improve materials properties and

device performances. The interaction of water with TiO2 for hydrogen production

as a catalytic material is a key prospect for conversion of solar energy to chemical

energy [39]. TiO2 alone has low activity towards photocatalytic water splitting due

to the electron-hole recombination, therefore carefully designed systems are needed

in order to effectively separate the photo generated electrons and holes. Graphene

can provide unmatched electron mobility which improves both, charge transfer

plus inhibit electron-hole recombination. To exploit all these properties we have

grown high-quality and thermally stable graphene-titania interfaces. We adopted the

strategy of growing titania clusters and thin films above the corrugated graphene

layer prepared on Ir(111), at the interface and in both configurations. A detailed

description of titania clusters, intercalation and oxide formation was successfully

determined by following in-situ the evolution of the surface atoms using core-level

photoemission spectroscopy with synchrotron radiation. This study allows us to

understand the reaction of titanium surface with oxygen above and at the interface of

graphene and demonstrate the co-existence of sub-oxide moieties along with titania.

The Gr sheets can anchor TiO2 nanoclusters thus allowing charge transfer within the

Gr-Titania interface. This sandwich architecture can be used to design more efficient

metal-oxide graphene based photocatalyst in which Gr will act as a buffer layer to

enhance the photocatalytic reactivity through charge separation. This system was

successfully tested for photocatalytic measurements. The titania-Gr interface is 20

times more active than titania without Gr for photocatalytic hydrogen generation.

So, Gr is playing its role as buffer layer toward clean H2 production with improved

electron-hole separation.

Since Gr isolation, research has broaden to a wider set of graphene related

systems in order to exploit its electronic properties also in the field of nano-catalysis.

For this, Gr nanoribbons and nanographene proved to be very effective [41]. As

discussed earlier, band gap problems in Gr can be overcome by exploiting quantum
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confinement effects, which allow for modification of the band gap by adjusting the

width and type of edge terminations. The large number of available precursors is the

key for the growth of Gr nanoribbons and nanoflakes via polymerization reactions

using a bottom-up approach [42, 43, 44]. The fifth chapter of my thesis is devoted

to the description of the dehydrogenation mechanism of coronene on Ir(111), up

to the formation of dome-shaped Gr-nanoflakes using a combined experimental

and theoretical study. The coronene molecules adsorbed on Ir(111) undergo ma-

jor conformational changes during dissociation process, which brings molecules

from a flat, slightly upward pointing bowl shape to graphene through a series of

exotic configurations. By exploiting this reaction mechanism, we contemplate the

possibilities of creating controlled arrangements of Gr nanoislands and functionaliz-

ing them by encapsulating single adatoms below the carbon dome. These systems

provides opportunities for the development of the state-of-the-art new materials

in the field of catalysis where the configuration (tilting, bending, or curling) of a

molecule plays a key role in its reactivity. For example, chemoselective hydrogena-

tion of α, β -unsaturated carbonyl compounds to form unsaturated alcohols [45]. This

chemoselective hydrogenation otherwise requires a suitable catalyst to trigger the

kinetics of the reaction, however tilted configuration of C=C brings change in the

chemistry of molecule, thus inhibiting its further reaction [45]. So, such molecular

configurations are key to success of many other catalytic systems of fundamental

interest and practical importance, and could be similarly investigated.

One of the most fascinating aspects of the nanoclusters for the scientific

community working in nanotechnolgy is that these systems represent an interme-

diate state of matter between single atoms and bulk materials. Because of their

small size nanoclusters often present high reactivity and for this reason can find

application in heterogeneous catalysis, such as in the case of Au [40] and Pt [46].

An increased catalytic activity of these system is frequently interpreted in terms of

low atomic coordination number (CN) with high density of corner and edges atoms

[47]. Previous findings of our research group [48], have shown how it is possible

to achieve a controllable morphology and structural order of Rh clusters grown on

Gr/Ir(111) morié superstructure. This studies showed how the cluster size influences

the properties of surface atom just by small changes at interatomic distances. It has
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been proved that the smaller clusters are morphologically disordered and lack a

clear layered structures while on other hand larger clusters formed of several tens of

atoms form regular truncated octahedral structures with (111) and (100) nanofacets

[49]. Starting from this knowledge, we studied the adsorption of CO on these Rh

nanoclusters in last chapter and relate them with what previously known in literature

for Rh(111) [50, 51] and Rh(100) [52]. The situation is more complex, although it is

still possible to identify some similar trends of CO adsorption on Rh single crystals

in low coverages range [50, 51, 52]. It is important to notice that the Gr is largely

unaffected by CO adsorption on the supported Rh nanoclusters. This finding implies

that CO does not dissociate at temperature important for catalysis. In order to clarify

these issues and to get an atomistic insight into the mechanisms of CO adsorption

on the Rh nanoclusters, a series of DFT calculations have been carried out by our

theoretician colleagues at the UCL. It is now experimentally plus theoretically deter-

mined that CO molecules tend to adsorb at the basal cluster edges where Rh atoms

have a lower coordination number. Top sites are preferred at low coverages while

at higher coverages CO molecules also tend to adsorb in bridge-edge sites. Only at

very high coverages the CO molecules get adsorbed on the nanoclusters facets.
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Chapter 2

Experimental techniques and setups

This chapter gives a short introduction to the principles of the experimental tech-

niques exploited to carry on my doctoral research activity, together with the basic

description of the experimental facilities and instrumentation being used to acquire

the data presented. I describe briefly the preliminary considerations on surface

science studies, experimental conditions and workstations, sample preparation and

analysis methods used in the present work. All the experimental techniques, I have

used during my PhD research activity, require Ultra High Vacuum (UHV) conditions

with a base pressure of the order of 10−10 - 10−11 mbar. An UHV environment, in

surface science experiments plays major role: firstly, make it possible to prepare

atomically clean surfaces and maintain it for the duration of the experiment. If we

assume that the sticking probability of contaminants in a vacuum environment is

1, then it will take a few seconds to cover a surface at a background pressure of

10−6 mbar [1]. Secondly, good pressure conditions are also needed when working

with low energy electrons (typically from 40 to 300 eV) based techniques, in order

to minimizes the scattering effects due to the residual gas molecules. Such a low

pressure can be achieved through a combination of special materials, good pumping

speed and baking of the experimental chamber, in order to induce desorption of

water along with other contaminants from the inner walls of the chamber.

16
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2.1 Sample preparation

The metallic surfaces like the one used in this work (Ru(0001) and Ir(111)) were

treated through suitable procedures in order to get atomically clean. The cleaning

procedure typically consists of sputtering cycles, followed by annealing to high

temperature. During sputtering, the sample surface is bombarded by a collimated

flux of energetic Ar ions in such a way to remove the contaminants from the very

first layers by ion impact, resulting in a rough and disordered surface. This can be

amended by annealing to high temperature to restore surface long-range order. The

cleaning procedure is repeated until no contaminations can be detected using XPS

technique (detection limit being 0.1 % ML).

The experimental data presented and discussed in this thesis were acquired

at different experimental end-stations, equipped with a multi-stage pumping sys-

tem, the instrumentation typically required to clean and prepare the sample and

a gas line for gas inlet into the chamber. In order to fully understand the systems

presented in this thesis, several aspects need to be addressed. For example, the core

level photoemission spectroscopy along with absorption spectroscopy and angle

resolved photoemission spectroscopy were used to probe electronic configuration

to investigate the chemical composition of the systems. On the other hand, electron

based microscopic and diffraction techniques allow us to access surface structure and

morphology. In some of experimental data, the experiments were complemented by

DFT theoretical simulations. The main technique used to characterize the different

nanoclusters from its metallic state to full oxidation state was achieved by photo-

electron spectroscopy both using lab based source (in Surface Science Laboratory at

Elettra) and synchrotron radiation (SuperESCA beamline of Elettra). The following

sections will briefly introduce the experimental techniques that were used in this

work.

2.2 The Surface Science Laboratory

The Surface Science Laboratory (SSL) is jointly established by the Department of

Physics of the University of Trieste and Elettra Sincrotrone Trieste. In SSL we pre-

pared all the samples and optimized the conditions before taking them to beamline
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and also for photocatalytic measurements. The experimental chamber is equipped

Figure 2.1: The experimental chamber of the Surface Science Laboratory at Elettra.

with a variety of instruments primarily devoted to low energy electron diffraction,

temperature programmed desorption and photoemission experiments. Low energy

electron diffraction is carried out with a VG rear view electron optical system and the

diffraction patterns are collected with a CCD camera. SPA-LEED measurements are

performed using another instrument and a custom written acquisition software. The

experimental chamber (as shown in Fig. 2.1) is also equipped with two conventional

monochromatic X-ray sources, Mg-Kα and Al-Kα for photoemission experiments.

The Mg-Kα X-ray source (hv=1253.6 eV, and ∆E = 0.9 eV) and the monochromatic

Mg-Kα source (hv=1486.6 eV, and ∆E = 0.4 eV) are used in combination with an hemi-

spherical electron energy analyzer (mean radius 150 mm). Further, a residual gas

analyzer for Temperature Programmed Desorption measurements is also available

with the particular sample mounting. Beside this, the UHV chamber has a five de-

gree of freedom manipulator (three translational axes, polar and azimuthal rotation)

mounted on automated flange, that allow sample movement via a software interface.

So, different instruments can be mounted on the radially distributed flanges of the

chamber.
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2.3 Photoelectron spectroscopy

Photoelectron spectroscopy is an experimental technique based on photoelectric effect

that takes place when a photon with a sufficient energy interacts with matter, probing

the occupied electronic levels. This process, which was discovered experimentally by

Hertz in 1887 [2], takes place when a material is exposed to electromagnatic radiation

and emits electrons (photoelectrons). In 1905 [3] Einstein explained the effect by

treating light as massless particles (photons) with a precise energy and by proposing

that a minimum energy is required to make an electron escape from a solid. This

threshold energy depends on the material and is given by

Emin = hvmin = Φ (2.1)

where h is Plank’s constant, v is the frequency of the incident photons and Φ is the

work function for the given material.

Kai Siegbahn and his co-workers in Uppsala developed the technique in

1960’s, today known as photoelectron spectroscopy [4]. Due to its chemical specificity,

it was originally named as Electron Spectroscopy for Chemical Analysis (ESCA).

This technique provides information on the atomic composition of a sample as well

as the chemical states and electronic structure of the observed atoms. Since the

introduction of soft X-ray synchrotron radiation sources, PES has become one of the

major techniques for studying surfaces, interfaces and thin films [5].

2.3.1 The principles of photoelectron spectroscopy

When a sample is irradiated by light, photons can interact and transfer energy to

electrons, so that if the energy is greater than work function of the material the

electrons may leave the surface through a process illustrated in Fig. 2.2. Since the

total energy is conserved, the process can be described as follow:

Ei + hv = E f + Ekin (2.2)

where hv is the energy of the incoming photons, Ei and E f are the initial and final

states of energy and Ekin is the kinetic energy of the emitted photoelectrons. The

binding energy (BE) of the electron EB is given by the difference between the total
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Figure 2.2: Illustration of the photoelectron spectroscopy principle. Adapted from [6].

energy of the initial and final states.

EB = E f − Ei = hv− Ekin (2.3)

If the energy of the incoming photons is hv>EB+ΦS where ΦS is the work function

of the sample then the electrons with BE EB can be excited above the vacuum level.

In the photoemission process, the kinetic energy of photoelectron is measured and

then the binding energy is calculated. This requires fixing a proper energy reference.

In all the spectra reported in this thesis, the binding energies are referenced with

respect to the Fermi level. So, the BE can be calculated through the kinetic energy of

the photoelectrons measured by means of an electron energy analyzer.

EB = hv− E′kin −ΦA (2.4)

Here, E′kin is the kinetic energy of the photoelectron measured by analyzer

and ΦA is the work function of the analyzer. In order to properly reference binding

energy scale to the Fermi level, it is sufficient to know the work function of electron

analyzer.
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2.3.2 Core level binding energies and core level shifts

Core levels are localized electronic states that don’t participate in chemical bonding

[7]. Photoelectron spectroscopy is an ideal tool to characterize materials due to the

specific EB of each element. The electron emitted from different chemical environment

will have slightly different energy and core level peaks in the PE spectrum will appear

with slightly different binding energies. These shifts are reflected in the so called

chemical shifts [8]. The core level shifts (CLS) can provide information on how

atoms are chemically bonded in a system. Moreover, this can be used as fingerprints

to identify atoms or molecules in different chemical environment. This can be

related also to the reduced coordination of the surface atoms of the material. The

magnitude and the direction of the surface core level shift depend upon the difference

in cohesive energies between initial and final states of the bulk and surface atoms

due to the different coordination. Both the initial and final state effects contribute to

the observed binding energy as it can be seen in Eq. 2.3. For complete analysis of the

core level shifts, as those studied in this thesis, it is important to include final state

effects in the theoretical calculations since they impact significantly the measured

binding energy [7].

2.3.3 Surface sensitivity of photoelectron spectroscopy

Photoelectron spectroscopy (PES) is a highly surface sensitive technique because of

the short inelastic mean free path (IMFP) of electrons in solids with an energy in

the range of 10-1000 eV. The surface sensitivity can be further increased, either by

changing angle between sample and the analyser or by changing kinetic energy that

can be optimized with respect to the mean free path through the right choice of the

photon energy [7]. The universal curve for the IMFP of the electron for a broad range

of kinetic energies is reported in Fig. 2.3. It shows a clear minimum between 50

and 100 eV with the IMFP less than 10 Å; this means that the photoelectrons in that

energy range mostly originate from the first few layers of the solid and thus makes

photoelectron spectroscopy a unique tool for investigating electronic structure of thin

films and solid surfaces and requires extremely well prepared, clean surfaces whose

properties have to be maintained during the measurement. The shape of universal
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Figure 2.3: Universal curve of electron inelastic mean free path. Adopted from [9].

curve shows a rapid drop at 5-15 eV is due to the plasmon excitations, and at higher

energies, the rise in the IMFP is related to the decrease of cross section for plasmon

excitations, while the single particle excitations are below 5 eV.

The intensity of photoemission signal is related to the cross section which is

defined as the probability per unit time for exciting a system from an initial state to

a final state with a flux of 1 photon cm−2 s−1 [10]. Figure 2.4 shows, as an example,

the variation of the photoionization cross section for some of the core level analyzed

in this thesis work, as a function of the incident photon energy. In fact, this offers

the possibility to maximize (or minimize) the sensitivity to a specific core level

under investigation, by simply tuning the photon energy. This figure points out

one of the main advantages of using synchrotron radiation, i.e. the photon energy

tunability. Soft X-ray techniques based on photoemission can be classified depending

upon (i) photon energy and (ii) the electronic states of interest to be investigated.

The photoelectron process is the same and division is purely based on the range

of excitation energies used. Soft X-rays in the 100 to 1500 eV range typically used

to probe core levels, and photoelectron spectroscopy in this case is referred as X-

ray Photoelectron Spectroscopy (XPS). In order to maximize the cross-section, the

optimal photon energy range is the ultraviolet (3-50 eV), so that, in this case, we talk



Chapter 2: Experimental techniques and setups 23

Figure 2.4: Photoemission cross-section for the Ir 4f, C 1s, Ti 2p, Co 2p, and O 1s core levels

as a function of the incoming photon energy [11].

about Ultraviolet Photoelectron Spectroscopy (UPS). Here we can only probe the

occupied states and can really extract information only about the valence band edge

position. Moreover, by performing angle resolved photoelectron spectroscopy, where

both energy and angular momentum are recorded, the band structure formed by the

valence electrons can be mapped out.

2.3.4 Core level line shape spectral analysis

In order to get the detailed information from XPS spectra, a proper theoretical model

is needed to fit the data. The most commonly employed model is the one formulated

by Doniach and Sunjic [12], applicable to the metallic samples and highly conductive

semiconductors. In a photoemission experiment the BE of the core electron in its

ground state cannot be directly probed, since the measured BE incorporates both

initial and final state effects. The finite core-hole lifetime and exponential decay

probability for the core-hole relaxation gives the Lorentzian contribution to the line
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shape, characterize by Full Width Half Maximum(FWHM) γ.

IL(E) = I0
γ2

(E− E0)2 + γ2 (2.5)

where I0 is the intensity of the peak at E = E0. During the photoemission process,

additional electrons may be excited resulting in a partial energy loss for the photo-

electrons. This kinetic energy lose, appearing as an asymmetric tail at high binding

energy, was accounted by Doniach Sunjic trough a modified Lorentzian, in which

they combine finite lifetime with electron-hole pair production as follows:

IDS(E) = I0
Γ(1− α)γ[

(E− E0)
2 + γ2

](1−α)/2
cos
[

πα

2
+ (1− α)tan−1

(
E− E0

γ

)]
(2.6)

where α is the asymmetry parameter (if α = 0 then IDS= IL). The Gaussian broadening

basically contains the resolution, the vibrational and the inhomogeneous contribution.

The first effect is due to the non perfect monochromaticity of the photon beam and

to the limited resolving power of the electron energy analyser, which pose an upper

bound to the overall experimental energy resolution. The vibrational broadening

is produced by the excitation of low energy vibrational modes both in the initial

and in the final state. Finally, an inhomogeneous broadening may originate from

the presence of unresolved core level shifted components in the spectrum. These to

gather contributes to the Gaussian broadening, which can be described by

IG(E) =
I0

σ
√

2
exp

(
− (E− E0)

2

2σ2

)
(2.7)

where σ is the Gaussian FWHM.

The photoemission spectrum also includes a background caused by inelasti-

cally scattered electrons. This background is either Shirley type or linear, depending

on the specific spectrum. The background subtracted spectrum is calculate using

formalism described in [13]

Si(E) ∝
∫ ∞

E
dÉ(I(E

′
)− Si−1(E

′
) (2.8)

where I(E) is the experimental photoemission intensity, Si(E) is the Shirley intensity

at the i − th iterations. The calculation usually converges after 4-5 iterations and

parameters were included in the fitting procedure.
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2.4 X-ray absorption spectroscopy

X-ray Absorption Spectroscopy (XAS) is another experimental technique that take

advantage of the tunability of synchrotron radiation: it probes the unoccupied states

in a sample in the presence of a core hole. In a X-ray absorption process, photon is

Figure 2.5: Schematic of a typical X-ray absorption spectrum.

absorbed by a core level electron which is excited into an unoccupied state above the

Fermi level, leaving the atom in a highly excited neutral state. A spectrum is obtained

by scanning the photon energy across an absorption edge. The absorption spectra

thus contains several peaks which correspond to different resonances that occurs

during the excitation of an electron from one shell to an unoccupied valence state

above the Fermi level. These resonances are associated with the absorption threshold

depending upon the atomic shell from which the electron is excited, accordingly they

are referred as K, L, M....edges. The K-edge consists of a single edge as it corresponds

to the excitation from 1s electrons, on other hand higher absorption threshold are a

superpositions of edges, i.e. L-edge the excitations are from 2s, 2p1/2 and 2p3/2 levels,

resulting in L1, L2 and L3 edges.

The XAS process is highly photon energy dependent and a peak in the

XAS spectrum will be observed when the photon energy exactly matches the energy

difference between the core excited final state and the ground state, given that the

transitions are allowed by dipole selection rules. Fig. 2.5 presents two interesting
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regions, Extended X-ray Absorption Fine Structure (EXAFS), extending from 50 eV

up to few hundreds of eV, while on the other hand Near Edge X-ray Absorption Fine

Structure (NEXAFS), or X-Ray Absorption Fine Structure (XANES), extends up to

about 50 eV beyond the threshold. NEXAFS probes intramolecular transitions from

deep core shell (usually the K shell) into the unoccupied molecular orbitals close to the

vacuum level. This technique was developed in 1980 [14], used to solve the structure

of molecules bonded to solid surfaces. The NEXAFS resonances are schematically

Figure 2.6: Schematic of the K-edge absorption spectrum (left) and potential (right) for a

diatomic (A,B) molecule. π and σ resonances arise from the excitation of atomic 1s core level

electrons to empty molecular orbital. The other resonances are due to transitions to Rydberg

final states. Adapted from [15].

shown in Fig. 2.6 for a diatomic molecule. Resonant transitions occur only if the

energy of the incoming photons matches exactly the energy difference between initial

occupied states and an unoccupied state. By exploiting the polarized characteristic

of synchrotron radiation NEXAFS allows to probe orientation of molecules along

with their electronic structure. As in our case the light is linearly polarized and the

photo-absorption cross section can be written as:

σ ∝ |ε
〈
Ψ f |∇|Ψi

〉
|2ρ f (E) (2.9)

where ε is the polarization vector of the incoming radiation and ρ f (E) is the density
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of final states. For 1s initial state and a directional orbital final state, the matrix

elements
〈
Ψ f |∇|Ψi

〉
points in the direction Ω of the final state orbital. Eventually,

absorption cross section can be written as:

σ ∝ |ε
〈
Ψ f |∇|Ψ1s

〉
|2 ∝ |εΩ|2 ∝ cos2 δ (2.10)

where δ is the angle between ε and Ω [15]. Gr is characterized by unoccupied in

plane σ∗ bonds and perpendicular to them are the out of plane π∗ bonds. From

above equation, it is clear that modulation of the σ∗ and π∗ resonances induced by a

linearly polarized light, is therefore opposite. When the electric field polarization is

in plane, the 1s to σ∗ resonance intensity is maximum, while the 1s to π∗ transition is

inhibited. On the other-hand, when the electric field polarization is perpendicular to

the plane, only π∗ resonances can be measured. When a photon is absorbed it can

promote the excitation of one electron to an unoccupied state, leaving behind a core

hole. This hole is subsequently filled by an electron either with the emission of a

fluorescent photon or by the emission of an Auger electron [16]. Different modes can

be used when detecting the secondary electrons:

• Total yield, which means that all electrons (including both Auger and photo-

electrons) at all kinetic energies are collected.

• Partial yield, where a retarding voltage in front of the XAS detector is used to

cut off the low kinetic energy electrons.

• Auger yield, where a single Auger line is measured by adjusting the energy

analyzer to accept electrons only in a selected energy window.

The surface sensitivity of XAS is determined by the mean free path of the emitted

electrons, as well as by how many inelastically scattered electrons (with lower kinetic

energy) are allowed to reach the detector. Total yield measurements are therefore

more bulk sensitive, while partial and Auger electron yield (AEY) are more sur-

face sensitive [14]. The NEXAFS measurements presented in this thesis work were

acquired always using the AEY approach.
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2.5 Synchrotron radiation

Elettra is a third generation synchrotron facility located in Trieste-Italy, which is

optimized for the VUV and soft X-ray range. Synchrotron radiation facilities have

the ability to produce tunable radiation of high intensity and brilliance. The basic

principle of synchrotron radiation is that if the charged particles move at relativistic

speed in a curved trajectory, they will emit a highly collimated photon beam in

the tangential direction [17]. The electron bunches are generated in a small LINAC

Figure 2.7: Schematic illustration of the radiation emitted by the periodic magnetic structure

in an undulator. The figure is taken from [18].

(LINear ACcelerator). They start off from a ceramic disc that is heated to very high

temperature. An electric field of up to 80 kV draws out the electrons that are then

accelerated through two radio-frequency structures that make up the LINAC. The

electrons exiting the LINAC are then transported to the inner side of the storage ring

by a transfer line (a series of deflection and focussing magnets). Both the LINAC

and transfer line are below ground so as not to interfere with beamlines in the

experimental hall. The storage ring is filled by a multi-turn injection process whereby

pulses of electrons are gradually feed into the ring ten times a second until the

desired current is achieved. Refilling the ring to high currents takes 45 minutes. The

storage rings consist of many straight sections, separated by bending magnets, which

usually host insertion devices (undulators and wigglers). The bending magnets

cause the electrons to move in a curved trajectory, undulators and wigglers consist

of periodic magnetic structures forcing the electrons to experience oscillations as

they move through insertion devices. The schematic illustration of an undulator is

reported in Fig. 2.7, which consists of two periodic arrays of permanent magnetic

poles that forces the incoming electrons to follow a wiggling trajectory, in such a way
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Figure 2.8: The radiation cone and radiation spectrum from bending magnets, wigglers

and undulators. The width of the radiation cone is determined by γ, which is given by the

electron energy (Ee) in the storage ring, γ= Ee
mc2 =1957. Ee and N, which is the numbers of

periods in the magnetic structure. The figure is taken from [19]

to irradiate. The main difference between an undulator and a wiggler is the strength

of the magnetic field, and therefore also the amplitude of the electron oscillations.

The wavelength of the radiation emitted from an undulator can be tuned by changing

the gap between the magnets in the periodic structure. The wigglers are a strong

magnetic field version of undulators where radiation is not added in phase, resulting

in a broader radiation cone in both space and angle. The radiation cone and the

spectrum for bending magnets, wigglers and undulators is reported in Fig. 2.8. The

radiation spectrum from a wiggler is similar to a bending magnet, except that it is

shifted to higher energies and the total radiated power is much higher [19].

The radiation produced is directed into beamlines where the desired energy

can be selected using a grating monochromator. The monochromatized light is

focused onto the sample in the experimental station. In order to avoid energy

losses due to collisions between electrons and molecules, since soft X- ray radiation

(typically in the energy range of 30–1500 eV) is strongly absorbed by air, both the

storage ring, the beamlines and the end stations have to be under vacuum [20]. The
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main advantages of using synchrotron radiation with respect to a conventional X-ray

source are manifold: tunability, wide range of photon energies are accessible by

adjusting the undulator gap; brilliance i.e. a low divergence high photon flux within

a narrow bandwidth and a high degree of polarization of photon beam.

2.6 The SuperESCA beamline at Elettra

This is the first beamline operating since 1993 at Elettra [21], optimized for photo-

electron spectroscopy measurements with soft X-rays. The light beam produced by

Figure 2.9: The end station of the SuperESCA beamline at Elettra.

the undulator is first pre-focused in the sagittal plane into the entrance slit, then

monochromatized and, eventually, re-focused by an ellipsoidal mirror into the center

of the experimental chamber. The radiation source is a two sections 46 mm-period

high brilliance undulator with 98 periods, that produces linearly polarized radiation

in the energy range 90-1500 eV. The highest attainable resolving power (E/∆E) of the

monochromator is of the order of 104 for hν ≤ 400 eV. The experimental end station
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consists of two UHV chambers separated by a gate valve. A stainless steel chamber

above is used for sample cleaning and preparation. The second chamber below is

made of µ-metal1 and is dedicated to the experimental measurements. A picture

of the experimental setup is shown in Fig. 2.9. This end station can be equipped

with two different manipulators during experiments. The first one provides four

degrees of freedom (corresponding to the x, y, and z axes, and to the polar angle

Θ) with a liquid He cryostat which allows to vary the sample temperature in the

20-1500 K range has been used in most of the experiment discussed in this thesis.

The second one, is a modified manipulator with 5 degrees of freedom: 3 translational

(x, y, and z) and 2 rotational (polar (Θ) and azimuthal (Φ)) axis. This manipulator is

equipped with a liquid N2 cryostat and an electron bombardment heating system

which allows a sample temperature in the 120-1250 K range. This manipulator is

specifically designed for XPD investigations where the photoemission intensity is

measured as a function of the emission angle and this is possible with fully motorized

rotational movements. The chamber is further equipped with a series of evaporators,

a quadrupole mass spectrometer, a LEED system, and a SPECS Phoibos electron

analyzer with a mean radius of 150 mm, equipped with a custom made delay line

detector [22].

The hemispherical electron analyzer consists of two hemispherical elec-

trodes (of radius R1 and R2 respectively) held at a proper voltage (see Fig. 2.10). The

potential difference (V2 - V1) between the two hemispheres is expressed by equation

below:

V2 −V1 = V0(
R2

R1
− R1

R2
) (2.11)

This is used to calculate the potentials to be applied to the hemispheres in order to

select electrons with energy E0=|e|V0, usually be called as pass energy. The analyzer

is focusing in both directions, the electrons impinging entrance slit even with a small

angle, will be focused at exit slit and thus can be revealed by the detector. The

analyzer of SuperESCA beamline can be tuned either in "medium area" mode (±8◦

acceptance angle) or in "wide angular mode" up to (±13◦ acceptance angle). The

energy resolution of the instrument depends upon the geometrical parameters of the

analyzer, on the angular divergence of the electron beam and on the selected pass

1This alloy is used to screen external magnetic field due to its high magnetic permeability.
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energy:

∆E = E0(
ω

2R0
+

α2

4
) (2.12)

ω in the equation is the width of the slit and α is the impinging angle of the electron

beam at the entrance slit. The technical problems related to the dimensions of the

analyzer set an upper bound to the values of R0 which are actually achievable. The

electrostatic lenses in front of the analyzer perform a double function: they collect the

incoming photoelectrons from a large solid angle and focus them into the entrance

slit of the analyzer, and at the same time, they slow down the electrons to the required

kinetic energy E0, which improve the resolution. Though, at low pass energy, the

electron transmission probability of the system is damped, so that a compromise is

actually required between a high energy resolution and a good signal-to-noise ratio.

Figure 2.10: Illustration of a typical hemispherical electron energy analyzer.

The electrons that reach the exit slit at SuperESCA are collected by a mi-

crochannel plate based detection system and a delay line. When a spectrum is

acquired in sweep (or scanning) mode, the voltages of the two hemispheres V1 and

V2, and the pass energy, are held fixed and at the same time, the voltage applied to

the electrostatic lenses is swept in such a way that each channel counts electrons with

the selected kinetic energy for an interval equal to the given time window. Further,
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to reduce the acquisition time per spectrum, the so called snapshot (or fixed) mode is

alternatively applied at the SuperESCA beamline. This procedure exploits the rela-

tion between the kinetic energy of a photoelectron and its position inside the detector.

If the energy range covered by the detector is wide enough, and if the photoemission

signal collected by a large number of channels is sufficiently strong, it is possible to

acquire the photoemission spectrum in one single shot, with an acquisition time of

about 100 ms per spectrum.

2.7 The BaDElPh beamline at Elettra

The Band Dispersion and Electron-Phonon coupling (BaDElPh) beamline provides

photons in the energy range 4.6-40 eV with high flux, high resolving power and

horizontal-vertical linear polarization. The beamline performs primarily high reso-

lution angle-resolved photoemission spectroscopy (ARPES) experiments in the low

photon energy range. Photon energy lower than 15 eV provides enhanced bulk sen-

Figure 2.11: The experimental chamber of the BaDElPh beamline at Elettra.
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sitivity with highest momentum and energy resolution and is also useful in tuning

matrix elements which vary rapidly at low energy. At low photon energy photoe-

mission is affected by the kinematic constrain deriving from energy and momentum

conservation, and the k-dependent structure of the final states. For some initial state

there is no final state that can be reached at a given photon energy and the intensity

vanishes. Working at high photon energies the electron is excited in a continuum of

high-energy states; a final state is always available and the photoemission process

can take place (with intensity still dependent on matrix elements). A schematic

picture of the BaDElPh end station is reported in Fig. 2.11. It consists of three UHV

chambers: the heating, the preparation and the analysis chamber. The experimental

chamber houses the electron energy analyzer, a SPECS Phoibos 150 with 2D-CCD

detector system (the analyzer can be tuned either in "low angle dispersion" mode

(±7◦ acceptance angle) or in "wide angular dispersion" mode up to (±13◦ acceptance

angle), a UV source (He) due to the other branchline, beam is not available all the

time, a conventional X-ray source (Al & Mg), a low energy electron diffraction (LEED)

optics, and a residual gas analyzer (RGA). It is also equipped with a 5 degree of

freedom fully motorized manipulator along with liquid He cryostat. The electron

detector is made up by a set of multichannel plates used to amplify the signal. After

this amplification stage, the electrons are collected by a phosphorous screen. The

image generated on the screen is recorded by a high resolution CCD camera. The use

of a 2D detector offers the possibility of simultaneous acquisition of the energy as

well as the angular distributions of the photoelectrons. This is achieved by probing

both the dispersive plane and the non dispersive plane of the analyzer (see Fig. 2.12).

In the dispersion plane of the analyzer, that is the plane containing the focusing

lenses and the detector, the electron energy can be measured in the range given by

the pass energy. On the other hand, the polar plane angle dispersion is detected in

the orthogonal plane which gives maximum angular acceptance of about 26◦. This

setup gives overall angular resolution of about 0.1◦, with 5 meV maximum energy

resolution.
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Figure 2.12: Scheme of the detection planes of an hemispherical electron analyzer. (a)

Definition of the dispersive plane of the analyzer with the orbits of the higher (lower) kinetic

energy electrons in red (blue). (b) Definition of the non-dispersive plane of the analyzer with

the orbits of the electron emitted at an angle +β(−β) in green (blue). (c) Sample image of an

acquired spectrum.

2.8 The Nanospectroscopy beamline at Elettra

The Nanospectroscopy beamline has been designed to deliver high photon flux

density at the microscope focus in order to increase the beamline efficiency. Two

undulators with a period of 10 cm, phased by a modulator electromagnet, are used as

a source; they provide elliptical polarized radiation as well as vertical and horizontal

polarization in special cases. The beamline employs a high throughput monochro-

mator based on the variable line spacing grating scheme, covering the energy range

from 40 to 1000 eV and one spherical grating for low energies. Two bendable elliptical

mirrors arranged in Kirkpatrick-Baez configuration, give a micron-sized illumination

spot which is matching well with working conditions, i.e. field of view between 2 µm

and 10 µm. The beamline is equipped with LEEM apparatus with a lateral resolution

of few tens of nanometer. This instrument can be used to acquire photoemission

electron microscopy (PEEM) data as well as µ-ARPES and µ-XPS spectra when the

electron source of the microscope is replaced by the incoming X-ray synchrotron
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radiation. These techniques can combine the spatial resolution of electron microscopy

and the chemical sensitivity of photoelectrons spectroscopy, opening new possibili-

ties for the local characterization of the samples. The instrumental chamber, as shown

in Fig. 2.13, consists of a preparation chamber connected to the main experimental

chamber by a valve, which is used for sample cleaning and preparation. Different

gases can be introduced directly into the main chamber through leak valves and

several evaporators can also be mounted.

Figure 2.13: The experimental chamber of the Nanospectroscopy beamline at Elettra.

2.8.1 Low Electron Energy Microscopy

Part of the thesis work was carried out using advanced microscopy methods giving

access to the surface morphology, structure and composition. Low energy electron

microscopy (LEEM) at Nanospectroscopy beamline of Elettra was used.

LEEM is a cathode lens microscopy technique which probes surfaces and

interfaces with elastic backscattering of low energy electrons, in which sample acts as

the cathode by emitting electrons in the objective lens of the microscope. LEEM is a

surface sensitivity technique where the photon energy is kept constant; and is chosen
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to maximize both photoemission cross section and surface sensitivity to the surface

emitters. This technique also provides a unique property to probe also deeper layers

and interfaces by working with low energy electrons down to few eV, which have

a mean penetrating depth of several nanometers. So the electrons with such low

energy range have high reflectivity which, combined with the non scanning imaging

mechanism, is translated into a short image acquisition time and real time imaging

capability.

Figure 2.14: The LEEM system scheme.

The basic scheme of LEEM system is shown in Fig. 2.14. The electrons are

emitted from the cathode and accelerated to an energy of several keV (typically 18

keV). There are a set of electromagnetic lenses for the alignment of the beam to the

axis of objective lens, perpendicular to the surface, and to focus it in the crossover

of the back focal plane of objective lens. The beam separator deflects electrons from

their original trajectory allowing them to reach the surface at normal incident. Before
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reaching the sample the electrons are decelerated to low kinetic energy. The kinetic

energy range is generally tuned in the range from few to few hundreds eV. The

voltage offset between the e-gun and the sample is called the start voltage. It defines

the kinetic energy of the electrons arriving at the sample, and different values give

different mechanism of contrast (like work function). The work function contrast

is originated at the total reflection threshold at very low start voltages: where the

electrons have barely enough energy to overcome surface barrier (usually it happens

at 0-2 eV for most of the materials). The electrons interact with the surface and are

elastically backscattered. The reflected electrons are then re-accelerated through the

objective lens, flowing in the opposite direction. The objective provides a magnified

image of the specimen in the beam separator which is further magnified by several

additional lenses in the imaging column of the instrument. The image is projected

onto an imaging detector with micro-channel plate and phosphorous screen, and

finally acquired by a computer controlled CCD camera. The LEEM instrument can

be used as LEED by changing the settings of the lenses in the imaging column. The

LEED patterns can be obtained as an image of the diffraction plan; alternatively, a

real space image can be obtained by inserting a contrast aperture in the diffraction

plane and selecting one of the diffracted beams. This aperture, placed along the beam

path inside the illumination column, enables the selection of field of view, i.e. the

width of the surface region to be imaged. In this way the microscope will operate

in LEED mode and it is possible to collect the micro-spot low energy diffraction

(µ-LEED) patterns of specific regions of the sample.

The most frequently used contrast method in the LEEM is the diffraction

contrast. The backscattering intensities and their energy dependence may vary

considerably depending on surface structures. LEEM images can be produced using

either zero or first order diffraction beams, but also fractional can be used. The

diffraction beams are selected by means of a contrast aperture which is inserted in the

one of the diffraction planes encountered along the imaging column of the microscope.

The most commonly used LEEM image mode is contracted using the zero order

diffraction beams. This is called bright-field (BF) mode; here the contrast is due to

the difference in the electron reflectivity of different surface phases and structures.

Bright field is the standard mode of operation with the best spatial resolution. The



Chapter 2: Experimental techniques and setups 39

BF contrast are being generated due to the height difference between terraces on the

surface which leads to a phase difference in the backscattered waves. Defocussing

can also convert such phase difference into an amplitude difference. In the dark-field

(DF) LEEM, higher or fractional order diffraction spots are used to image the surface.

The DF mode allows a direct measurement of the lateral extent of a given surface

phase and allows to separate the contributions of rotationally inequivalent domains

and over layers which are indistinguishable at normal incidence, where they don’t

produce contrast. This method basically exploits the interference of waves that are

backscattered at the surface and at the interface of a thin film, resulting in maxima

and minima in the backscattered intensity depending upon the local film thickness.

2.9 Low energy electron diffraction

Low energy electron diffraction is rooted in the fact that electrons have particle

duality as suggested by Louis de Broglie in 1924. The possibility that electrons

could diffract from crystalline solids was experimentally confirmed by Davission

and Germer in 1927 [23]. Even today this technique is one of the most powerful

tool to investigate ordered surfaces. In LEED low energy electrons (20-300 eV) are

Figure 2.15: Schematic illustration of a typical LEED apparatus.
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used, yielding wavelength around 1 Å which is in the same order of magnitude as

the periodicity of the atomic lattice, a requirement for forming diffraction patterns.

The surface sensitivity is due to the short mean free path of low energy electrons,

typically around 10 Å for 100 eV electrons. The I-V measurements of the diffracted

spots provide structural information on average bond angles, nearest neighbour

distances and translational symmetry. Moreover, the sharpness of the diffraction

pattern reflects the long range order of the surface, and the presence of defects.

A schematic diagram of a typical LEED system is shown in Fig. 2.15. It

consists of an electron gun with a variable accelerating potential which generates

a mono-energetic electron beam. The electrons are accelerated and focused by a

series of electrostatic lenses before hitting the grounded sample. A hemispherical

retarding field energy analyzer, consisting of four hemispherical concentric grids and

a fluorescent screen, is used for detecting the electrons. Electrons scattered from the

surface travel to the first spherical sector grid, which is at the same potential as the

sample providing a field-free region between the sample and the grid. The next two

grids are placed at a potential to discard electrons resulting from inelastic scattering

events. After being accelerated to about a few keV, the diffracted electrons hit the

fluorescent screen, where the diffraction pattern can be observed.

2.10 Photocatalytic activity set-up

The photocatalytic activity was evaluated under simulated sunlight irradiation as

shown in Fig. 2.16, using a solar simulator (LOT-Oriel) equipped with a 150 W Xe

lamp and an atmospheric edge filter to cut-off UV photons below 300 nm. The beam

was focused on the sample and the resulting light intensity was 25 mW cm−2 (250–400

nm, UV-A) and 180 mW cm−2 (400–1000 nm, Vis-NIR). The incident illumination

power is close to twice of a standard AM 1.5 (is a standard filter used in photocatalysis,

to simulate the power of sunlight) and is representative of a simple but effective

solar concentrator. Photo-catalytic experiments were performed using sensitizers

in visible range with head spaced vials (total volume 20 mL). The vial containing

sample was filled with 12.5 mL solution with water and methanol 1:1 ratio. The vial

was then sealed using appropriate rubber septa and the air was removed bubbling
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Figure 2.16: Schematic representation of the reactor used for photocatalytic experiments.

Ar for 30 minutes. After this equilibrium period, the vial was irradiated using the

system shown in Fig. 2.16. The analysis of the reaction products was performed

injecting 50 µL of the gas phase into a gas chromatograph (Agilent 7890). The

Thermal Conductivity Detector (TCD) was used for the quantification of H2, using

a MoISIEVE 5A column with Ar as carrier. This is a chemical specific detector and

senses the changes in thermal conductivity of column effluent (discharged product)

and compares it to a reference flow of carrier gas. The thermal conductivity of most

of the compounds is less than the common carrier gases like helium or argon. When

an analyte elutes, the thermal conductivity of the column effluents is reduced, thus

producing a delectable signal.
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Chapter 3

Tunning the graphene-metal

interaction strength by intercalation

The most commonly employed method for the Gr growth on transition metals

surfaces is the chemical vapor deposition. In this method the source of C-atoms are

the gas phase hydrocarbon precursors provided to the substrate (transition metal,

TM). These hydrocarbon precursor, then form the C adatoms through decomposition

on the hot TM substrate, resulting in a single-layer Gr-island. The interaction between

epitaxial graphene and the TM surface is highly dependent upon the choice of

the substrate. These interactions between Gr-metal surfaces causes modifications

of its properties that make it unique, mainly because of charge transfer process,

rehybridization and changes to its band structure [1, 2, 3].

A good understanding of the interactions occurring at interfaces between

graphene and metals is therefore required to grow metal or oxide clusters which can

find possible application in field of catalysis. The metallic surfaces where graphene

can be grown or deposited, can be classified depending on the degree of interaction

they establish with it [4, 5, 6]. Some show a weak, van der Waals-like coupling and

are characterized by a graphene–surface separation close to the interlayer distance of

graphite (around 3 Å), such as Ir(111) [6] and Pt(111) [7]. The others, instead, display

a much stronger interaction, such as Ru(0001) [8, 9, 10] and Re(0001) [11, 12, 13]:

in these cases, the graphene–surface distance is reduced, the nearest carbon atoms

lying at approximately 2 Å from the metallic surface. One possibility is related to the

lattice mismatch between graphene and that of the underlying surface which induces

45
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a different degree of re-hybridization on different C atoms, and is known to drive

the formation of moiré superstructures of epitaxial graphene on transition metals

[14]. The geometry of the metallic surface not only causes strain on graphene as its

lattice parameter adapts to that of the substrate, but could also influence its electronic

configuration. In this respect if we have grown Gr on the strongly interacting metal

substrate, then these metal surfaces could also interact strongly with metallic clusters

grown on top of Gr, which makes them lose their individual character. For this reason,

a deeper understanding of graphene structural, chemical and physical properties,

together with its interactions on different substrates and different chemical species

would be very important. So, it is highly desirable to find a suitable metal substrate

for Gr-growth giving us almost a free-standing graphene for the investigation of

supported cluster properties.

The main focus of the combined experimental and theoretical investiga-

tion presented in this chapter was to distinguish the contributions arising from

the geometrical (lattice mismatch) and chemical (elemental composition of the sub-

strate) properties of the surface on the interaction between graphene and metals

[15]. We have achieved this by systematic intercalation of different metallic species at

graphene–metal interfaces, following the scheme reported in Fig. 3.1.

Figure 3.1: Schematic outline of the experimental procedure followed in this investigation.

(a) Pristine Ir(111) (top row) and Ru(0001) (bottom row) surfaces. (b) Graphene growth on

the two substrates. (c-e) Intercalation of different metallic species (Ru, Ir, Co and Rh) at the

Gr/metal interfaces.

The intercalation process, in fact, modifies the chemical composition of the

first surface layer while preserving the symmetry and the lattice constant of the
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substrate, provided the intercalated layer is of monoatomic thickness. In order to

make an extensive comparison in a controlled and reproducible way, two different

single-crystal close-packed metallic surfaces were used: Ir(111) which known to

interacts weakly, while Ru(0001) interacts strongly with graphene. Both substrates

have a lattice parameter (2.70 Å for Ru and 2.72 Å for Ir) which is larger than that of

graphene (2.46 Å). The chosen intercalated species also reflects a different degree of

freedom with graphene when the latter is grown on their hexagonal close-packed

surfaces. Beside Ru and Ir, we also employed Rh which shows an intermediate

interaction strength with graphene and Co, which is even more strongly interacting

than Ru.

3.1 Methods

3.1.1 Experimental

High quality graphene was grown on Ir(111) and Ru(0001) by means of ethylene

CVD. For the growth on Ir(111) a temperature programmed growth approach was

adopted, consisting of repeated cycles of ethylene adsorption at room temperature

up to surface saturation followed by annealing to 1400 K. Instead for Ru(0001), the

sample was kept at 1100 K in increasing ethylene pressure (up to 5×10−8 mbar)

until a single layer Gr was formed. The graphene formed in these two methods is

of high quality with low density of defects [16, 17, 18, 19]. Photoemission spectra

were measured at the SuperECSA beamline of Elettra in normal emission conditions.

The C 1s spectra were measured using a photon energy of 385 eV with an overall

experimental resolution of 40 meV. The intercalation was obtained by sublimation

from high purity wire while keeping the sample surface at 700 K: this temperature

generally allows metal atoms to have enough mobility to diffuse above graphene,

reach a suitable site for intercalation (mainly grain boundaries) and diffuse below the

surface, while it has been demonstrated that metallic species deposited at ambient

temperature usually tend to remain above graphene and form clusters on top of

graphene [20, 21, 22]. With the help of LEED measurements it was confirmed that the

lattice parameters were not modified by the intercalation, i.e. the intercalated layer

was pseudomorphic. Almost 1 monolayer (ML) of metal was deposited for each
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system and coverage was determined using Eq 3.1 (see detailed discussion on page

52). The evolution of chemical, structural and electronic properties was followed by

acquiring the C 1s core-level spectra of graphene. The surface was cleaned after each

intercalation step by means of repeated cycles of sputtering, annealing and chemical

treatment (oxygen and hydrogen). The surface cleanliness was again verified through

photoemission measurements before regrowing graphene using the same procedures.

3.1.2 Theoretical

Theoretical calculations were performed using Density Functional Theory (DFT) by

overlaying a Gr sheet over a (12× 12) and a (9× 9) super cell for Ru(0001) and Ir(111),

respectively. The metal surfaces were modeled using a slab with a thickness of 5

layers, with the atoms of the 2 bottom layers kept fixed at their bulk positions, while

all the other atoms were allowed to relax. By modifying the chemical species of the

topmost metallic layer we were also able to model the systems obtained from the

intercalation of metals below graphene. This approach allows to describe systems

where a single layer of metal is intercalated below graphene with high accuracy.

However, it does not take into account local defects which are unavoidable in real

systems, such as vacancies or small 3-dimensional islands composed of two (or more)

layers of intercalated metal. The calculations reported in this chapter were done by

the group of Prof. Alfè at UCL.

3.2 Characterization of graphene-metal interactions

3.2.1 Experimental results

The high resolution C 1s core level spectrum obtained after graphene growth on

Ru(0001), presented in Fig. 3.2 (a), shows two distinct components: a weaker one

(S3) at 284.47 eV, and a more intense and narrower one (S1) at 285.13 eV. These are

recognized as a sign of lattice mismatch (corrugation) between graphene and metal

substrate. These C 1s components arise from non equivalent atomic configurations:

the lower BE is mainly generated by the atoms in the upper portion of the carbon

layer, and the one at higher BE is generated by atoms closer to the substrate. The
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analysis of the C 1s spectra of graphene on Ru(0001), as shown in Fig. 3.3, was

complicated by the overlap of the 1s core level of carbon and the 3d3/2 core level of

Ru. It was therefore necessary, to include the Ru 3d3/2 core level, in the analysis of

the C 1s spectrum for determining the line-shape from the 3d5/2 component.

Figure 3.2: C 1s core level spectra of Gr/Ru(0001) during intercalation (hv=385 eV). (a)

Pristine Gr/ Ru(0001). (b-d) Evolution of the C 1s spectrum during intercalation of (b) Ir,

(c) Rh and (d) Co. Top graphs show the evolution of the area of all C 1s photoemission

components corresponding to non-equivalent C populations at increasing intercalating metal

coverages.

Contrary to the Gr/Ru(0001) case, the C 1s core level spectrum obtained

after Gr growth on Ir(111) is presented in Fig. 3.4 (a). The spectrum consists of a

single narrow component (W) with a FWHM of 270 meV and a BE of 284.12 eV,

which is the fingerprint of quasi free standing Gr [4, 18]. The small shoulder visible

at higher BE is due to the presence of a small amount of defects in the C network.

We also performed SPA-LEED (transfer width of our SPA-LEED was mea-

sured to be larger than 1000 Å [23]) measurements (see Fig. 3.5) to check quality

and long range order of the graphene layers synthesized on the two substrates. The

diffraction spots are narrow and bright: the absence of additional diffraction spots,

besides those arising from Gr, the substrate, and the moiré, clearly exclude the pres-

ence of other superstructures or rotational domains. Thus we conclude from the
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Figure 3.3: Ru 3d and C 1s high resolution photoemission spectrum acquired after Gr growth

on Ru(0001) (hv=385 eV). Experimental data (gray dots) are displayed along with the best fit

result (black line). The blue spectrum represents the C 1s core level of Gr, while the orange

spectrum corresponds to the Ru 3d level.

analysis of the FWHM of Gr diffraction spots that, in both cases, the average Gr

domain size is comparable to the transfer width of the instrument. In order to confirm

whether or not the deposited metal had completely intercalated below graphene, we

compared the C 1s spectra before and after the metal deposition. In fact, a completely

intercalated metal layer is reflected in an intensity loss in the photoemission signal

generated by the substrate, due to photoelectron shadowing, whereas the photoemis-

sion intensity of graphene remains constant. On other hand, if part of the metal atoms

sit above graphene the photoemission intensity of graphene is shadowed as well.

However, we did not observe any decrease in the overall C 1s spectral intensity (area

under the C 1s lineshape) after Ir, Ru, and Co deposition, which indicates that, for

these species, complete intercalation occurs. This was further confirmed by substrate

core level spectra (not shown here). Small reduction of the graphene photoelectron

intensity was observed only after deposition of Rh, suggesting that a small amount

of the deposited Rh does not intercalate at 700 K, but rather form small aggregates

above graphene. All the photoemission components of the C 1s core level which

appear in any of the systems we analyzed are reported in Table 3.1, together with
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Figure 3.4: C 1s core level spectra of Gr/Ir(111) during intercalation (hv=385 eV). (a) Pristine

Gr/Ir(111). (b-d) Evolution of the C 1s spectrum during intercalation of (b) Ru, (c) Rh and

(d) Co. Top graphs show the evolution of the area of all C 1s photoemission components

corresponding to non-equivalent C populations at increasing intercalating metal coverages.

Figure 3.5: SPA-LEED diffraction patterns acquired after Gr synthesis on Ru(0001) (left,

E=250 eV) and Ir(111) (right, E=110 eV).

their BEs. The error bars associated to all the systems (in table 3.1) are around 20

meV.

In the series of spectra acquired during each intercalation experiment, it is

clear that the C 1s spectrum (Fig. 3.2 (b-d) and 3.4 (b-d)) changes dramatically as

the substrate is covered by the intercalated species. In order to accurately analyze
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System S1 (eV) S2(eV) S3(eV) W(eV)

GR/Ru(0001) 285.13 eV - 284.47 eV -

GR/Ir/Ru(0001) - 284.89 eV - 284.23 eV

GR/Rh/Ru(0001) 285.13 eV 284.91 eV 284.47 eV -

GR/Co/Ru(0001) - 284.97 eV 284.47 eV -

GR/Ir(111) - - - 284.12 eV

GR/Rh/Ir(111) 285.05 eV 284.83 eV 284.42 eV -

GR/Ru/Ir(111) 285.10 eV 284.75 eV 284.41 eV -

GR/Co/Ir(111) - 284.93 eV 284.40 eV -

Table 3.1: BE of each component of the C 1s core level photoemission spectrum in all systems

studied in this work. The main component in the spectrum of each system is indicated in

bold.

the data, we first obtained the line shape parameters (Γ, α, G) from the spectra

acquired at the highest coverage of the intercalated species, and assumed that the

line shape of each component (Γ, α) was constant throughout all the experiment,

whereas the Gaussian parameter G was allowed to change, in order to describe

possible contributions due to structural inhomogeneities. In this experiment quartz

microbalance (QMB) was not available so the coverage of intercalated species were

obtained by looking at the Ir 4 f7/2 and Ru 3d5/2 spectra. In fact, these core levels

show distinct spectral features for bulk and surface atoms, due to the different

coordination. As the intercalation proceeds, the intercalated metal cover the substrate

surface atoms, thus their local coordination environment becomes more and more

bulk like. The intensity of the photoemission component generated by the under-

coordinated surface atoms of the substrate IS can be thus related to the coverage θ. In

particular, neglecting border effects (which are only relevant at low coverages), the

ratio between the area of this component after and before the intercalation is equal to

the amount of surface not yet covered:

1− θ =
IS(θ)

IS(θ = 0)
(3.1)

A more accurate estimation of coverage is based on the intensity of the photoelectron

signal of the intercalated species II , which is proportional to the number of its atoms

and therefore linearly increases with coverage. This is only valid as long as a single
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layer is forming, as was the case for our experiment. As we are reaching 1 ML of

intercalated species, the spectral intensity of the substrate surface atoms decreases

and eventually vanishes. The intercalated species coverage can be calculated by

following this approach as shown below:

θ = 1− I(θ)
I0

(3.2)

where I(θ) is the intensity of the surface spectral component at the coverage θ and I0

is the initial intensity. Within this approximation we calculated the coverage of the

intercalated metal that does not form three dimensional islands, but rather a single

epitaxial layer.

For all the graphene/TM/Ir(111) systems (see Fig. 3.4 (b-d)) the W compo-

nent intensity decreases upon intercalation and almost vanishes for higher coverage.

On the other hand, several components appear at higher BE, indicating a stronger

degree of interaction between Gr and the substrate. The BE of these components does

not depend on the coverage, only the relative intensities being modified throughout

the experiment. Specifically, after Rh intercalation, we observe a main component

at 284.42 eV (S3) along with two additional components, with lower intensities, at

higher BEs (S1–2) (see Table 3.1). It is noticeable that the BE of the S3 peak is quite

similar for this system and for the low BE component of graphene grown on Rh(111),

thus suggesting that this S3 component could arise at low BE from buckled areas

of the graphene sheet after Rh intercalation. The component S1, on the other hand,

is close in BE to the high BE component of graphene on Rh(111), and is most likely

related to carbon atoms strongly interacting with the substrate. On the contrary the

S2 component lying in between most probably arises from atoms in an intermediate

configuration between the two and arises one side in case of Gr-Co and on other side

may be arises from local defects upon intercalation.

A similar behaviour is observed upon intercalation of Ru on Ir(111) as

shown in (Fig. 3.4 (c)), also in this case three components are observed lying between

284.41 and 285.10 eV. These components have BEs close to those found for the Rh

intercalation. Their relative intensities, however, are different from the previous case,

as the component at higher BE (S1) has a larger (almost double) spectral weight

than the low BE one (S3): this could indicate, on average, a stronger interaction

with the Ru layer than for the Rh layer. This can be interpreted in terms of a local
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covalent bonding between Gr and the Ru & Rh, which proceeds through the orbital

hybridization between the C 2pz and the 3d states. The different electronic structures

of Ru (4d7 5s1) and Rh (4d8 5s1) supports different Gr–metal binding. Besides

the presence of the S2 component, the spectral distribution is quite similar to the

one obtained for graphene directly grown on Ru(0001) (Fig. 3.2 (a)). With the Co

evaporation on Ir(111), we obtained a large component (S2) at 284.93 eV, and a weaker

one (S3) at lower BE (Table 3.1), which indicates a strong interaction with the Co layer.

We notice that the C 1s core electrons of graphene (and therefore also its interaction

with the substrate) in the intercalation experiments on Ir(111), shows significant

changes depending on the chemical composition of the substrate. Specifically, the

interaction increases when passing from Ir to Rh, Ru and finally Co, which presents,

on average, the strongest interaction with graphene among all the systems being

studied.

On the other hand, we observed a very different behaviour for the experi-

ments performed on Ru(0001) depending upon the element being intercalated. For Ir

intercalation as shown in (Fig. 3.2 (b)), we notice a weakening of the component S1,

which almost completely disappears, while another weak component is present at

lower BE (S2). The intensity of component S3, increases until it becomes dominant

and its BE moves linearly towards lower values, reaching 284.23 eV at a coverage of

0.8 ML (see Table 3.1). At this point, the spectrum resembles quite a lot the spectrum

of graphene grown on Ir(111) and the dominant component is similar to the W com-

ponent of latter system. This change in BE can be attributed to a smooth modification

of the properties of graphene, from few-atom buckling above Ru(0001) towards a

completely raised, weakly interacting graphene above the intercalated Ir layer. We

believe that the S2 component arises due to the local defects and inhomogeneities

in the distribution of the Ir atoms. In case of Rh intercalation on Ru(0001) (Fig. 3.2

(c)) we observe an increase in the low BE component (S3) along with two weaker

components (S1–2) at higher BE (Table 3.1). There isn’t significant change in the BE

of any component, thus indicating that the modifications are limited to a change

in populations of weakly and strongly interacting atoms. With Co intercalation on

Ru(0001) the higher BE component (S1) is replaced by a new one (S2), at a slightly

lower BE (Table 1) as shown in Fig 3.2 (d). These two component (S1 & S2) remain
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distinct and at constant binding energy with increasing Co coverage. On the other

hand, the low-BE component (S3) decreases: in general the spectral weight moves

towards higher BE, indicating a slightly stronger interaction of graphene with Co

than with Ru.

In conclusion, we observed that for the two intercalation experiments on

Ir(111) and Ru(0001): the C 1s spectrum of graphene (for its interaction with the

substrate) varies greatly depending upon the chemical composition of the topmost

surface layer. A similar spectral behavior is observed for the same Gr/TM interface,

regardless of the substrate composition. Particularly, the graphene/Ir interface

appears to be the most weakly interacting among all investigated systems, followed

by Rh and Ru, while the Co interactions with graphene is stronger than Ru.

3.2.2 Theoretical results

Figures 3.6 and 3.7 report the DFT computed minimum-energy geometric configu-

ration for all the systems studied in this experiment. The color scale indicates the

distance (z) of each carbon atom from the surface plane of the metallic substrate. The

metallic substrate itself is actually slightly corrugated when it interacts strongly with

graphene. This corrugation, however, is an order of magnitude lower than that of

graphene. For this reason, the distance has been referred to the mean vertical position

of all atoms composing the metallic surface.

For all the systems, graphene’s properties strongly depend on the chemical

composition of the topmost layer of the substrate. In particular, where the top most

layer consists of Ir (Figs. 3.6 and 3.7 (a)), the distance between graphene and the

substrate is larger than 4 Å, and the former has a very small corrugation. This is

in contrast with all other systems, where the distribution is much wider, with the

nearest atoms closer than 2 Å to the surface and the farthest between 3.4 and 3.9 Å.

For all systems, the unit cells of graphene whose atoms are farthest from the surface

are those where the centre of the honeycomb lies in an on-top site of the substrate,

and therefore both atoms lie in hollow sites. On the other hand, the cells closest to

the substrate are those where the centre of the honeycomb lies in bridge sites, and

both C atoms lie above a metallic atom.

In particular, for the Gr/Rh/Ru(0001) and Gr/Rh/Ir(111) systems we ob-
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Figure 3.6: DFT results for different Gr/TM/Ru(0001) interfaces. Top panels: geometric

configuration of the topmost metallic atoms (large, gray circles) and of the graphene atoms

(smaller, colored circles) inside the (12× 12) moiré unit cell used for calculations. The color

scale indicates the C-to-surface distance (z). Bottom panels: distribution of distance z for all

the C atoms in the moiré unit cell.

Figure 3.7: DFT results for different Gr/TM/Ir(111) interfaces. Top panels: geometric

configuration of the topmost metallic atoms (large, gray circles) and of the graphene atoms

(smaller, colored circles) inside the (9× 9) moiré unit cell used for calculations. The color

scale indicates the C-to-surface distance (z). Bottom panels: distribution of distance z for all

the C atoms in the moiré unit cell.

serve a quite uniform distribution in the Gr-surface distance, which ranges from

2.1 to 3.9 Å in the case Gr/Rh/Ru(0001) (Fig. 3.6 (b)), and from 2.1 to 3.7 Å for

Gr/Rh/Ir(111) (Fig. 3.7 (b)), suggesting a smooth corrugation of the Gr layer in these

cases.
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In the case of graphene/Ru interfaces most of the C atoms lie at a small

distance from the substrate (between 2.1 and 2.3 Å). The others, which are more than

25% in the case of graphene/Ru(0001) and almost 50% for graphene/Ru/Ir(111),

found at a higher distance, up to 3.7 and 3.9 Å respectively (Fig. 3.6 and 3.7 (c)). The

higher number of C atoms which lie close to the surface with respect to the Gr/Rh

case indicates an average stronger interaction, in agreement to what deduced from

the C 1s core level spectra analysis.

Finally, the distribution along z of the C atoms of graphene above a Co

layer (Fig. 3.6 and 3.7 (d)) has a very sharp peak at low z values (between 1.9 and

2.1 Å), with only few atoms lying farther than 2.1 Å from the surface (and up to 3.5

Å). This observation supports the hypothesis, based on XPS data, that the average

graphene-surface interaction is stronger for Co with respect to the other investigated

systems.

The calculated distance distribution for the two graphene/Ru interfaces is

in good agreement with experimental values found for Gr grown on Ru(0001) [24].

This is also the case for graphene sitting on intercalated Co on Ir(111), which is in

very good agreement with previous experiments on the same system [25]. Further,

the z value of about 2 Å found for the majority of atoms in both systems corresponds

to the height found for graphene above Co(0001), where Gr matches the lattice of

the surface forming a 1× 1 commensurate structure [26]. The two graphene/Rh

interfaces have the same corrugation as graphene synthesized on pristine Rh(111)

[27]. The separation of Gr from Ir for the two graphene/Ir systems appears instead

to be overestimated, being even larger than the inter-layer distance of graphite by

about 1 Å. This can be attributed to the presence of dispersive forces which are not

included in the present calculations [28] and which are probably not negligible in

this case.

In order to get insight on the electronic configuration of different Gr/transition

metals interfaces we also computed the core level BEs for all C atoms of all the sys-

tems. Since such theoretical methods only provide the relative value of the C 1s

BEs for non equivalent atoms, we had to align the theoretical BE scale to the experi-

mental one. Firstly, in order to meet this prerequisite, we aligned the center of the

calculated BE distribution for graphene/Ir(111) to the actual experimental value,
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and then shifted the theoretical BE scale for all systems by the same offset. The

graphene/Ir(111) system was chosen because it displays both the narrowest C 1s

experimental spectrum and theoretical BE distribution, thus minimizing the error in

the alignment.

The C 1s core level BEs for the C atoms inside the moiré unit cell for the

investigate systems are computed by DFT and reported in Figs. 3.8 and 3.9. A

different behavior of the C 1s BE distribution can be observed for different chemical

compositions of the substrate’s topmost layer, regardless of its geometry. Graphene

lying on top of Ir has a narrow BEs distribution centered at about 284.20 eV for

Gr/Ir(111) (Fig. 3.9 (a)) and at about 284.27 eV for the intercalated systems (Fig. 3.8

(a)), in good agreement with what we found in the experimental XPS data which

shows a main component (W) at 284.12 and 284.23 eV BE respectively.

On the other hand, the BE distribution is much wider for other investigated

system (Rh, Ru, Co). The calculated BEs for the Ru, Rh, and Co interfaces range from

about 284.4 eV up to 285.5 eV in some systems like Gr/Ru/Ir(111). What differs

among these corrugated systems, however, is the shape of the distribution, which

is different depending on the topmost metallic layer. For both Gr/Rh and Gr/Ru

system (Figs. 3.8 and 3.9 (b,c)) the C atoms display a narrow distribution with similar

BE range. A higher density of C atoms with higher BE is observed for Ru, again

suggesting that the interaction of Gr with the substrate is, on average, stronger for Ru

with respect to Rh. This is in good agreement with the experimental results. Finally,

the BE distribution for C atoms belonging to graphene lying above Co have a sharp

peak centred at around 285.20 eV, with only around 15% of the C atoms having a C

1s BE lower than 284.7 eV.

As it can be observed from the graphs in the Figs. 3.8 and 3.9 there is usually

a correlation between the distance of each C atom from the underlying surface and

its C 1s BE, with the latter decreasing as the former increases. This situation is more

complex for graphene/Rh system, where some adjacent atoms, despite being at the

same distance (about 2.5 Å) from the substrate, show a large difference (up to 500

meV) in the C 1s BE. In this case, in fact, the energy of each atom is related to the site it

occupies on the surface: in particular, the BE is maximum for atoms occupying on-top

or bridge sites and minimum for threefold hollow sites. This particular behaviour
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Figure 3.8: DFT results for different Gr/TM/Ru(0001) systems. Top panels: the calculated C

1s core level BE is represented for each C atom (small dots) in the moiré cell using a color scale.

The larger, gray circles represent the underlying metallic atoms. Middle panels: Distribution

of BEs for all C atoms. Bottom panels: correlation between C 1s BE and separation of each

atom from the topmost metallic layer.

has already been observed for epitaxial graphene on Rh(111) and has been explained

in terms of hybridization of the π states of graphene with the d bands of Rh [29]. This

dependence of the BE on the site is weaker for atoms either too close to the surface

(around 2 Å) or too far (above 3 Å).

The similarity between the histograms representing the theoretically cal-

culated C 1s BE distribution and the measured XPS spectra for each of the systems

studied in this work underlines the accuracy and validity of the calculations. In order

to further confirm the agreement between the experimental C 1s core level spectra

and the DFT computed C 1s BEs, we compared the barycenter of each calculated

BE distribution with that of the corresponding experimental spectrum. The results

are reported in Fig. 3.10, where the experimental and theoretical C 1s barycenter

are plotted together versus the calculated d-band center of the topmost metallic

layer. In order to achieve this with the best possible accuracy, we calculated it for

all the coverages up to a monolayer and then used the value obtained through a
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Figure 3.9: DFT results for different Gr/TM/Ir(111) systems. Top panels: the calculated C 1s

core level BE is represented for each C atom (small dots) in the moiré cell using a color scale.

The larger, gray circles represent the underlying metallic atoms. Middle panels: Distribution

of BEs for all C atoms. Bottom panels: correlation between C 1s BE and separation of each

atom from the topmost metallic layer.

linear fit. In most systems, the experimental C 1s spectrum barycenter value (round

markers) agrees with the calculated ones (square markers), within an uncertainty

of 40 meV. The only cases where we found a slightly worse agreement were the

Gr/Rh systems and the one obtained by intercalating Ru at the Gr/Ir(111) interface.

These systems were characterized by a higher disorder. In particular, in the first

two cases, the reason can be ascribed to the fact that a small portion of Rh atoms

were not completely intercalated, but most likely formed clusters on the graphene

surface. We found a very good agreement between experiment and theory, showed

a strong linear relationship between C 1s spectral center of mass and calculated

d-band centers. As initially, pointed out by Wang [29] and more recently extensively

described by Toyoda [30], the interaction between the d-band of transition metals

and graphene potential energy surface strongly influence the adsorption properties

of graphene. We know that the core level BEs are affected by final-state contributions

that are intrinsic to the photoemission process but their contribution does not obscure

this linear relationship. This offers a further proof that core level spectroscopy can be
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Figure 3.10: Theoretical (black squares) and experimental (red circles) values of the C 1s

core-level BE distribution’s barycentre of all C atoms in the moiré unit cell, for each system

studied in this work, versus the calculated d-band centre of the underlying clean metal

surface.

considered a useful experimental descriptor of the interaction strength of graphene

with transition metal surfaces.

In order to finalize the characterization of the studied systems, the theoretical

simulations also allow us to compute the average distance of each C atom from three

nearest neighbors of all studied systems, as shown in Fig. 3.11 and 3.12. This C-C

distance distribution inside the moiré cell is one of the parameters influenced by

geometry: since the moiré unit cell is preserved in the intercalation process, the

average separation between C atoms is larger (by around 0.02 Å) in systems having

the moiré unit cell of graphene/Ru(0001) than in systems having the moiré unit cell

of graphene/Ir(111).

This nearest neighbor distance could be due to the fact that the interaction

of graphene/Ru(0001) induces a strain in the graphene layer in order to form a

commensurate moiré lattice. On the other hand, for graphene/Ir(111) the interaction
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Figure 3.11: DFT results for different Gr/TM/Ru(0001) systems. Top panels: geometric

configuration of the topmost metallic atoms (large, gray circles) and of the graphene atoms

(smaller, colored circles) inside the moiré cell. The color scale indicates the average distance

of each C atom from its three nearest neighbors. Middle panels: Distribution of C-C distances

of all C atoms. Bottom panel: correlation between C-C distance and separation of each atom

from the topmost metallic layer.

with the substrate is too weak to significantly modify the geometry of graphene. The

geometrical arrangement of graphene is preserved upon intercalation, otherwise

it would require breaking or a strong rippling of the in plane C-C bonds. Due to

these reasons, in all systems modelled of Ru(0001) the distribution of C-C distances

is shifted towards higher values with respect to that of the systems modelled on

Ir(111). This could induce a small difference in the C 1s BEs for the same chemical

composition of topmost layer.

The C-C distance of corrugated systems shows a broader distribution. As it

is reported in Fig. 3.11 and 3.12 (b), the C-C distance shows a distribution ranging

from 1.41 to 1.45 Å in the case of Ir(111), while for Ru(0001) it ranges form 1.43 to 1.48

Å. The modelled systems for graphene on Ru and Co shows similar C-C distance

distribution with sharp peak at higher values. Moreover, the nearest neighbor

distance on average is larger than for Ru(0001) based geometries.
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Figure 3.12: DFT results for different Gr/TM/Ir(111) systems. Top panels: geometric

configuration of the topmost metallic atoms (large, gray circles) and of the graphene atoms

(smaller, colored circles) inside the moiré cell. The color scale indicates the average distance

of each C atom from its three nearest neighbors. Middle panels: Distribution of C-C distances

of all C atoms. Bottom panel: correlation between C-C distance and separation of each atom

from the topmost metallic layer.

The position inside the moiré cell (see Fig. 3.11 and 3.12, top panel) and the

distance from the substrate shown in Fig. 3.11 and 3.12, bottom panel were obtained

by the studying the correlation between the C-C separation. It can also be seen that

the C-C distance is larger in the flat areas on top and also at the bottom of the valleys,

while this distance is minimum on the edges of the hills. This effect demonstrates that

the interaction between graphene and metal surfaces depends on the hybridization

between the πz orbitals of graphene and the d-band of the substrate [31].

We can conclude that graphene/metal interaction strength is mainly driven

by the chemical composition of the interface. It is clear from the comparison of

the data obtained in the different intercalation experiments, that there are major

differences in the geometric and electronic properties of the graphene layer among

systems with a different chemical species at the interface, regardless of the sub-

strate. For instance, the intercalation of Ir on graphene/Ru(0001) leads to a very

weakly interacting graphene, as for graphene/Ir(111), while intercalation of Ru below
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graphene/Ir(111) leads to stronger interaction with the substrate, resulting in a buck-

ling of the graphene layer. These results provide us ample evidence that the key role

in determining the strength of interaction is played by the chemical composition of

the substrate. On the other hand, geometry mainly determines the periodicity of the

moiré, which is preserved after intercalation. It is particularly obvious if we consider

the case of graphene interacting with Co that is flat and commensurate on Co(0001),

while buckled in the case of the Co intercalation. Further, the substrate strongly

affect the local arrangements of C atoms inducing a different degree of strain depend-

ing on the substrate lattice. We have also verified that the C 1s spectral barycentre

has a linear relationship with the d-band center position, which is recognized to

strongly influence the coupling between graphene and the metal surface. Therefore,

we have demonstrated that C 1s core level spectra contain relevant information on

graphene/metal interfaces and can be considered a reliable descriptor of interaction

strength of the graphene/substrate.

Further, this combined experimental and theoretical studies gives us insight

into the Gr/substrate interaction. These results showed that the Ir(111) substrate

is very weakly interacting with graphene among all the system studied. Therefore,

the most suitable TM-metal substrate to study the properties of clusters on Gr is

the Gr/Ir(111) interface, where the clusters would not lose much of their individual

character due to the corrugation of carbon layer and its very weak interaction with

the substrate. The Ir(111) substrate gives us best template for the growth of well

ordered metallic-cluster without changing their intrinsic properties. This study was

useful to choose a desirable metal-substrate (Ir(111)) to grow Gr to support the metal

or oxide clusters presented in the next chapters.
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Chapter 4

Graphene supported metal

oxide-nanoclusters

In recent years, the fabrication, the properties and the technological application of

nanometer sized metal clusters have been the focus of intense research in different

fields of nanotechnology. One of the major advantages of a nanomaterial can be found

in its size: as it decreases down to the nanoscale, quantum-size and surface effects

become dominant in changing their physical and chemical properties with respect

to bulk materials counterparts [1, 2, 3, 4]. Due to the growing concern about global

warming and the depletion of hydrocarbons resources, the development of renewable

energy production and storage technologies represents one of the major scientific

challenges of the 21st century [5, 6]. A critical element in the pursuit of this quest

is the discovery of efficient and cost effective catalysts to use in the electrochemical

energy conversion process [5, 6], such as in the oxygen evolution reactions (OER)

and in the oxygen reduction reaction (ORR). The synthesis of these new materials is

essential to improve the efficiencies of direct solar and electro-catalytic water splitting

devices [7, 8], fuel cells and metal air batteries [9, 10]. Due to the high cost of Pt and its

declining activity over the period of time, alternative catalysts based on non-precious

metals [11, 12] have been extensively investigated.

As already discussed in the introduction of this thesis, a number of stud-

ies have shown [13, 14] that the efficiency of such catalysts can be increased by

quantum-confinement (for band alignment of Co-oxide nanocluster with water redox

potentials) and intimate integration of a suitable support (to reduce water splitting

69
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back reactions) [15, 16]. In this context, epitaxial Gr has emerged in recent years as

an excellent candidate for the supported growth of transition metal nanoclusters and

for the formation of long-range-ordered superstructures [17, 18, 19, 20, 21, 22]. The

moiré lattice formed by Gr on lattice–mismatched transition metals, in fact, has a

natural corrugation which enables the deposited clusters to arrange themselves into

extended and periodic superlattices. As already reported in Chapter 3, the Gr/Ir(111)

system is the right choice because it act as a versatile template for the growth of

metallic cluster lattices.

To develop an efficient supported catalyst, it is highly recommended to

understand particle size distribution, morphology as well as surfaces and interfaces

structure. In this contest, the interest has recently emerged in the catalytic properties

of cobalt and cobalt-containing oxides due to the low cost of the raw material with

respect to other transition metals and their appealing multifunctional properties of

technological interest [23, 24]. Studies have revealed that the activity of Co-oxides

in heterogeneous catalysis is highly dependent upon particle size [25, 26], support

effects [27] and preparation methods [28, 29]. However, the origins of these effects are

not yet fully understood. For a better understanding we need to develop strategies for

the production of Co-nanomaterials with desired features, in particular with specific

oxidation state, structure, and interaction with the support. In this regards, the first

part of this chapter is focused on design and preparation of Co-oxide nanoclusters

supported on Gr/Ir(111) with the aim to find possible applications in the field of

clean H2 production.

The second part of this chapter is devoted to the growth and characteriza-

tion of new Ti-oxide/graphene interfaces. The main reason for studying Ti-oxide is

to gain detailed understanding of fundamental aspects of its surfaces and interfaces.

We believe that an in depth understanding of the structural and chemical properties

can help to improve materials for technological application in the field of catalysis.

Indeed, titanium dioxide (TiO2) is well known since 1970’s for its photocatalytic ac-

tivity for hydrogen production from water [30]. However, pure TiO2 has rather a low

activity towards photocatlytic water splitting due to the electron-hole recombination

process. Here we design a new architecture of TiO2 supported on Gr/Ir(111), that

we believe could effectively separate the electron-hole pair and further enhance its
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efficiency toward photocatalysis.

4.1 Co-oxide nanoclusters supported on Gr/Ir(111)

The experimental results described in this part of the chapter were carried out using

spectroscopic techniques at the SuperESCA beamline (for chemical state analysis) and

microscopic technique at the Nanospectroscopy beamline (for growth mechanism

and cluster morphology analysis). The Ir(111) single crystal was cleaned by using

the same methods described in earlier chapters. These procedures allowed obtaining

a clean, well ordered substrate, as reflected in the sharp (1× 1) LEED pattern, as

shown in Fig 4.1 (left). Gr was epitaxially grown on the clean Ir(111) using the

Figure 4.1: µ-LEED pattern acquired at E = 50 eV (left) Clean Ir(111) (right) Gr on Ir(111).

CVD method already descried in Chapter 3. The C 1s core level spectrum of the

Gr/Ir(111) substrate (Fig. 4.2 (a)) shows a single component, as typical of weakly

interacting lattice mismatched Gr-metal systems, which is in good agreement with

data previously reported [31, 32] and also discussed in Chapter 3 [33]. The LEEM

image acquired after Gr growth, Fig. 4.3 (a) shows that the Gr grows over the steps

and uniformly extends on the terraces of the Ir(111) surface. The LEED images show

the features of a moiré superlattice (Fig. 4.1 (right)), i.e. formed by (10× 10) unit

cells of Gr over (9× 9) substrate unit cells in good agreement with previous studies

[31, 34, 35]. Based on previous studies [31, 34, 35], we estimate that the C coverage of

an ideal single layer of Gr extending over the whole substrate is 2(10× 10)/(9× 9)
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Figure 4.2: High energy resolution C 1s core level spectrum of Gr/Ir(111) measured at hv=

400 eV in the normal emission configuration, (a) before and (b) after Co deposition at 300 K.

The spectrum shows a single component, a hallmark of weakly interacting lattice-mismatched

Gr/metal systems.

Figure 4.3: LEEM images (a) Gr on Ir(111) with SV = 3.6 eV and (b) as deosited Co-clusters

with SV = 5.5 eV (SV= start voltage).

∼= 2.5 ML (Gr has two C atoms per unit cell). Here and in the following, we adopt

the conventional definition of one ML as the surface coverage corresponding to one

adsorbate for each atom of the substrate surface. In order to further confirm that the

Gr grown by our method is formed by just a monolayer of C atoms (see Fig. 4.4) we

measured the electron reflectivity curve from clusters free Gr regions (see Fig. 4.4 (b)).

We found that this curve is in very good agreement with what was previously found

by the McCarty group [36] for a single layer Gr, as shown in red curve in Fig. 4.4 (c).
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Figure 4.4: Characterization of Gr-film thickness (field of view (FOV) = 1.3 µ m) (a) LEEM

Image, Green box show analyzed region (b) variation in electron reflectivity vs. energy

measured from regions marked in image (a), (c) Adopted from [36] for comparison.
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Figure 4.5: Co 2p3/2 core level spectra acquired at hv= 880 eV after Co deposition at 300 K.

After the preparation and characterization of the Gr/Ir(111) interface, we

have grown Co-nanoclusters by sublimation of pure Co metal, keeping the surface at

300 K in order to limit the diffusion of atoms and clusters. Further, at this temperature

the intercalation is precluded, and the metallic species usually tend to form clusters

on top of graphene/Ir(111). It is also quite clear from the LEEM image, shown in

Fig. 4.3 (b), that these nanoclusters are randomly distributed all over the Gr/Ir(111)

rather than following any preferable growth nucleation site, in good agreement with

previous investigations [37, 38]. The start voltage values used to acquire the images

in 4.3 (a,b) are low in order to get images in LEEM regime for better morphological
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Figure 4.6: Time–lapsed series of Co 2p3/2 core level spectra (hv= 880 eV) acquired at different

exposures during Co-nanocluster oxidation at 300 K, (a) Co 2p3/2 and (b) quantitative analysis

obtained from (a).

contrast (for cluster size and distribution determination). In order to determine the

chemical state of Co-nanoclusters we acquired HR-XPS Co 2p3/2 core level spectra

and found that they show only a single component at 778 eV (see Fig. 4.5). Based on

the comparison with previous literature data [39, 40] we attribute this component to

metallic cobalt. It is also quite clear from Fig. 4.2 (b) that the C 1s core level spectrum

does not show appreciable modifications upon cluster deposition.

The oxidation of the Co clusters was performed at 300 K by introducing

oxygen at a pressure ranging from 2×10−9 to 5×10−7 mbar, while monitoring O 1s

and Co 2p3/2 in real-time until no further spectral changes were observed, i.e. up to

complete oxidation of cobalt-clusters. The evolution of the system during oxidation

is shown in time lapsed series of Co 2p3/2 core levels shown in Fig. 4.6 (a). The

initial stage of the uptake (at exposures <10 L) is characterized by the appearance

of a new component at 779.4 eV which in earlier studies [39, 40] has been identified

as the fingerprint of Co-oxide formation. The intensity of this peak stops growing

once it reaches saturation after 20 L of oxygen exposure, as shown in Fig. 4.6 (b). On
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Figure 4.7: Time–lapsed series of O 1s core level spectra (hv= 650 eV) acquired at different

exposures during Co-nanocluster oxidation at 300 K, (a) O 1s and (b) quantitative analysis

obtained from (a).

other hand the evolution of different O 1s core level components during oxidation

is reported in Fig. 4.7 (a). The initial stage of the uptake is characterized by the

appearance of a single peak at about 529.45 eV (labelled as Low BE in Fig. 4.7 (a)).

At higher oxygen exposure the low BE peak is saturated and another component at

high BE, as shown in Fig. 4.7 (a), start appearing at 531.2 eV.

4.1.1 Characterization of Co-oxide nanoclusters

In order to better understand the chemical state of Co clusters after oxidation, we

analysed the Co 2p3/2 and O 1s spectra. The analysis of Co 2p3/2 is quite complex

due to the background and the appearance of satellite peaks. However, following

what was done previously for Co 2p3/2 [39, 40, 41], we have adopted a Shirley

background. The core level spectra have been decomposed into several components,

whose individual shape consists of a Donjach-Sunjic line profile convoluted with a

Gaussian distribution. From the data analysis we conclude that the pristine Co 2p3/2
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Figure 4.8: HR-XPS core level spectra acquired after Co-nanocluster oxidation at 300 K (a)

Co 2p3/2 at hv= 880 eV (b) O 1s at hv= 650 eV.

consists of a single core level component with BE of 778 eV, which is characteristic

of the metallic Co0 species, as shown in Fig. 4.5. After the oxygen exposure, the

metallic component slowly decreases and the emission peak evolve at higher binding

energies in the range 779.26 eV, as shown in Fig. 4.8 (a). This peak, which is quite

broad, due to the multiplet coupling effects [42, 43], needs more than one component

to be properly described. We added another component at 781.13 eV as described

in previous studies [39] in order to get best fit. On the other hand a peak at 786.02

eV can be recognized as the shake-up satellite peak which is characteristic of late

transition metals in their respective oxides [44]. It could be attributed to Co cations

that are tetrahedrally coordinated in Co+2 chemical state and give rise to shake-up

peaks, since in this configuration the crystal field leads to a low energy eg doublet

and a partially filled higher energy t2g triplet. In a simplified relaxation model, the

absence of satellite features can be understood as a consequence of an electronic

structure consisting of filled valence levels to which charge transfer from the ligand

is precluded [44, 45, 46]. This is expected to be the case for octahedrally coordinated

trivalent cobalt, where the crystal field splits the 3d levels into a low energy triplet

t2g level, and to a high energy eg doublet, leading to full occupancy of the t2g states,

with a corresponding low spin state. In our case, we found a satellite peak at 786.02

eV, which corresponds to a 2p53d7 final state [42, 47]. It is important to underline that
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satellite features may be employed to identify the valence state of cobalt in oxides,

thus suggesting the presence of cobalt-oxide species, more specifically Co+2 oxide

that consists of a main oxide peak at 779.26 eV and a satellite peak at 786.02 eV, both

features are consistent with a CoO stoichiometry [42, 47].

The O 1s HR-XPS spectra shows two distinct components, as shown in

Fig. 4.8 (b), the first at 529.45 eV associated to the presence of Co+2, as previously

assigned [39, 40, 41]. The second peak at 531.2 eV could be associated to

• the hydroxyl species (OH),

• cation coordination change from tetrahedral monoxide (CoO) to octahedral, i.e.

in more oxidized spinal oxide (Co3O4) [41].

However, in this case the first hypothesis seems to more valid because hydroxyl

species are stable on oxide surfaces. On the other side, we ruled out the presence of

any CO or carbonate species and its also quite clear from C 1s spectra shown in Fig.

4.10 (c).

In order to further understand the effect of clusters on Gr, we acquired

LEED images, as shown in Fig. 4.9. The line profile analysis of the diffraction

patterns proved that the moiré cell of Gr/Ir(111), up to Co-oxide formation, exhibits

the same periodicity. The fact that, in all three cases (Gr/Ir(111), Co/Gr/Ir(111)

and CoO/Gr/Ir(111)), the LEED spots of the overlayer are aligned with the radial

direction between the zero- and the first–order diffraction spots, without appreciable

broadening, indicates that the moiré lattice is still preserved after Co-deposition

and its oxidation. These findings suggest that the Gr structure has not changed

appreciably. The corresponding C 1s spectra of Gr after Co oxidation shows a single

component at 284.12 eV which indicates that Gr is still present as reported in Fig.

4.10 (c). This oxidation was done at 300 K where oxygen has very small probability

of intercalation as reported in previous studies [48, 49], where intercalation starts

above 600 K. The background in LEED images is only slightly changed, but the first

order spots that get weaker after oxidation, is a sign of some disorder introduce by

the intercalation process.

From the application point a view in catalysis, it is important to investigate

the size distribution of the Co-nanoclusters grown on the Gr/Ir(111) interface. The
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Figure 4.9: Top (from left to right): LEED patterns of clean Gr/Ir(111), Co-

nanoclusters/Gr/Ir(111) and CoO/Gr/Ir(111), respectively. All the images were acquired

at 55 eV electron energy. Bottom: comparison of the LEED line profiles of the 3 systems,

measured along the direction between two diametrically opposite first–order spots of the Gr

moiré.
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Figure 4.10: High energy resolution C 1s core level spectrum of Gr/Ir(111) measured at hv=

400 eV in the normal emission configuration, (a) after Gr growth (b) after Co deposition at

300 K and (c) after Co oxidation at 300 K. The spectrum shows a single component a hallmark

of weakly interacting lattice-mismatched Gr/metal systems.
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LEEM image in Fig. 4.11 (a) shows that the areas contoured with white spots are the

Co-clusters on Gr. Image line profile allow us to estimate the particle size as shown

in Fig. 4.11 (b) which is about 20 nm and is compatible with the value obtained from

the detailed particle analysis and reported in Fig. 4.11 (c).

Figure 4.11: Size distribution of Co-nanoclusters on Gr/Ir(111) interface (a) LEEM image

of Co-nanoclusters/Gr/Ir(111) (b) particle size from line profile from the LEEM image as

shown in red (c) histogram of the cluster size distribution.

The final goal of this research activity was to test the catalytic properties of

the Co+2 oxide prepared on top of Gr/Ir(111). This was done in collaboration with

the group led by Prof. Fornasiero at the Chemistry Department, University of Trieste.

We performed the photo-catalytic measurements on the sample prepared at Elettra

under the simulated sunlight irradiation in their experimental set up. Illumination

was performed using solar simulator (LOT-Orial) equipped with 150 W Xe lamp

(for only visible irradiation a 400 nm cut-off filtered was used). The sample was

mounted on a sample holder and placed on the bottom of the reactor, filled with

water in the first case and with methanol/water 1:1 (v/v) in the second case. All

the experiments were performed with the photo-reactor immersed in a thermostatic

bath at 25 ◦C. Evolved gaseous products were striped by Ar flow (flux of 15 ml/min)

and on-line detected by an Agilent Gas Chromatograph. We performed a series

of experiments on both bare Gr/Ir(111) (as a blank) and Co+2 oxide clusters on

Gr/Ir(111), but unfortunately didn’t get the desired results. The reasons can be

found in the detection limit of the instrument, in the chemical state of our Co-oxide

nanoclusters (CoO) (with pressure and temperature range we used), which is known
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to be less active toward photocatalysis than Co3O4 and could also be related to the

particle size and surface oxygen species which highly effects the catalytic activity.

In conclusion, using the Gr/Ir(111) interface as a model system, we were

able to grow Co-oxide nanocluster at 300 K. From an application-oriented standpoint,

the stability of these system is the key factor as we didn’t observe any change with

temperatures up to 500-600 K (data not shown here). The thorough understanding of

theses architecture, both by spectroscopic and microscopic methods, will add further

insight into the design of such system which could find possible application in the

field of catalysis.

4.2 Ti-oxide nanoclusters supported on Gr/Ir(111)

Titanium dioxide, is known as very interesting material in the field of catalysis owing

to its chemical stability, high chemical inertness, non-toxicity and low cost [50]. How-

ever, due the large band gap (3.2 eV) its use is limited only to the narrow range of UV

(3-5% of total sunlight) [51]. In addition electron-hole recombination probability fur-

ther restricts its photocatalytic application. In fact, the photo-generated electrons and

holes in TiO2 may experience a rapid recombination, which significantly decreases

the efficiency of the photocatalytic reaction [52]. For this reason the inhibition of the

recombination of photo-induced electron–holes and the extension of the light absorp-

tion to the visible light region are the key factors for improving the photocatalytic

activity of TiO2 [52, 53]. Recently, incorporation of carbon based materials with TiO2

has been demonstrated to improve the efficiency towards photocatalysis activity.

These carbon based materials, like single walled carbon nanotubes, fullerenes, and

graphene were used as an electron acceptor to enhance the photo-induced charge

transfer [54, 55]. Many efforts have been made to incorporate Gr into TiO2 based

materials like in the case of GS (graphene sheets)/TiO2 composite photo-catalysts

[56]. Self-assembled TiO2 nanorods [57] on Gr-oxide sheets at water/toluene inter-

face are another example effective charge anti-recombination structure. However,

TiO2-nanoclusters has been ignored until now. We believe that well dispersed TiO2

nanoclusters on Gr can be crucial to enhance the photocatalytic water splitting. The

bandgap of TiO2 decreases from 3.28 to 3.17 eV when particle size decreased from 29



Chapter 4: Graphene supported metal oxide-nanoclusters 81

to 17 nm and then increases from 3.17 to 3.28 eV as particle size decreased from 17 to

3.8 nm [58] . This behaviour then depends upon the effective masses and dielectric

constant of TiO2. This nanomaterial will play its role by decreasing average size of

TiO2 nanoclusters in a range to effectively reduce the bandgap.

4.2.1 Ti-oxide/graphene interfaces

Deposition and growth of metal- and oxide-nanoclusters are performed with an

intention to explore the role of graphene-nanoclusters in the overall photocatalytic

reactivity. Our goal was to create Gr-TiO2 composites material, where Gr will act

Figure 4.12: Schematic outline of the the different architectures and interfaces which have

been synthesisized and characterized.

as a buffer layer to inhibit electron-hole recombination, to provide support and

to anchor Ti-oxide nanoclusters. We have adopted the strategy of growing titania

above the corrugated graphene layer prepared on Ir(111), at the interface and in both

configurations, as illustrated in Fig. 4.12. We prepared three different architectures

• TiO2/Gr/Ir(111): after the growth of Ti-nanoclusters on Gr/Ir(111) at 300 K we

proceeded with the oxidation at 300 K in p(O2) = 2×10−9 ÷ 5×10−6 mbar.
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• TiO2/Gr/Ti/Ir(111): after the intercalation of titanium at 700 K we subsequently

deposited Ti-nanoclusters at 300 K. A final oxidation was performed at 300 K in

p(O2) = 2×10−9 ÷ 5×10−6 mbar.

• TiO2/Gr/TiO2/Ir(111): after the intercalation of titanium at 700 K we subse-

quently oxidized the intercalated layer at 600 K in p(O2) = 5×10−4 mbar. Then

we have grown Ti-nanoclusters at 300 K and a further oxidation was performed

at 300 K in p(O2)= 2×10−9 ÷ 5×10−6 mbar.

In order to understand the intercalation and the oxide formation processes

we did a series of experiments by following in situ the evolution of surface species

using core level photoemission spectroscopy with synchrotron radiation. The results

are discussed in the following sections.

4.2.2 Charaterization of Ti-oxide/graphene interfaces

The measurements described in this section were carried out using spectroscopic

technique at the SuperESCA beamline of Elettra. The Ir(111) cleaning procedure

and the Gr growth were done in a similar manner as previously described. On

top of Gr/Ir(111) we have grown Ti clusters. The nanocluster were obtained by Ti

sublimation from high purity Ti wire wrapped in W wire in order to avoid collapse

during evaporation. A Quartz Micro Balance (QMB) was used in parallel during

deposition to get the exact amount of Ti being evaporated during each deposition

step.

In the first part of the characterization, we focused on how the different

architectures influence the C 1s and Ir 4f core level spectra. The comparison of

the Ir 4f7/2 core level spectra of the substrate prior and after the Gr growth (Fig.

4.13 (a)) shows that the substrate is not appreciably modified by the presence of

the C layer. For Gr/Ir(111) and TiO2/Gr/Ir(111), we notice only a reduction of

the Ir 4f photoemission intensity due to the screening effect of the Gr film and Ti-

oxide. The surface component of Ir 4f7/2 spectra signals disappear completely only

when we intercalate Ti between Gr/Ir(111), and also for the TiO2/Gr/Ti/Ir(111) and

TiO2/Gr/TiO2/Ir(111) interfaces. In fact, Ir 4f7/2 core levels show distinct spectral

features for bulk and surface atoms, due to the different coordination. As the interca-
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Figure 4.13: Comparison of core level spectra of (a) Ir 4f7/2 (hv= 200 eV), (b) Ti 2p (hv= 550

eV) in different configuration for the Ti-oxide/Gr interfaces.

lation proceeds, the intercalated metal cover the substrate surface atoms, thus their

local coordination and chemical environment is largely affected. As we are reaching

1 ML of intercalated species, the population of substrate surface atoms decreases and

eventually vanishes. In the C 1s spectra we observe a single component at 284.1 eV,

typical of weakly interacting lattice mismatched Gr-metal systems [32]. A summary

of the C 1s spectra acquired for different investigated systems is reported in Fig.

4.14. The C 1s spectra for the first architecture TiO2/Gr/Ir(111) shows a very small

shift of 100 meV towards high BE, which can be appreciated in Fig. 4.14 (red curve).

However, the TiO2/Gr/Ti/Ir(111) interface induces an upward shift of 360 meV (see

Fig. 4.14, green curve). This shift to high BEs is more prominent with Ti intercalation
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and could be related to n-doping as also discussed in the case of Si-intercalation

[59, 49, 60] is related to interfacial Ir atoms interacting with Ti-layer. On the other

hand, in the presence of a oxide layer below Gr for the TiO2/Gr/TiO2/Ir(111) in-

terface, we observe a shift of -200 meV to low BE after high pressure oxidation of

intercalated Ti-layer (see Fig. 4.13, blue curve). This C 1s shift to lower BE could be
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Figure 4.14: Comparison of C 1s core level spectra (hv= 400 eV) corresponding to different

configuration for the Ti-oxide/Gr architectures.

attributed to the Gr sitting on the oxide layer and charge transfer from Gr to the more

electronegative oxygen atoms, leading to the hole doped Gr [49] when the oxidation

is performed at 600 K.

Finally, the as grown Ti-clusters show only a metallic peak in the Ti 2p3/2

core level (see Fig. 4.13 (b)) while in case of Ti-oxide nanoclusters we found quite

complex line shape, which may be due to the presence of more than one kind of

oxide. In order to understand the complexity of oxide species formed upon growth

and oxidation we did a detailed analysis of Ti 2p and O 1s XPS spectra.

4.2.3 Core-level photoemission spectroscopy of Ti-oxide

The data analysis of Ti 2p peak was complex due to spin-orbit splitting and multiple

oxidation states. For these reasons, core level spectra have been decomposed into
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several components, whose individual shape consist of Donjach-Sunjic line shape

profile convoluted with Gaussian distribution. The intensity ratio of the spin-orbit

splitted 2p3/2 and 2p1/2 were also constrained to 2:1. Once the relative positions

were set, the spectra were fitted using a Shirley-background. The Ti 2p along with O

1s spectra for all different configuration are discussed below.

• TiO2/Gr/Ir(111)

The Ti 2p spectra of Ti-nanoclusters grown on Gr/Ir(111) at 300 K are reported in Fig.

4.15, which clearly indicates that as grown Ti-nanoclusters are in metallic states with

Ti 2p3/2 peak at 453.7 eV BE, i.e. with BE value which is a fingerprint of the metallic

state of Ti [61, 62].
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Figure 4.15: HR-XPS core level spectra of Ti 2p (hv= 550 eV) acquired after Ti deposition at

300 K.

The oxidation of Ti-clusters was performed at 300 K by slowly increasing the

oxygen pressure from 1×10−9 ÷ 5×10−6 mbar over a period of half an hour in order

to reach oxygen saturation. In order to accurately analyze the data for the Ti-oxide

nanoclusters, we firstly obtain the line shape parameters (Γ,α,G) from the spectra

acquired with different architecture of Ti-clusters, and assumed that the line shape

of each component (Γ,α) was unchanged throughout all the experiment, whereas

the Gaussian parameter G was allowed to change, in order to describe possible

contributions due to structural inhomogeneities. The spin-orbit splitting was kept

fixed to 6.01 eV for metallic and 5.8 eV for oxide components, in contrast to the
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Figure 4.16: HR-XPS core level spectra acquired after Ti-nanocluster oxidation at 300 K, (a)

Ti 2p (hv= 550 eV) and (b) O 1s (hv= 650 eV).

previous studies [61, 62, 63, 64], where different spin-orbit splitting value were used

for each oxide specie in titanium. In the Ti 2p spectra (see Fig. 4.16 (a)), the peak with

lowest BE is assigned to the 2p3/2 of the titanium atoms at the interface while the peak

at 458.77 eV is assigned to Ti+4 species. Beside these, the Ti+x oxide peak between Ti0

and Ti+4, with distinct BE at 455.56 and 457.2 eV is attributed to the sub-oxide Ti+3

and Ti+2 and is in line with values found for these oxide systems [61, 62, 63, 64, 65, 66].

The O 1 spectra for this architecture shows three distinct peaks as reported in Fig.

4.16 (b), with BEs at 530.35, 530.8 and 531.9 eV. These components can be attributed

to the oxide present in Ti+4, Ti+3 and Ti+2 oxidation states respectively [62, 61, 65].

Nevertheless there is a possibility that the 531.9 eV component arises due to hydroxyl

(OH) species which are ubiquitous on oxide surfaces. We neglected this hypothesis

here as in the O 1s spectra (see Fig. 4.16 (b)), the shift to higher BE is associated

with the electron transfer from oxygen to titanium atoms and this is well in line with

previous study [65].

• TiO2/Gr/Ti/Ir(111)

We have then extended our analysis to the TiO2/Gr/Ti/Ir(111) architecture. For this

design we intercalate Ti between Gr/Ir(111) interface by keeping the sample at 700

K. HR spectra obtained after this intercalation are shown in Fig. 4.17 (a). The BE for

this intercalated metallic titanium is different than what we previously found for the

metallic titanium reported in Fig. 4.15. It moved 670 meV towards high BE, keeping
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Figure 4.17: HR-XPS core level spectra of (a) Ti 2p after Ti-intercalation at 700 K and (b) Ti

2p after Ti deposition on top of Gr/Ti/Ir(111) at 300 K acquired with (hv= 550 eV).

the same spin-orbit splitting as for metallic titanium (6.01 eV). This indicates that this

titanium layer is present in a metallic state at the interface between Gr and Ir(111),

forming a chemical bond with the Ir surface underneath. After this Ti-intercalation,

Figure 4.18: HR-XPS core level spectra acquired after oxidation at 300 K for the

TiO2/Gr/Ti/Ir(111) architecture, (a) Ti 2p (hv= 550 eV) and (b) O 1s (hv= 650 eV).

we grow Ti-clusters at 300 K and get Ti-clusters on top of Gr (Gr/Ti/Ir(111)), as

shown in Fig. 4.17 (b). In this case the peak at low BE (gray colored) appearing at

453.7 eV is similar to the metallic titanium as described earlier for the first architecture

(Ti0/Gr/Ir(111)) (see Fig. 4.15) and the second peak at 454.3 eV is attributed to the

metallic titanium at the interface. The next step after the Ti-cluster deposition was
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the oxidation. This was in similar way as it was done for previous architectures by

slowly increasing the pressure of oxygen in step from 1×10−9 ÷ 5×10−6 mbar at 300

K. The oxidation of Ti-cluster produces the same species of titanium-oxides (see in

Fig. 4.18(a) and (b)) as we observed in case of TiO2/Gr/Ir(111) reported in 4.16 (a)

and (b).

• TiO2/Gr/TiO2/Ir(111)

As a final structure, we prepared an architecture in which Gr is sandwiched between

TiO2 structures. The sample preparation and Gr growth was performed in similar

manner as previously done. The intercalation of titanium was achieved at 700 K

with a subsequent oxidation achieved at 600 K with a pressure up to p(O2) = 5×10−4

mbar for one hour which corresponds to a total exposure of 106 L. The oxidation of

intercalated titanium is quite critical, with two main limitations. The first one has

to do with the temperature, because if we go too high in temperature then oxygen

Figure 4.19: HR core level spectra of Ti 2p acquired at (hv= 550 eV) (a) after oxidation at 600

K for Gr/TiO2/Ir(111) and (b) after oxidation at 300 K for TiO2/Gr/TiO2/Ir(111) architecture.

start reacting with Gr and etching it away [49]. The second limitation is related to

the maximum pressure that can be used in UHV conditions. In order to overcome

this we used a gas doser [67] to expose the sample to such a high oxygen pressure.

After the oxidation of intercalated Ti-layer, we have grown Ti-clusters at 300 K on

top of Gr/TiO2/Ir(111), using the same procedure adopted above, and successively

oxidized them at 300 K to get the TiO2/Gr/TiO2/Ir(111) architecture. From the

analysis, it is quite clear that the Ti 2p spectra for intercalated oxide (Gr/TiO2/Ir(111))
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Figure 4.20: HR-XPS core level spectra acquired at (hv= 650 eV) for O 1s (a) after oxidation

at 600 K for Gr/TiO2/Ir(111) and (b) after oxidation at 300 K for TiO2/Gr/TiO2/Ir(111)

interfaces.

in Fig. 4.19 (a) contain all three oxide species (Ti+2, Ti+3, and Ti+4), but in slightly

different ratio with respect to the Ti-oxide nanoclusters (see Fig. 4.19 (b)). This could

be attributed to the incomplete oxidation of intercalated Ti-layer. The O 1s spectra

of these Ti-oxides, shown in Fig 4.20 (a) and (b), present three distinct components

corresponding to three kinds of oxide in these architectures.

It is important for an in depth chemical understanding to know what is

present on the surface of the new architectures, as a fundamental step prior their

final application in photocatalytic experiments. From our analysis we can conclude

that the Ti-oxide nanoclusters either directly grown on top of Gr/Ir(111) or on

Gr/TiO2/Ir(111) ) show same kind of oxide species i.e. (Ti+4, Ti+3 and Ti+2) and

quantitative evaluation of these oxides gives 7.5:1.5:1 ratio corresponding to the

population of each oxide. This is further confirmed by O 1s spectra: the main peak

is associated with TiO2 as a dominant component while the minor peaks at high

binding energy are due to Ti2O3 and TiO in the order of TiO2>Ti2O3>TiO.

4.2.4 Photocatalytic measurements

The photocatalytic measurements were performed using the set up described in

chapter two. The Photo-catalytic experiments were performed using sensitizers

in visible range with head spaced vials (total volume 20 mL). The vial containing
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Figure 4.21: (a) Sample mounted in the vial and (b) sample under irradiation.

sample was filled with 12.5 mL solution with water and methanol 1:1 ratio. The

vial was then sealed using appropriate rubber septa and air was removed bubbling

Ar for 30 minutes. After this equilibrium period, the vial was irradiated using the

system shown in Fig. 2.16. The analysis of the reaction products was performed

injecting 50 µL of the gas phase into a gas chromatograph (Agilent 7890). The

Thermal Conductivity Detector (TCD) was used for the quantification of H2, using

a MoISIEVE 5A column with Ar as carrier. This is a chemical specific detector and

senses the changes in thermal conductivity of column effluent and compares it to a

reference flow of carrier gas. The thermal conductivity of most of the compounds

is less than the common carrier gases like helium or argon. When an analyte elutes,

the thermal conductivity of the column effluents is reduced and produces detectable

signal.

We prepared the TiO2/Gr/TiO2/Ir(111) sample and the system without Gr

TiO2/Ir(111), in order to see whether Gr is really playing its role as buffer layer and

its effect on the photocatalyic activity. The results we obtained from the photocatal-

ysis experiments showed that these Gr-titania based architecture is highly active

towards H2 production (see Fig. 4.21). We clearly measured a huge decrease of the

photocatlytic activity without Gr at the interfaces. Titania-Gr interface is more than
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Figure 4.22: The production of H2 after 20 h under illumination for titania-architecture with

and without Gr.

20 times active (4.49×10−7 moles of H2, corresponding to 0.8350 mol of H2/mol of

TiO2) than titania without Gr (1.87×10−8 moles of H2 , corresponds to the 0.0349 mol

of H2/mol of TiO2) for photocatalytic hydrogen generation. We can conclude that Gr

is playing its role as buffer layer and its presence effects the activity toward clean H2

production with improved electron-hole separation after light excitation. Our next

goal is two fold: firstly, to prepare same architectures and find the activity over the

period of time and also compare it with other architecture like TiO2/Gr/Ir(111) for

comparison as in two cases the doping of Gr is different and secondly, extend the

characterization to the cluster size, morphology and growth mechanism.

This study allowed us to understand the reaction of titanium atoms with

oxygen above and at the interface of graphene. The architectures we have prepared

and characterized have been used to test their photocatalytic performances. Very

encouraging results have been obtained in the case of TiO2/Gr/TiO2/Ir(111) and

presence of Gr at the interface plays a fundamental role.
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Chapter 5

Nanographene formation by molecular

adsorption of coronene on Ir(111)

This chapter is devoted to investigate the dehydrogenation mechanism of a complex

organic molecule, namely coronene, on Ir(111) up to formation of Gr-nanoflakes

to get insight on how conformational changes in a molecule can trigger chemical

reaction. A number of studies reported the possibility to grow Gr-nanoribbons

and nanoflakes on the basis of surface assisted cyclodehydrogenation of suitable

precursors [1, 2, 3, 4]. These precursors are playing a key role to control the chemical

and transport properties of nanographene and nanoribbons by effectively tailoring

the band gap [5, 6, 7]. The band gap problems in Gr can be overcome by exploiting

the quantum confinement effects, which allow the modification in the Gr electronic

structure by adjusting the width and type of edge termination.

This is very challenging especially in the field of heterogeneous catalysis

due to the complicated dissociation mechanism of such large molecules. In fact,

they undergo dissociation through different configurations, some of them may bring

major changes in chemistry of molecules which may thermodynamically favour some

specific reactions to occur [8]. Such molecular configurations are key to the success of

many catalytic systems of fundamental interest and practical importance, and worth

to be investigated. It is very important to obtain a detailed knowledge of all chemical,

structural and electronic transformations involved in these cyclodehdrogenation

processes to find efficient routes to fabricate nanographene and nanoribbons with

tailored properties and to use these conformational changes to effect the kinetics of

99
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specific chemical reactions.

In order to get insight into the dissociation mechanism of such large molecule,

we choose coronene (C24H12) and study its thermally assisted cyclodehydrogena-

tion process. The dehydrogenation path, which includes molecular lifting, twisting

and curling, was characterized by a combination of several different experimental

techniques, including X-ray absorption spectroscopy, photoelectron spectroscopy,

electron diffraction, and thermal desorption spectroscopy. These experimental find-

ings were complemented by DFT calculations performed by a collaborating group at

the University College London in order to get the atomistic details of the process.

5.1 Coronene adsorption on Ir(111)

The Ir(111) single crystal used in this experiment was cleaned using the procedure

described in chapter two, which was optimized to ensure a high-quality surface,

as judged by LEED and XPS. All the measurements reported in this chapter were

performed in UHV conditions with a base pressure of the order of 1×10−10 mbar.

We use commercially available coronene powder (99%, purified by sublimation).

Coronene molecules were evaporated using a evaporator consisting of a Boron

Nitride crucible wrapped with a 1 mm diameter Ta wire used to heat it by resistive

dissipation. The crucible was annealed in vacuum to increasing temperatures up to

670 K before the experiment, in order to outgas the evaporation cell. The temperature

inside the crucible was measured through a K-type thermocouple which is in thermal

contact with the coronene powder. The evaporation of Coronene was achieved by

keeping the crucible at a fixed temperature in the 400 ÷ 440 K range. Coronene

was further purified by means of short annealing cycles up to 450 K before each

evaporation while monitoring the chamber residual gas composition with a residual

gas analyzer. During evaporation the Ir(111) sample was kept at room temperature.

Figure 5.1 shows the C K-edge absorption spectra measured for sub-ML

coverage of coronene at two different incident angles. The resonances in the 284

to 289 eV range are ascribed to C 1s→ π∗ transitions, while the features above 290

eV are assigned to C 1s→ σ∗ transitions, in good agreement with previous results

[9]. The multiple components present in each spectral region can be explained in
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Figure 5.1: C K-edge NEXAFS spectra acquired after deposition of sub-monolayer coverage

of coronene on Ir(111) at room temperature. The spectra were acquired with linearly polarized

radiation, with the electric field either parallel (pink dots) or almost normal (blue dots) to the

crystal surface. Corresponding smoothed spectra (solid lines) are also presented.

terms of C 1s→LUMO+n transitions, along with initial state effects given by the

presence of non- equivalent C atoms due to the interaction with the surface. The

most prominent feature is the strongly reduced intensity of the C 1s→ π∗ transition

components and the increased spectral weight in the σ∗ region when the electric

field is almost normal to the surface (blue curve), indicating a nearly flat adsorption

geometry. The σ∗ molecular orbitals for sp2 C compounds, like coronene, are parallel

to the molecular plane, while the π∗ are normal to it. This shows that if the molecules

lie flat on the surface, the C 1s→ σ∗ transition probability is maximized when the

impinging electric field vector is parallel to the surface, while C 1s→ π∗ transitions

are maximized when the electric vector is normal to the surface.

The strong modification in the electronic structure of coronene upon ad-

sorption is confirmed by the UPS results reported in Fig. 5.2. These valence band

spectra have been measured at normal emission at 34 eV photon energy after differ-

ent surface preparations. The spectrum acquired after deposition of a monolayer of

coronene on clean Ir(111) (red curve), shows several peaks associated to molecular
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Figure 5.2: Valence band spectra acquired at 34 eV photon energy for monolayer coronene

on Ir(111) (1, red curve), clean Ir(111) (2, gray curve), multilayer coronene on Ir(111) (3, black

curve), and monolayer coronene on graphene/Ir(111) (4, green curve).

signals appearing at different binding energies with respect to those present in the

spectrum of clean Ir(111) (gray curve), which is dominated by the large d-band den-

sity of states. These molecular states can be associated with non-dispersing features

in the ARPES maps as shown in Fig. 5.3 (c,d), and underlined also by an Energy

Dispersion Curve acquired near the M point, where the substrate density of state is

almost flat (see Fig. 5.3 (a,b)). There are four peaks (M1−4) at 1.8, 2.4, 4.1 and 5.2 eV,

attributed to hybridization of the coronene molecular orbitals with the Ir 5d bands.

That the surface Ir(111) has the ability in creating strong π bonds to poly aromatic

hydrocarbons is confirmed by considering the spectral components appearing for

other coronene-based interfaces with weaker interactions, i.e. coronene multi-layers

grown on Ir(111) (see Fig. 5.2, black curve) and for coronene on Gr/Ir(111) (see Fig.

5.2, green curve). In these cases, besides the rigid shift induced by different charge

transfer, the spectra are a clear fingerprint of the coronene molecular orbitals (E2u,

B1g, B2g, E1g, E2u, A2u, E2g, marked with vertical lines in the Fig. 5.2), whose BE

distribution is in excellent agreement with previous experimental and theoretical

findings [10, 11, 12].
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Figure 5.3: (a) Energy Dispersion Curve for the clean Ir(111) obtained by selecting a vertical

cut of the ARPES image below at the M point. (b) EDC curve for a monolayer of coronene on

Ir(111) obtained by selecting a vertical cut of the ARPES image below at the M point. The

molecular levels are shown superimposed (vertical bars). (c) ARPES map along the M-Γ-K

direction for the clean Ir(111) acquired at hv=34 eV. (d) ARPES map along the M-Γ-K direction

acquired (hv=34 eV) after deposition of a monolayer of coronene on Ir(111). The four clearly

visible non-dispersing molecular levels are marked with arrows.

Further insight into the modification of the coronene electronic structure

induced upon adsorption was gained by C 1s core level spectra at different molecular

coverages (see Fig. 5.4, shades of blue). In contrast to the two-peak line shape

observed for coronene on Gr (pink curve) and for gas phase coronene [9] we observe

three-peak spectral shape for different coverages. However, the C 1s spectral line

shape is same regardless of the coronene amount, suggesting that the adsorption

configuration and site are not modified by intermolecular interactions in denser

molecular layers. The presence of three components cannot be simply justified as

due to the geometrically non equivalent C atoms forming the inner, middle and

outer rings in the molecule, since the spectral weight does not match the 1:1:2 ratio
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Figure 5.4: C 1s spectra acquired at hv=400 eV for different coverages of coronene on Ir(111)

(shades of blue), compared with monolayer coronene on graphene/Ir(111) (pink curve) and

pristine graphene on Ir(111) (dotted curve).

corresponding to the population of those atoms.

In order to further shed light on the coronene adsorption geometry and on

the origin of the different core-level components, we performed DFT calculations.

These calculations were performed for a single coronene molecule adsorbed on a

9×9 Ir surface. The different coronene configurations that were probed, are shown in

Fig 5.5, including molecules with symmetry axes oriented along different directions,

in different adsorption sites and also in non-planar configurations.

The minimum energy configuration corresponds to coronene adsorbed with

the inner C hexagon in bridge-site and the molecular axis aligned parallel to the [101]

direction of Ir(111) (see Fig. 5.6 (c)). The molecules assume a bowl-like shape (side

view shown in Fig. 5.6 (b)), usually associated with π-conjugated compounds known

as buckybowls or π-bowls [13, 14]. These species have been found to commonly

form stable adlayers on metal surfaces, as in the case of corannulene (C20H10) on

Cu(110) [15, 16] and of sumanene (C21H12) on Ag(111) [17]. In our case, the adsorbed

molecule develops its bowl opening upward: C atoms in the inner ring are about
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Figure 5.5: Additional adsorbed molecular configurations probed by DFT. The yellow

parallelogram in each panel represents the substrate elementary cell, with each corner on a

top position. The adsorption energies are calculated with respect to the gas phase molecule

configuration.

0.23 Å closer to the surface with respect to C atoms in the outer ring (see Fig. 5.6

(a)). The bowl-shaped geometry is enhanced by the hydrogen atoms displaying an

average height of 2.74 Å, 0.7 Å farther from the surface than the inner C atoms, and a

C-H bond angle ranging from 22◦ to 39◦ with respect to the Ir surface plane.

In order to test the consistency of the minimum energy adsorption structure

we compared in Fig. 5.6 (d) the experimental C 1s core-level spectra (empty circles),

for which the molecule-substrate interaction is expected to have a strong influence,

and fit results (solid line). We computed the C 1s core-level binding energy (BE) for

each of the 24 C atoms of the coronene molecules, including also final state effects due

to core-hole screening. The results, illustrated in Fig. 5.6 (d), show that the computed

BEs for the carbon atoms in the coronene molecule are not only linked to some extent
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Figure 5.6: (a) Carbon-iridium distance for the non-equivalent C atoms of the coronene

molecule. (b,c) Illustration of the side and top views of the C24H12 molecular orientation as

found in DFT calculations. The color scale reflects the separation between the C atoms and

the substrate beneath. Small differences in the C-Ir distance between apparently equivalent C

atoms can be accounted for by considering the small influence of the second Ir layer, which

breaks the 6-fold symmetry of the first atomic layer. (d) C 1s spectrum measured at normal

emission and hv = 400 eV (empty circles) together with the fit result (solid line) and the

calculated spectral distribution originated from the 24 C atoms. (e) Color scale in the model

reflects the BEs of the different C 1s calculated components.

to the carbon-metal distance (C atoms in the central ring showing the highest BEs),

but are strongly dependent on the positions with respect to the first-layer Ir atoms.

This is especially true for those C atoms sitting in the outer ring and bonded to H

atoms, whose C 1s BE depends on the degree of interaction with the substrate Ir

atoms, besides the bond with H instead of another C. The good agreement between
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experimental data and fit results strongly supports the DFT calculated molecular

adsorption geometry.

5.2 Temperature promoted coronene dehydrogenation

In order to explore the mechanism of coronene dissociation we initially employed

TPD, in the temperature range 150-590 K, to figure out the threshold of hydrogen

desorption (m/z=2), which can be used as fingerprint of C-H break-up. The desorp-

Figure 5.7: (a) Temperature programmed desorption spectra of m/z = 2 after coronene

deposition at T = 300 K (red scale), and after molecular hydrogen adsorption at T = 100 K

(gray scale, intensity rescaled by a factor 0.5). (b) Temperature-dependent C 1s core-level

spectra (about 100 spectra) shown as a two-dimensional intensity plot.

tion spectra corresponding to different coronene coverages, reported in Fig. 5.7 (a)

(in red scale), indicate that the gas phase H2 can be detected only above 500 K, with a

maximum desorption rate around 650 K. In order to verify that the molecules do not

undergo any dissociation at room temperature, we compared the TPD data to a simi-

lar H2 desorption experiment starting from hydrogen adsorbed on clean Ir(111) at
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100 K which is shown with gray scale in Fig. 5.7 (a). The H2 adsorbs dissociatively on

Ir(111) [18, 19] and the onset of desorption is indicative of the recombination of two

H atoms after surface diffusion. The large difference in H2 formation temperature

and lack of any overlap in the temperature scale of the two desorption experiments,

is an indication that the coronene molecules do not dissociate upon adsorption and

the first C-H breakup occurs only around 500 K.

The dissociation of coronene was monitored in-situ by means of fast-XPS

measurements. The C 1s core level spectrum during a linear temperature ramp (0.25

K/s) from 300 to 1080 K is reported as 2D plot in Fig. 5.7 (b). As expected from

the desorption measurements, the spectrum does not change in the initial stage of

the ramp, as we discuss above and clear modifications are observed above 525 K,

corresponding to the onset of H2 desorption. The spectral weight shifts to lower

BE, reaching a stable situation above 700 K, when the TPD results shows that all the

hydrogen atoms have desorbed. The C 1s signal starts shifting back to higher BE

above 1000 K eventually reaching the value of 284.10 eV at 1050 K, which is a clear

fingerprint of graphene formation [20, 21]. It is important to mention that, during the

dissociation process, there is no loss in the overall C 1s intensity, suggesting that the

energy barrier for C-H bond cleavage is significantly lower than that for desorption

of the intact molecule or C containing species.

In order to gain an insight on the atomistic details of the kinetics of coronene

dissociation to classify the C 1s spectral sequence, extensive DFT calculations were

performed for the energy barriers between the computed intermediate species, using

the Nudged Elastic Band (NEB) method [22]. The twelve intermediate configurations

corresponding to the energetically most favorable reaction pathway for breaking the

C-H bonds in n sequential steps (with n from 1 to 12) are reported in Fig. 5.8, leaving

the dehydrogenated molecules and an additional single H atom on the surface. The

energy diagrams reported below each configuration are given with respect to the

energy of the n-1 configuration, being n=0 the intact coronene molecule. It is worth

stressing that, despite the higher final state energy of each dehydrogenation step, the

reaction can easily proceeds because, at the temperatures of our experiments, the H

atoms can diffuse very rapidly on the surface and form H2 that immediately desorbs,

thus preventing the reverse reaction. Close inspection of the images shown in Fig.
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Figure 5.8: Illustration of the side and top views of the C24Hn dehydrogenation through the

sequential cleavage of the n = 12 C-H bonds. Different colors correspond to different C-metal

substrate heights. The colors have been rescaled in each step to emphasize the geometrical

differences in each configuration (the height scale in Å is also reported for each step of the

reaction). Above each illustration, a schematic representation of the coronene to Ir relative

orientation is reported. Yellow dash-dotted lines in steps 1-2 represent the symmetry axes

shared by the adsorbed coronene molecule and the Ir substrate. In steps n = 3-12, the dashed

line represents the original coronene orientation, while the dash-dotted line represents the

current one.

5.8 outlines the dissociation path that the molecules undergo up to the formation

of nanographene flakes. The stepwise dehydrogenation mechanism appears to be

driven by the proximity of the C outer ring atom to the final adsorption position.

The coronene molecules upon adsorption have significant internal C-C strain with

respect to the gas phase configuration (see Fig. 5.9). The dissociation begins (see Fig.
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Figure 5.9: (left) C-C bond length histograms for gas phase (top), and adsorbed coronene

during dehydrogenation, as obtained from DFT calculations. All the 30 C-C bonds were

included. The average C-C bond length for each dissociation step is also reported (dashed

red line). (right) Schematic representation of gas phase (top), and adsorbed coronene during

dehydrogenation of Ir(111). The C atoms are coloured according to the mean distance from

the 3 (or 2) nearest neighbours. The colour scale is reported on top.

5.8, n=1) from one of the four equivalent peripheral C atoms closest to the Ir surface

top position, which, after the C-H bond cleavage, binds strongly to the surface Ir

atoms, approaching its preferred adsorption site, much closer to the surface. The next

dissociation step causes a sudden lifting of the molecule with respect to the surface

plane (Fig. 5.8, n=2), resulting in an almost complete internal strain relief (see Fig.

5.9). In fact, three peripheral C atoms are found in equivalently favorable sites, giving

therefore three candidates C-H bonds for the next dehydrogenation. However, the

lifting of the molecule, which was found to give a 0.67 eV energy gain with respect to

the minimum energy flat configuration, implies the breaking of C-H bond closest to
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the previously dehydrogenated one. At this point, one symmetry axis of the molecule

with respect to the substrate still remains. Always keeping in mind that the driving

mechanism for dehydrogenation is the proximity of the peripheral C atom to a top

site, the two C atoms, adjacent to the freshly dehydrogenated carbons, are found to

be equivalent. The evolution of the system toward the state (Fig. 5.8, n = 3) results

in a clear twist of the molecule in one direction, in order to better accommodate the

newly dehydrogenated C atom in its favored bond site on the substrate. This causes

the loss of the second symmetry axis, and the remaining evolution of the dissociation

reaction is fully determined.

It is significant that during the dehydrogenation process also the atoms of

the Ir substrate are slightly rearranged, in particular becoming more elevated with

respect to the average surface plane, which eventually contributes to the formation

of a stronger molecule-Ir bond. From this step on, the molecule evolves by gradually

completing the rotation to the final adsorption geometry, and by curling toward a

dome shape configuration, always losing H atoms next to dehydrogenated bonds.

This gradually changing shape increases the internal strain of the part attached to the

substrate, while always keeping one end lifted until the very end, allowing for some

strain to be relieved in the lifted portion of the molecule during the intermediate steps.

The topology during the dissociation process is also affected by the contributions of

the σ and π orbital overlap with the substrate d-bands, the former tending to cause

the C rings to stand perpendicular to the surface, the latter trying to push the C ring

parallel to it. The final state configuration is very similar to what has been found for

the initial stages of growth of graphene using ethylene: dome-shaped C nanoislands

whose interactions with the Ir substrate take place only at the cluster edges [23]. With

increasing temperature, the mobility of the nanodomes becomes large enough to

permit the formation of larger clusters and eventually graphene [24].

In order to confirm the reaction intermediates, we simulated the C 1s core-

level spectra for all the carbon atoms of the intermediate species. Fig. 5.10 (b)

reports a series of simulated spectra together with the experimental one, showing

an excellent agreement. Starting from a three component line shape, associated to

C24H12 and C24H11 molecules, the C 1s spectra, above 525 K, changes shape and

shifts to lower BE, as observed, for example, for C24H10 and C24H7, eventually
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Figure 5.10: 2D plot of the temperature dependent C 1s core level spectra (about 100 spectra).

(b) Comparison between experimental (purple) and DFT simulated (blue) selected C 1s

core-level spectra.

forming the nanodomes around 765 K. The clusters nucleate to form larger islands

and the spectral distribution becomes narrower at higher temperature (see simulated

spectrum corresponding to the graphene flake formed by 54 C atoms - C54). The

single peak at 284.1 eV, fingerprint of graphene formation on Ir(111), appears only at

the highest temperature (1080 K).

Though the process illustrated in Fig. 5.8 is the most energetically favorable,

we also tested many other reaction paths that revealed striking differences in terms

of geometry, and do not include the process of molecular lifting and curling. For ex-

ample we found that an alternative possibility is that, after the first dehydrogenation,

the molecules break the next C-H bond but still remain flat on the surface. However,

the final state is 0.67 eV higher in energy. Moreover, the evolution of the reaction
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following this new sequence would end up with a C24 carbon cluster in a geometrical

configuration that is not energetically favorable. However, it is important to stress

that the unrotated C cluster, i.e. the one presenting the same azimuthal orientation as

the original coronene molecule, has a 2.27 eV higher energy. Notably, the reaction

path involving the flat dissociation behavior results in a calculated C 1s core-level

spectrum with an additional component growing at lower BE (at 282.9 eV), which

is not experimentally observed. In fact, during the flat dissociation pathway, some

Ir atoms that bind to peripheral C atoms of the partially dissociated molecule, are

also bound to another C atom. This produces the theoretically predicted, but not

experimentally observed, low BE component in the C 1s spectrum.

We have compared the experimental C24H12 coverage evolution with tem-

perature, as extracted from the C 1s photoemission data (see Fig. 5.11), with a

theoretical prediction based on a micro-kinetic model, assuming that the reaction

rate depends on the activation energy of the first C-H bond breaking reaction step

through a Boltzmann factor, with the energy barrier provided by the NEB calcu-

lations. The temperature behavior is in good agreement with the experimentally

observed decrease of the C24H12 population when the pre-exponential factor is equal

to 1010. This value, which could seem small if compared with the typical value of

1013, is reasonable if we consider that the pre-factors for dissociation reactions are

typically 1/10 to 1/105 of the pre-factors for desorption of the same molecule [25].

It is intriguing to compare our results with the simplest aromatic molecules like

benzene (C6H6) [26]. Theoretical calculations of benzene adsorption on Cu(100) show

that, after the first hydrogen scission starting from its flat adsorption configuration,

also the phenyl radical C6H5 and the ortho-benzyne species C6H4 assume upright

configurations. It is interesting to observe that the dissociation of benzene on Pt(111),

which is a transition metal quite similar to Ir, results in a tilted configuration with the

C atoms bonded to a top site [27]. In our case the results suggest that the process of

thermally activated molecular lifting in the dissociation process of similar molecules

can be a more general behavior, also for larger PAHs. We suppose that this is the case

for other transition metal surfaces, where the presence of unsaturated C bonds could

lead to the development of strong interactions between the partially dehydrogenated

molecules and the metal substrates. The main driving force resulting in the tilt
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Figure 5.11: (gray dots) Experimentally deduced C24H12 population during the annealing

ramp and (red curve) theoretical desorption model.

and rotation of the molecule before curling, i.e. the creation of new bonds with the

substrate which breaks the molecular symmetries and allows for some internal strain

relief, somehow mimics what happens in the case of heterocyclic aromatic adsorbates

such as pyridine, pyrrole, and thiopene for which, besides flat-lying configurations,

also tilted geometries have been discussed previously [26].

In conclusion, using a multimethod experimental approach and extensive

theoretical calculations, we have shown that coronene molecules adsorbed on Ir(111)

undergo major conformational changes during the dissociation process, which bring

the molecules from a flat, slightly upward-pointing bowl shape to graphene through

a series of exotic configurations. Upon the second C-H bond cleavage, the molecules

tilt upward with respect to the surface, and then rotate to accommodate the reactive

C terminations to the most favorable bond site with the substrate. As the reac-

tion proceeds, the molecules gradually settle down to form peculiar dome-shaped

nanographene islands. Higher temperatures promote the surface diffusion of the

nano-domes, which result in the formation of larger C islands and eventually, above

1050 K, in single layer Gr [23].

This study of dehydrogenation mechanism of large organic molecules could

be exploited to create new materials with different functionalities by encapsulating

single adatoms below the carbon dome, trough diffusion of the new species under-
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neath the carbon disk just before the molecular crowding. We hope that our studies

could inspire further to investigate different precursor to tailor band-gap by very

narrow nanoribbons with edge termination [28]. Pyridine derivatives with graphene

nanoribbons can constitute a novel and well-defined heterogeneous electrocatalyst

with good stability and tunable active sites for the ORR, which provides a useful

guidance to develop the next-generation of low-cost and metal-free electrocatalysts

[29]. We strongly believe that this study both (experimentally and theoretically)

explains well the complex dehydrogenation mechanism of large organic molecules,

which could facilitate various synthetic transformations. Similar system could be

investigated to get control over surface structure and chemical composition (confor-

mationally controlled chemical reactions) in nano-catalysis for more efficient catalytic

systems.
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Chapter 6

Carbon monoxide interaction with Rh

nanoclusters grown on Gr/Ir(111)

Metal or metal-oxide nanoclusters have attracted a great deal of attention in the last

two decades due to the increasing interest of the scientific community in field of

nanotechnology. The surface of nanoclusters represents an abrupt change in sym-

metry compared to the bulk materials, leading to reduced atomic coordination and

higher chemical reactivity [1]. Surface science methodologies can be applied to get

insight on how the electron density of states modifies the inter-atomic interactions,

and hence the structural and electronic properties of supported nanoclusters. The

surface behaviour of nanocluster–based materials is crucial for understanding the

fundamental processes in real world applications, more specifically in heterogeneous

catalysis. One of the most striking example of unexpected properties of metal nan-

oclusters is the high chemical activity reported for small Au nanoclusters [2, 3, 4].

Beside this, other transition metals, such as Pt, in fact, exhibit an enhanced reactivity

in their nanocluster form [5, 6].

This high catalytic activity has been often explained in terms of the increased

reactivity of corner and edge atoms, which are characterized by a lower coordination

number (CN) with respect to atoms in the bulk or on the clusters nanofacets [7, 8].

The coordination number linearly correlates with adsorption energies of reaction

intermediates, and is one of the factors driving the overall catalytic activity [9].

Maximum reaction rates can be obtained when the binding of reaction intermediates

to the surface is neither too strong nor too weak, yielding a “Sabatier volcano” (see

120
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Fig. 6.1) named after the French chemist Paul Sabatier. Lowering the coordination

Figure 6.1: Platinum sites with higher coordination numbers (highlighted in gold) turn over

oxygen reduction catalysis faster than those with lower coordination numbers. Generalizing

this concept to include the coordination of the nearest-neighbor platinum sites, Calle-Vallejo

[9] were able to predict that concave sites are three times as active for oxygen electroreduction

as is Pt(111). This strategy may be extended to the CO oxidation reaction (red) and the

water-gas shift reactions, investigated by Ding [10], who show that platinum nanoparticles

rather than site-isolated platinum atoms are responsible for faster rates. Adopted from [16].

number of platinum by increasing the number of steps on single-crystal platinum

surfaces leads to an increase in the rates of electrochemical oxygen reduction [11, 12].

On the other hand, increasing the number of steps on platinum surfaces can boost

the rates of CO oxidation substantially [13, 14]. This observation has motivated

the preparation of CO oxidation catalysts that minimize the coordination number

of platinum through the use of small clusters or isolated atoms on oxide supports

[15]. The rational design of catalysts for heterogeneous processes requires a detailed

understanding of the interplay of both the electronic structure of the catalyst surface
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and its local coordination environment [16]. In Au systems, in fact, it has been

found that the binding energy of small molecules like O2, O, and CO, increases

with decreasing coordination number CN [17]. This trend is typically interpreted in

terms of the classical d-band model developed in the ’90 by Bjork Hammer and Jens

Nørskov [18, 19], which relates the chemical properties and reactivity of transition

metals to the position of their d-band centre. In atoms with a small coordination

number, the d-band width is reduced with respect to the case of bulk atoms, and

hence, if the d-band is more than half filled (as in the case of Rh), its centre shifts to

higher energies to preserve charge neutrality [18, 19, 20, 21]. As a consequence of this

trend, atomic and molecular adsorbates tend to bind more strongly to atoms with a

lower coordination.

In this respect, CO dissociation on transition metal vicinal surfaces and

supported clusters is particularly important in heterogeneous catalysis being one of

the fundamental steps in the Fisher-Tropsch catalytic reaction, where CO and H are

converted into hydrocarbons [22, 23]. For example, it has been found that Ru atomic

step sites exhibit enhanced CO dissociation activity compared to smooth (001) terrace

sites [24]. On Rh, previous results have shown that CO dissociation is negligible on

close packed (111), (110), and (100) surfaces [25], and that it increases on stepped

(211) [26] and (210) [27] Rh substrates. Even Rh nanostructured surfaces presenting

rhomboidal faceted nanopyramids grown on Rh(110), show large efficiency towards

CO dissociation, a process which is inhibited on flat (110) terraces [28]. Experiments

on Rh clusters supported on alumina surfaces have shown a strong size dependence

of the reactivity towards CO dissociation but the nature of the active sites was not

explained [29].

The key challenge for the development of cluster–based technologies is

identifying a controllable and reproducible strategy to synthesize ordered, large-scale

replicas of these building blocks on a suitable substrate [30, 31, 32]. This is achievable

through self-assembly to obtain high-density arrays of nanoclusters periodically

repeated over the substrate [33].

In this context, the moiré lattice formed by Gr on lattice–mismatched transi-

tion metals (like Ir(111)) is an ideal candidate because it has a natural corrugation

which enables the growth of clusters which could self-assemble into extended, peri-
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odic superstructures by adsorbing at the minimum–energy sites. Gr has been studied

in recent years and proved as an excellent candidate for the supported growth of

small transition metal nanoclusters and for the formation of long-range-ordered

superstructures [34, 35, 36, 37]. The Gr/Ir(111) system discussed in Chapter 3 [38],

due to the corrugation of the carbon layer and its very weak interaction with the

substrate, is the ideal candidate to grow small Rh nanoclusters which could find

application in the field of catalysis.

6.1 Rh nanoclusters supported on Gr/Ir(111)

Rh nanoclusters grown on Gr/Ir(111) have already been thoroughly investigated

within our group as part of a research project on Gr–supported transition metal

nanoclusters [36]. This study had demonstrated the possibility to finely control the

morphology and the degree of structural order of Rh clusters grown on Gr/Ir(111)

moiré superlattice. By measured and calculated Rh 3d5/2 core level BEs we identified

non-equivalent edge, facet, and bulk atoms of the nanoclusters. Further, the Rh

inter-atomic distance changes occur while varying the nanocluster size, thus leading

to a modification of the clusters properties.

Initially, our focus was the characterization of the as-deposited Rh nanoclus-

ters, in order to make a comparison with the previous results obtained by our group

and to get a reference set of data for the subsequent carbon monoxide adsorption

experiments.

All the experimental results discussed in this chapter were carried out at

the SuperESCA beam line of Elettra, using HR-core level photoelectron spectroscopy.

The Ir(111) single crystal was used as substrate to grow Gr and its cleaning procedure

is the same as described in previous chapters.

Graphene was epitaxially grown on the clean Ir(111) substrate by C2H4

CVD, using C2H4 pressures between 5× 10−8 and 3× 10−7 mbar and then annealing

the substrate between 550 to 1450 K. As reported in the previous chapters the C

1s core level spectrum of the Gr/Ir(111) substrate (see Fig. 6.2 (a)) shows a single

component found at 284.08 eV as typical of weakly interacting lattice mismatched

Gr-metal systems [39] and also we observed in our previous studies [38].
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Figure 6.2: High energy resolution C 1s core level spectrum of Gr/Ir(111) acquired at T=80K,

at hv=400 eV in the normal emission configuration, before (a) and after (b) low temperature

Rh deposition. The spectrum shows a single component, a hallmark of weakly interacting

lattice-mismatched Gr/metal systems.

The Ir 4f7/2 core level spectra of the substrate before and after Gr growth

(see Fig. 6.3 (a) and (b)) shows that the substrate is not appreciably modified by the

presence of the C layer.

The Rh nanoclusters were deposited by means of an evaporator (sublimation

from a high purity Rh wire) at low temperature (80 K) on Gr/Ir(111) interface. We

choose this low temperature to limit surface diffusion of atoms and clusters during

deposition.

As highlighted in [36], we can observe slight changes in the C 1s spectrum

with the appearance of new component originating specifically on the high BE side of

the main peak. This arises from the interaction of the graphene layer with Rh metal

atoms, both from the clusters and from the Ir substrate (green component in Fig. 6.2

(b)). This feature is especially evident at the lowest temperature, where the clusters

are smaller and regularly distributed on the moiré template. When clusters are small

they induce a pinning of the Gr interface layer to the substrate, thus inducing a

modification of the core level electronic structure of Gr. As the clusters get bigger

upon annealing to higher temperature, their surface density decreases, so that the

local pinning mechanism is reduced and the associated spectral component in the C

1s core level spectrum is accordingly reduced.

The thermal evolution of the morphology and surface distribution of Rh nan-

oclusters have already been addressed in detail by previous study [36] for different
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Figure 6.3: High energy resolution Ir 4f7/2 core level spectra of the clean (a) and Gr–covered

substrate Ir(111) substrate before (b) and after (c) Rh evaporation, acquired at T=80 K, at

hv=200 eV in the normal emission configuration. The spectrum does not show appreciable

changes upon Gr growth.

initial Rh coverages, using a combination of STM, high energy resolution core level

XPS and DFT calculations. A set of STM images of Gr-supported Rh nanoclusters

acquired at initial Rh coverages (0.2 and 1 ML) with different annealing temperatures

(300 and 840 K) is shown in Fig. 6.4 [36]. The structural analysis showed that, both

at low (0.2 ML) and high Rh coverages (up to 1 ML), the as–deposited clusters are

regularly spaced, with an occupancy of one moiré cell per cluster. This configuration

is pretty stable up to a temperature of ∼300 K.

In oder to understand the cluster behaviour following same approach as

used by [36], we annealed the as deposited Rh clusters at 300 K and the high resolu-

tion spectra of Rh 3d5/2 was acquired as shown in Fig. 6.5 (b). The structural disorder
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Figure 6.4: STM images (800×800 Å2) of Rh clusters on Gr/Ir(111), for different Rh coverages

and different annealing temperatures. Adopted from [36].

of the cluster atomic configurations is still present at this stage of the annealing and

can be appreciated in the large Gaussian broadening of the spectrum. Further, we

annealed the Rh clusters up to 840 K. This treatment promotes the coalescence of

the particles into larger clusters of a few hundred atoms (with a diameter between

2 and 4 nm, see Fig. 6.4), extending over one or more moiré cells and exhibiting a

high degree of crystallinity [36]. The high structural order of the clusters is directly

reflected in the shape of the Rh 3d5/2 core level spectrum after annealing at 840 K

(Fig. 6.5 (c)).

We also observe a partial decrease of the Rh 3d5/2 photoemission signal

following the annealing, which has already been reported before [36] and has been

interpreted in terms of inelastic mean free path effects because of the 3D character of

the nanostructures. The quantitative analysis of the Rh 3d5/2 photoemission spectra

revealed the presence of three core level components, in excellent agreement with the

results obtained by Cavallin et al. [36] After annealing to high temperature (840 K),

both Rh evaporation and intercalation can be safely ruled out, while only at higher
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Figure 6.5: High energy resolution Rh 3d5/2 core level spectra acquired (a) after deposition

of 0.4 ML of Rh at 80 K; (b) after annealing at 300 K; (c) after annealing at 840 K. All the

photoemission measurements were carried out at hv= 400 eV at normal emission. The spectral

deconvolution into three components, due to differently coordinated Rh atoms (RhB, RhS,

RhE), as obtained from our analysis, is shown in panel (c).

temperatures a partial intercalation of the Rh atoms at the Gr/Ir interface can be

observed. According to the interpretation suggested by Cavallin [36], we assigned the

three components to non-equivalent Rh atoms with a different coordination number

(here and in the following indicated as CN): more specifically, we attributed the

component at higher BE (RhB, 307.15 eV) to bulk Rh atoms (CN = 12), the component

in the middle, RhS, which has a SCLS of -420 meV, to Rh atoms on the nanofacets (CN

= 9 for (111) facets and CN = 8 for (100) facets) and the component at the lowest BE

(RhE, at -730 meV with respect to RhB) to Rh atoms at the nanoclusters edges (CN =

7) (Fig. 6.5 (c)). This is in line with the general observation that a lower coordination

is associated with a smaller BE of the corresponding Rh 3d5/2 core level component.

The DFT calculations carried out on Rh nanoclusters with a variable number
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of atoms (between 19 and 82) proved that, while smaller clusters present a mor-

phological disordered and lack a clear layered structure, clusters formed by several

tens of atoms form regular truncated octahedral structures with a predominance of

(111) and (100) nanofacets, as also predicted by the Wulff construction 1 [40]. The

DFT calculations reported in [36] also showed that Rh atoms with a high CN are

associated with high BE values, while BEs smaller than 306.4 eV are indicative of

under coordinated atoms with CN ≤ 7, in good agreement with our experimental

findings.

The Rh coverage was estimated by measuring the photoemission intensity

of the Rh 3d5/2 and Ir 4f7/2 spectra and rescaled it to account for the spin degeneracy

and the photoelectron cross section of the respective core level at the experimental

photon energy. Initially we considered that all the Rh 3d5/2 signal as originating from

the surface and neglected any possible layered structure of the Rh nanoclusters. The

surface signal of the Ir substrate I0 was quantified using the equation

Itot =
in f

∑
i=0

I0exp(−xi/λ) (6.1)

where xi is the thickness, i is the atomic layer index and Itot is the measured Ir 4f7/2

total photoemission intensity. The screening effect of the Gr layer was introduced by

rescaling factor given by the integral of the attenuation function exp (−x/λ) over

the thickness of a Gr monolayer and λ is the inelastic electron mean free path.

6.2 Carbon monoxide adsorption

The CO chemisorption on Rh single crystals has been widely investigated in literature

particularly core level photoemission studies have been carried out, for the Rh(111)

[41, 42, 43] and Rh(100) [44, 45] surfaces, where CO adsorbs non–dissociatively and

results in the formation of well ordered over layer structure. Since the Rh clusters

supported on graphene mainly exhibits (111)- and (100)-terminated nanofacets, it is

informative to compare our findings with the results reported in literature for the

corresponding single crystal surfaces.

1The Wulff construction returns the crystal shape that minimizes the free energy G at constant

volume and yields a constant ratio between the surface energy and the distance of the corresponding

basal plane from the centre of the cluster.
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CO adsorption on Rh(111) forms at low temperature different ordered

surface phases with increasing CO concentration. At 0.25 ML a (2×2)-1CO develops

which is followed by (
√

3 ×
√

3)R30◦-1CO phase at 0.33 ML. At around 0.5 ML

a (4×4)-4CO phase is produced which, upon increasing CO coverage, transforms

through a split (2×2) phase into a (2×2)-3CO structure at CO saturation (0.75 ML).

The spectroscopic analysis [41, 42] revealed that CO molecules occupy two different

sites: at coverages up to 0.5 ML most of the molecules are found to adsorb in on-

top sites, whereas at higher coverages three-fold hollow sites become increasingly

populated. The low temperature CO adsorption on Rh(100) results in formation of

c(2×2) and (4
√

2× 4
√

2)R45◦ ordered structures associated with the adsorption of

CO molecules in on-top (low coverage) and bridge site adsorption (up to 0.75 ML).

The C 1s core level spectrum is a powerful source of information on the

evolution of the adsorption sites occupation at each specific coverage. As discussed

above, for Rh(111) and Rh(100), the CO adsorption is energetically more favourable

on-top sites at low coverages, leading to the appearance of a single component at

286.06 eV and 285.85 eV on Rh(111) [41, 42] and Rh(100) [45], respectively. With

the increase in CO coverage, this component shifts by about 100 meV towards

smaller BEs. This is associated with different adsorption configurations: on Rh(111)

a component due to CO molecules adsorbed at threefold sites appears at 285.38 eV,

while on Rh(100) CO adsorption in bridge sites results in the appearance of a peak at

285.45 eV. In order to study the adsorption of CO on the Gr-supported clusters, in

the first part of our study we exposed the clean clusters to an increasing CO pressure,

between 1×10−9 mbar and 1×10−8 mbar, at 80 K, while monitoring in parallel the

evolution of the C 1s and Rh 3d7/2 core level.

In our case, we also found a single component at 286 eV during the initial

stage of CO exposure, the value is similar to the ones found for CO adsorption

on top site (see Fig. 6.6). At higher coverages above 0.3 ML, another component

start appearing at 285.46 eV, which can be attributed to a different CO phase. It is

well known from the previous studies about CO adsorption on Rh(111) [41, 42] and

Rh(100) [45] revealed that this second component is either bridge bonded CO on

Rh(100) (285.45 eV) and for threefold–bonded CO on Rh(111) (285.38 eV). Considering

the very similar C 1s BEs found for CO occupation in these adsorption sites it is very
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Figure 6.6: (a) 2D waterfall plot showing the evolution of the C 1s core level spectrum

(hv=400 eV) during CO exposure at 80 K; (b) High energy resolution C 1s core level spectra

acquired after dosing CO on the Rh nanoclusters up to selected exposures.

difficult to make at this stage an assignment. We will therefore assign this adsorption

site based on the DFT results, which will be discussed later in this Chapter.

It is also very important to understand whether the spectral component due

to Gr under goes any changes upon CO adsorption. The large single C 1s peak at

284.04 eV (see Fig. 6.6 (a)) is largely unaffected by CO adsorption on the supported

Rh nanoclusters. This implies that CO does not bind to Gr at the temperature we

used in this experiment, so that the whole measured C 1s signal due to CO originates

exclusively from CO adsorbed on the Rh nanoclusters.

In oder to gain a deeper understanding of the CO adsorption behaviour

on Rh nanoclusters, we analysed the Rh 3d5/2 spectra acquired while dosing CO at

T= 80 K (see Fig. 6.7). The interpretation of the data is not as straightforward as in

the case of Rh single crystal surfaces and this is attributed to the higher degree of

structural complexity in nanoclusters.

For flat, low Miller index surfaces such as Rh(111) and Rh(100), the CO

adsorption causes a suppression of the photoemission signal of the first layer clean

surface atoms (i.e. Rh atoms that are not coordinated to adsorbates), followed by the
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appearance of new CO–induced surface core level shifted component arises due to

the CO molecule coordinated to more than one Rh atoms. This results in a shift to

higher binding energy (because of corresponding d-band broadening) with respect to

the clean surface components. We observe SCLSs of +270 and about +50 meV for the

(111) and (100) surfaces for CO adsorption in on-top sites, resulting in a shift from the

’clean surface’ component of +770 and +650 meV, respectively [41, 42, 45]. The SCLS

induced by CO in bridge sites on Rh(100) is -300 meV (+350 meV relative to the clean

surface component), while the SCLS associated with threefold coordinated CO on the

Rh(111) surface is -220 meV (+280 meV relative to the clean surface). The higher the

CO coordination, the lower is the CO-induced shift of the affected substrate atoms

[41, 42, 45].

The situation is more complex with CO adsorption on Rh nanoclusters,

however it is possible to identify some semi-quantitative trends and relate them

with what is known in literature for Rh(100) and Rh(111). Figure 6.7 (a) shows the
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Figure 6.7: (a) Time lapsed series of Rh 3d5/2 core level spectra acquired at hv=400 eV during

CO exposure at 80 K; (b) High energy resolution Rh 3d5/2 core level spectra acquired after

dosing CO on the Rh nanoclusters up to selected exposures.

evolution of the Rh 3d5/2 core level during CO exposure. The most interesting result
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is that the early stage of CO adsorption is accompanied by the disappearance of

the core level component, RhE, due to Rh atoms at the cluster edges. This results

in an increased spectral intensity between the bulk and surface component. While

in the case of CO adsorption on Rh single crystals [41, 42, 45], the decrease of the

Rh 3d5/2 clean surface component is accompanied by the appearance of a single

new component associated with CO adsorption in on-top sites, in the case of the

Rh clusters we observe a more complicated trend. In fact, along with the core level

component at +320 meV with respect to the bulk, we also observe the appearance of a

new peak with a surface core level shift of -200 meV. A satisfactory description of the

Rh 3d5/2 spectrum can be obtained using only two additional CO-induced surface

components (RhS1 and RhS2, as shown in Fig. 6.7) up to the saturation exposure. For
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Figure 6.8: High energy resolution Rh 3d5/2 core level spectrum following CO exposure

at 80 K at hv= 400 eV. The deconvolution into the individual spectral components is shown

superimposed.

these new surface components we used the same Lorentzian and asymmetry line

shape parameters as the one used for the RhS component except for the Gaussian

width. This was done in order to reduce the number of fitting parameters for the clean

surface peak (RhS). The evolution of the photoemission intensities of the different

Rh 3d5/2 core level components during the CO uptake experiment is reported in

Fig. 6.8. While the component at RhS1 can be assigned to CO adsorption in on-top
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sites, based on the similar SCLS found for the corresponding component on Rh(111)

and Rh (100), the attribution of RhS2 is less straightforward, also because this peak

could overshadow the presence of a manifold of unresolved components in the BE

region between the bulk and the surface RhS peak. The most interesting results of

our uptake experiments is however the observation of a large decrease of the RhE

components in the initial stage of the uptake, well before the decreased of the RhS

peak.
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Figure 6.9: Photoemission intensity evolution of the different Rh 3d5/2 core level components

during CO exposure at 80 K. To reduce fitting artifacts, the intensity of the bulk component,

RhB , was held fixed to a constant value during the whole exposure.

In order to clarify these issues and to get an atomistic insight into the

mechanisms of CO adsorption on the Rh nanoclusters and on the origin of different

core level component, a series of DFT calculations were carried out by the theoretical

group led by Prof. Dario Alfè at the UCL-London, UK.

Carbon monoxide is a simple diatomic molecule, but despite its simplic-

ity it shows a rich phase diagram on metal surfaces [46, 47]. In light of this, it is

important to underline that state of the art density functional calculations still fail

to accurately describe few aspects of the adsorption of CO on metal surfaces. For
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the Cu, Rh and Pt(111) surfaces, the generalized gradient approximation (GGA)

in the Perdew–Burke–Ernzerhof (PBE) version predicts that CO adsorbs at a high

coordination site (typically the hollow site) [48], whereas experiments unequivocally

show that atop adsorption is preferred [49, 50]. Equally compelling is that adsorption

energies are significantly overestimated using the PBE functional [49, 50]. These

discrepancies were first noted in a classical paper by Feibelman [49]. Since then there

has been emerging evidence that the present local and semi-local functionals are not

capable of correctly describing the subtle balance between donation of charge to the

substrate and back donation to the molecule for many adsorption problems [51]. The

common model used to describe CO adsorption is the Blyholder model [52], which

invokes interactions of the two CO frontier orbitals, the 5σ HOMO (highest occupied

molecular orbital) and the 2π∗ LUMO (lowest unoccupied molecular orbital), with

the metal states. Due to the interaction with the metal states, bonding 5σ–metal

orbitals and antibonding 5σ–metal orbitals develop, and the latter are partly shifted

above the Fermi level of the metal, causing a net bonding interaction (donation).

Likewise, bonding 2π∗–metal hybrid states become populated (back-donation). Sim-

ple symmetry tells us that the highly directional 5σ–metal interaction is particularly

strong for atop adsorption, whereas the 2π∗ interaction dominates for hollow site

adsorption [47, 53, 54, 55].

Clearly, however, none of the functionals can predict the surface energies

and the adsorption energies well at the same time [51]. From their point of view,

the main error of semi-local functionals is in the description of the strength of the

back-donation to the 2π∗ orbital, which tends to be overestimated using any of

the semi-local density functionals. Hybrid functionals improve on that aspect, but

unfortunately simultaneously increase the d bandwidth and concomitantly the over-

all adsorption energies while rPBE and BLYP underestimate binding in solids and

surface energies, but describe adsorption energies well [51].

In this scenario, there is no single perfect functional which can describe well

the CO-adsorption energies on Rh nanoclusters. We initially used PBE functional to

probe adsoprtion energies for CO molecule in 17 different configurations as shown

in Fig. 6.10. Adsorption sites have been chosen in such a way to have on-top (a-f-g),

bridge (f-m) and three-fold (o-q) sites occupied on flat and tilted nanofactes (both
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Figure 6.10: Illustration of CO (Gr in green, Rh nanoclusters in gray and CO molecule is in

red and yellow color) adsorption on Rh nanoclusters (with n=82 Rh atoms) (a) to (q) present

different adsorption sites.

(100) and (111)), on the lateral edges of the nanoclusters and on the basal edges.

Positive values of the calculated adsorption energies indicate that the configuration
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is unstable. This is the case in particular for the upper part of the nanocluster ((111)

nanofacet) in on-top (c), bridge (h), three-fold HCP and FCC sites (o and p). This

is also the case for CO in brdige site on the (100) lateral nanofacets (i). The most

Figure 6.11: The most suitable CO adsorption configuration is bridge on the edge of the Rh

nanoclusters (k).

preferred adsorption site is close to the basal plane of the cluster, namely the bridge

(k), as shown in Fig. 6.11. Other sites with comparable energies are on-top ((d)

and (f)), and the bridge ((j), (l) and (n)). The calculations performed using the PBE

functional have been extended to selected configuration by using the PBE0 functional,

that it is know to give better accuracy. It is extremely interesting to observe that the

new calculations show an increase adsorption energies of all the CO configurations

where the molecules is adsorbed on under-coordinated Rh atoms, while the stability

on flat nanofacets has diminishes. This can be appreciated by comparing the energies

in Table 6.1. CO in bridge site on the basal edge of the nanocluster (k) is still the

preferred configuration, but the energy gain with respect to the top site on the cluster

region is strongly reduced (energy difference change from 344 meV to 133 meV). The

stability of CO molecules on the flat nanofacets instead has decreased: for example

in the case of CO molecules in the (111) upper cluster nanofacet is reduced by more
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CO adsorption sites PBE PBE0

c +0.188 eV +0.478 eV

d -0.165 eV -0.302 eV

f -0.167 eV -0.071 eV

h +0.023 eV +0.467 eV

i +0.150 eV +0.271 eV

k -0.509 eV -0.439 eV

n -0.183 eV -0.253 eV

o +0.002 eV +0.025 eV

Table 6.1: Comparison of CO adsorption energies in different adsorption sites on Rh nan-

oclusters on Gr/Ir(111) calculated using two different functionals.

than 400 meV.

CO adsorption sites C 1s core levels

d 0

f +232 meV

h -420 meV

k -500 meV

Table 6.2: Theoretically calculated C 1s core level shifts for CO configuration in different

adsorption sites.

We remain still with the problem of the discrepancy between experimental

and theoretical preferred adsorption configuration. In order to try to solve the

issue we have calculated the C 1s core electron binding energy for each of the CO

configurations reported in Table 6.2. The results of the core level shifts are calculated

with respect to the C 1s binding energy of CO in top sites on the basal edge of the

clusters (configuration d). CO molecules in on-top site in configuration f (tilted (111)

nanofacets) present a core level shift of +232 meV, while the CO in bridge site on the

upper face (h) and in the preferred adsorption site (k) are expected to show a shift

of -420 and -500 meV, respectively. However, experimentally we determine that the
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component at high BE 286 eV is attributed to the on-top adsorption site and the low

BE component at 285.46 eV (see Fig. 6.6) is associated to the bridge configuration in

the basal plane edges of the facet. The asymmetry in the on-top peak to the higher BE

can be explained in term of final state vibrational excitation of the on-top adsorption

site in the nanofacets or to occupation of different on-top configurations.

The more negative value of adsorption energy (see Table 6.1) means more

preferable CO adsorption site on Rh nanoclusters. We have found that the best

adsorption site is CO in on-top at low coverages (see Fig. 6.6) even though the DFT

says that it is different. After the initial CO adsorption in on-top sites we observe that

later CO sits on the edges of the Rh nanoclusters as it is clear from the Fig. 6.6 with

higher exposure. This can be explained with the Rh 3d5/2 uptake, see Fig. 6.9, where

RhE is consumed quickly even that the RhS is still present. From our DFT calculations

we found that the most preferable site for CO adsorption is bridge on the edge of the

Rh nanoclusters as reported in Fig. 6.11 and we also observe experimentally that the

edge absorption sites (RhE), as shown in Fig. 6.9, were occupied very quickly. The

wrong attribution of the preferred adsorption site in DFT can still be explain as due to

the difficulty of ab initio theories to correctly describe the adsorption configurations

of CO on transition metal surfaces, as discussed above.

We have demonstrated in previous studies [36] how to control the mor-

phology of Rh nanoclusters which determines the density of edge and facet atoms.

By using a combined experimental and theoretical approach now we have shown

that the natural corrugation of Gr grown on Ir(111) enables the deposited clusters

to arrange themselves into extended, periodic superstructures by adsorbing at the

minimum–energy sites where the edges of Rh nanoclusters are the places where the

adsorption of CO is preferred. Further this data confirm the previous finding on a

variety of transition metal surfaces, where under coordinated atoms have displayed

an important role in driving the chemical reactivity of supported nanoclusters. This

study can be extended to the other metals to design new Gr-based materials which

may help to improve fundamental properties at nanoscale for their application in

field of catalysis.
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Summary and outlook

We can conclude based on ample evidences from ( both theoretical and experimen-

tal results) that the most suitable substrate giving us almost free standing Gr, is

Gr/Ir(111) interface, to study the properties of metal or metal oxide clusters. Using

this Gr/Ir(111) interface as a model system, we were able to grow Co-oxide and

Ti-oxide nanoclusters for their possible application in photocatalysis. We successfully

determined the surface chemical states (in both Co-oxide and Ti-oxide nanoclusters)

using spectroscopic technique and microscopic technique (for Co-oxide nanoclusters)

for morphology and cluster size determination. We performed a series of photo-

catalytic experiments on both these systems. We didn’t get the desired results in

case of Co-oxide nanoclusters and failure could be attributed to number of factors

like the particle size and surface oxygen species which highly effects the catalytic

activity of such systems. On other hand, we get very encouraging results for Ti-oxide

nanoclusters where the titania-Gr interfaces are 20 times more active toward clean

hydrogen production as compared to the ones without Gr and it is related to the

fact that Gr is playing well its role as a buffer layer. Beside this, we also studied

the dehydrogenation mechanism of large organic molecules like coronene on Ir(111)

which could be translated to create new materials to get control over surface structure

and chemical composition (conformationally controlled chemical reactions) for more

efficient catalytic systems in nano-catalysis. Further, we have exploited the natural

corrugation of Gr grown on Ir(111) for self assembly of Rh clusters. We found both

theoretically and experimentally that at higher coverages of CO, the edges of Rh

nanoclusters are the places where the adsorption of CO is preferred. The enhanced

catalytic selectivity towards CO oxidation exhibited that these under coordinated

atoms have displayed an important role in driving the chemical reactivity of sup-

ported nanoclusters. We hope that this study may help to improve the fundamental
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properties of similar systems at nanoscale for their application in field of catalysis.

The work presented in this thesis illustrates well the capabilities of the

synchrotron based technique for studying properties of different metal nanoclusters

supported on Gr/Ir(111) interface and augmented further with DFT calculations.

The present work may leave some open questions besides providing new insight into

these materials. So the future prospectives in this regards (specially in case Ti-oxide

nanoclusters) includes, firstly, to prepare same architectures and find the activity

over the period of time and also compare it with other architecture and see how its

effecting photocatalysis for comparison as in two cases the doping of Gr is different

and secondly, extend the characterization to the cluster size, morphology and growth

mechanism in order to better understand Ti-oxide cluster activity towards clean

hydrogen production.
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