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Chapter 1

Introduction

The currently accepted cosmological theory is the ΛCDM model. Λ is the cosmolog-

ical constant, associated with dark energy, that represents ∼70 % of the estimated

mass/energy density of the Universe and that was introduced in order to explain

the accelerated expansion of the Universe, as first probed by observations of high-z

SNIa. Dark energy is one of the most interesting issues in modern physics; its nature

is still obscure and a deep revision of the laws of physics could be needed to explain

it. CDM stands for “Cold Dark Matter ”, a form of matter necessary to account for

observed gravitational effects (e.g., galaxy’s rotation curves, gravitational lensing

in galaxy clusters), that is a fundamental ingredient in the formation of large-scale

structures, as we observe them today. It is described as being cold, meaning that its

velocity is non-relativistic at the epoch of radiation-matter equality, dissipationless

and collisionless and it forms ∼25 % of the cosmic mass/energy density. Despite

the nature of this component remains unclear and experiments are still going on for

its detection, its existence is generally accepted by most of the astronomical com-

munity. The budget of the cosmic mass/energy density is completed by a ∼5 % of

baryonic matter, which forms the “visible”Universe.

The ΛCDM model is based upon the cosmological principle, that states that the

Universe is spatially homogeneous and isotropic and so our position is not special or

different from any other, and upon the Einstein’s theory of General Relativity. The

cosmological principle is considered to be valid on large scales (& 100 Mpc), while

at small scales the Universe is strongly inhomogeneous, formed by stars, planets,

galaxies, etc., which are not uniformly distributed.

The formation of structures is due to gravitational instability of primordial density

fluctuations which grow through Jeans instability. These primordial fluctuations are

the results of quantuum fluctuations which were magnified to cosmic scales during
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6 CHAPTER 1. INTRODUCTION

the epoch of inflation. In our expanding Universe, overdensity perturbations initially

grow in size with time, as the Universe expands. When an overdensity exceeds a

given threshold (δρ/ρ ∼ 1) with respect to the background, the region within the

density peak decouples from the expanding flow and starts to collapse, becoming a

gravitationally self-bound structure.

Dark matter drives the perturbation growth and after the baryonic matter decouples

from radiation, baryons start to fall into the growing potential wells of dark matter.

A fundamental ingredient for galaxy formation is, then, gas cooling. Once the gas

has virialized in dark matter halos, it starts to cool and to collapse and, at this point,

star formation begins and the first stars and protogalaxies form. The gas that fills

the space between galaxies, instead, is the so-called Intergalactic Medium (IGM),

which results as a “Cosmic Web”of filaments and sheets, as derived from numerical

simulations. This component has too low densities to be probed in emission, but

it can be observed through absorption lines in the spectra of luminous background

sources.

The described model is widely accepted as it can explain many properties of the

Universe, such as its expansion, the distribution of large-scales structures, the pri-

mordial abundance of light elements and the Cosmic Microwave Background (CMB).

The latter was a prediction of the model and its accidental discovery in 1965 by Pen-

zias and Wilson (1965) was a key confirmation of its validity.

The fundamental parameters of the ΛCDM model (Ωm,ΩΛ,Ωk,w(z),h,σ8,ns)
1 are

constrained by observations with great accuracy (e.g., Planck Collaboration). On

the other hand, there are still significant uncertainties related to galaxy formation

and evolution and to the modeling of the baryon’s physical processes. In this con-

text, the study of the IGM and of its evolution is of great relevance. First of all,

the IGM is the reservoir of baryons from which galaxies form and it is the fuel nec-

essary for sustaining star formation, while at the same time it is being replenished

with both newly accreted intergalactic gas and chemically enriched materials from

galaxies, carrying the imprints of galactic feedback. Therefore, intergalactic space

provides a critical laboratory to investigate the baryon cycle that regulates star for-

mation and galaxy growth.

In particular, IGM metal enrichment has gained a lot of interest after the second

half of the ’90s. In fact, it was originally thought that the gas infalling onto galaxies

had a primordial composition, as heavy elements can be produced only inside stars

1They represent the matter density parameter, dark energy density parameter, curvature density

parameter,equation of state parameter, Hubble parameter in units of 100 km s−1 Mpc−1,density

perturbation amplitude on 8 h−1 Mpc scales, density perturbation spectral index, respectively.
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and star formation is not present in the low-density and high-temperature IGM.

With the advent of high-resolution spectroscopy around 1995, the first metal ab-

sorption lines were observed in Quasars (QSOs) spectra, leading to the question of

the mechanisms polluting the IGM.

In order to study the baryon cycle in galaxies several observational studies have

been carried out correlating absorption lines in QSO spectra with the position and

redshift of galaxies in the same field both at high (e.g. Adelberger et al., 2005; Stei-

del et al., 2010; Turner et al., 2014) and low redshift (e.g. Prochaska et al. 2011;

Tumlinson et al. 2011; Werk et al 2013; Bordoloi et al. 2014; Liang & Chen 2014).

In particular at high redshift, this approach is limited by the difficulties in detecting

and characterizing all the galaxies closer to the line of sight, resulting in a sparse

picture of the circumgalactic medium (CGM) and of the true origin of absorbers.

In this thesis work, I tried to characterise the properties of the IGM around galax-

ies at high redshift using hydrodynamical simulations compared with observational

data taken from the literature. In particular, with my research I have shed some

light on the nature of the environment that give rise to the observed metal systems

(in particular systems identified by the C iv and Si iv transitions) and at the same

time I have found that some of the subgrid physical processes implemented in sim-

ulations do not have a substantial influence on the characteristics of the IGM.

In the following I give a summary of the content of the different chapters of my thesis:

• Chapter 2: in this Chapter, I review some of the theory behind line forma-

tion and its structure, given by the Voigt profile. As the IGM is probed by

absorption features, I describe also some of the observational techniques used

to derive physical gas parameters, such as its density or temperature, from line

profiles. In particular, I describe the methods of the curve of growth, Voigt

Profile Fitting and Apparent Optical Depth. I give also a brief summary of

the classification of QSO absorption lines.

• Chapter 3: in this Chapter, the main characteristics of the IGM are intro-

duced. First, some observational features are described, such as the Gunn-

Peterson test, the column density or Doppler parameter b distributions of

absorption feature and their number evolution. Also physical sizes and clus-

tering of the absorbers are discussed. Then, I discuss the early models of the

IGM and how the Lyα forest is described in hierarchical models. Then, I talk
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about the statistics of the transmitted flux, the UV Background, responsible of

ionizing the IGM, and, finally, I face the problem of the IGM metal enrichment.

• Chapter 4: in this Chapter, I introduce cosmological simulations and de-

scribe the principal methods and recipes used in N-body and hydrodynamic

simulations for the modeling of dark matter and baryon evolution. Then, I

describe the simulations used in this thesis work, which are characterized by

two different subresolution model, the MUPPI model and the Effective model.

• Chapter 5: in this Chapter, I report the results of this thesis work, con-

cerning a study of a sample of simulated galaxies and the gas environments

around them, taken from the two different simulations, and also a sample of

selected near-filament environments, in order to probe the low density gas.

Using lines of sight, obtained by piercing through the cosmological box lines

around each object, I studied the NHI vs NCIV relation at different distances

from galaxies, which I compared to observational data. Furthermore, I also

analysed the covering fractions as a function of the equivalent width for the

sample of lines of sight around galaxies, which I compared with data taken

from the literature, and I constructed new covering fractions as a function of

column density of the absorption systems, which can be used to compare with

future high-resolution data. I also tried to better investigate the differences in

the two simulations by analysing other chemical elements, such as Ovi and

Si iv. Finally, I performed a comparison between column densities derived with

Voigt Profile Fitting codes, the standard observational procedure for deriving

physical gas quantities in a regime of high resolution spectroscopy, and the

ones derived directly from the simulation and I addressed some considerations

about the best method to use when comparing with observational data.

• Chapter 6: in this Chapter, I summarize the main results of this work, draw

some conclusions and give some future perspectives.



Chapter 2

Quasar Absorption Lines

The intergalactic medium is typically probed through absorption features observed

in the spectra of background luminous sources, mainly QSOs. In fact, its very low

densities make it extremely difficult to detect it in emission.

In Fig. 2.1, a typical QSO spectrum is shown. The strong emission line at λ ∼ 4900

Å is the H i Lyman-α (Lyα) emission line redshifted at the systemic redshift of the

QSO. The absorption lines blueward of the Lyα emission line are absorption features

due mainly to Hydrogen atoms in the ground state in intervening gas clouds along

the line of sight (Gunn and Peterson, 1965; Bahcall and Salpeter, 1965; Burbidge

et al., 1966; Lynds, 1971; Oemler and Lynds, 1975; Young et al., 1979). In fact,

as the QSO light travels towards the observer, high energies photons are redshifted

to the resonance energy of the Lyα and are absorbed by intervening gas clouds

leaving their fingerprints at different positions in the QSO spectrum and resulting

as a forest of lines (Lynds, 1971).

The number of lines increases going to higher redshifts, as the light of the QSO

has to pass through denser and more neutral gas. The intergalactic medium is

considered to be clumpy; the absence of a spatially smooth component is proved by

the absence of a Gunn-Peterson effect (Gunn and Peterson, 1965, see Section 3.1)

at least at z <6 when the Universe is considered to be fully ionized.

Absorption lines redward of the Lyα QSO emission line are due to transitions in

heavier chemical elements (dubbed metals) and their abundances in the clouds can

also be studied.

Studying these absorption features can provide a lot of information regarding the

physical and chemical state of the gas that produced the absorption. They can also

be used as cosmological probes (Ostriker and Vishniac, 1986; Rees, 1986; Efstathiou,

1992; Thoul and Weinberg, 1996; Hu, 2000; Viel et al., 2005; Seljak et al., 2005; Kereš

9



10 CHAPTER 2. QUASAR ABSORPTION LINES

Figure 2.1: Qualitative representation of a typical QSO spectrum. At ∼ 4900 Å, the

Lyα emission line of the QSO is represented. Blueward and redward of this emission

line, absorption lines due to intervening gas clouds are superimposed to the QSO con-

tinuum (red line). Figure taken from http://www.hs.uni-hamburg.de/jliske/qsoal/.

et al., 2005; Pritchard et al., 2007; Wyithe and Dijkstra, 2011).

The production of absorption features is governed by the equations of radiative

transfer.

In this chapter, I will describe the theory behind the formation of absorption lines

and their structure and I will review some of the observational techniques, used to

derive physical parameters from the observed features.

2.1 Radiative Transfer

In this Section, I will recall some of the general definitions and equations related

to the propagation of electromagnetic radiation in a medium, which for simplicity I

will generally refer to as a “cloud ”.

If we define:

- εν : the emissivity coefficient;

-Iν : the radiation intensity;

-kν : the absorption coefficient;

then, the intensity of the radiation within a solid angle dω will change by an amount

dIν along the spatial distance ds given by the formula:
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dIνdω = ενdωds− kνIνdωds (2.1)

The equation can be rewritten as:

dIν
dτν

= −Iν +
εν
kν

(2.2)

dIν
dτν

= −Iν + Sν (2.3)

where dτν = kνds is the optical depth and Sν = εν
kν

is the source function, which is

characteristic of the cloud.

Integrating Eq.2.3, we obtain:

Iν = Sν [1− e−τν ] + Iν,0e
−τν (2.4)

where τν = kνL is the optical depth of the entire cloud, having a spatial length L,

and Iν,0 is the background radiation before passing through the cloud.

The limiting cases are:

Iν = τν(Sν − Iν,0) + Iν,0 , for τν � 1

= Sν , for τν � 1
(2.5)

When τν � 1, we observe the intensity of the background source of radiation at-

tenuated [Iν,0(1− τν)], plus the contribution of the cloud itself (τνSν = ενL); when

τν � 1, we do not receive anything from the background source and we observe only

the intrinsic emission of the cloud.

I discuss now the particular case of emission/absorption in a line, meaning that

the cloud has emission/absorption only at a given frequency ν0. Consequently, the

photons of a background source will be absorbed only at ν0, while for ν 6= ν0 the

cloud is completely transparent to them.

The condition for having an emission line is Iν − Iν,0 > 0 (where we assume ν = ν0);

the opposite for an absorption line. Thus the condition can be expressed as:

[Iν,0e
−τν ] + [Sν(1− e−τν )]− Iν,0 = (Sν − Iν,0)(1− e−τν ) ≶ 0 (2.6)

For τν = 0 there is no line. From Eq.2.6 we can conclude that, even if τν is very

small, if Iν,0 is sufficiently strong, the absorption can be measured, while having a

strong emission line requires high values of Sν . For this reason, in the case of a tenu-

ous medium the observation of absorption lines is much easier than in emission: it is

sufficient that the cloud is projected on a very bright source, while for the emission,
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the source function must be greater than the intensity of the background source.

As previously said, the densities of the intergalactic medium are so low (∼ 10−4

cm−3), that the term Sν can actually be neglected and Eq.2.4 becomes:

Iν = Iν,0e
−τν (2.7)

More precisely, we integrate the radiation of a source using a telescope with an

aperture A, so the quantity that we actually measure is the flux density Fν :

Fν = Fν,0e
−τν (2.8)

2.2 Line Broadening and Voigt Profile

Spectral lines are not infinitely sharp and narrow, but they are somewhat broad-

ened. There are different processes that contribute to the observed line profile.

Natural broadening. Spectral lines have a natural width, which is generally

very small, due to the Heisenberg uncertainty principle. According to quantum me-

chanics, the energy of an atomic level and its lifetime cannot be measured with great

accuracy simultaneously:

∆E∆t ≈ ~ (2.9)

Short-lived states have relatively larger uncertainties in the energy. If the average

lifetime of an excitation state is T, the frequency of the emitted photon will be:

∆ν ∼ ∆E

h
∼ 1

2πT
(2.10)

If the spontaneous decay of an atomic state n proceeds with a probability given by

γ =
∑
m<n

Anm, where Anm are the Einstein coefficients, then it can be shown that the

emitted photons will not have a monochromatic frequency νnm, like a Dirac delta

function, but a distribution of frequencies that can be described by a function φ(ν),

peaked at the frequency νnm, given by this formula:

φ(ν) =
γ/4π2

(ν − νnm)2 + (γ/4π)2
(2.11)

This is called a Lorentzian or natural line profile.

Other processes broaden the line profile more than the natural width, such as the

collisional and the thermal broadening, and which have a greater importance on the
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final resulting line profile.

Collisional broadening. The collisional decay is caused by collisions with other

particles (electrons, atoms, molecules,...). The importance of this effect depends on

the frequency of collisions νcol and on the gas density. The effect of collision is to

shorten the lifetime of an atomic state to a value smaller than the natural quantum

mechanical lifetime.

The profile of the broadened line is still a Lorentzian profile:

φ(ν) =
Γ/4π2

(ν − νnm)2 + (Γ/4π)2
(2.12)

but with:

Γ = γ + 2νcol (2.13)

Thermal broadening. Atoms in a gas have random motions which depend on

the gas temperature. For particles with mass m and a gas temperature T, the most

probable speed is given by:

1

2
mv2 = kBT (2.14)

with kB being the Boltzmann constant. The velocity distribution of the gas parti-

cles is generally assumed to be described by a Maxwellian law. Each atom produces

its line profile which is Doppler shifted according to its velocity. The resulting line

profile is the collection of different line profiles with different Doppler shifts.

If the velocity of a particle is v2 = v2
x + v2

y + v2
z , we are interested in the velocity

distribution of only one component, as random motions along the line of sight are

relevant.

For one component, the number of atoms dN within a velocity interval dvx is:

dN(vx) ∝ e
− mv2

x
2kBT dvx (2.15)

peaked at the value vpeak =
√

2kBT/m . The 3D velocity distribution has an extra

factor v2.

Combining the velocity distribution of Eq.2.15 with the Doppler shift formula (ν −
ν0)/(ν0) = vx/c, the line profile is given by:

φ(ν) =
1

∆νD
√
π
e
− (ν−ν0)2

(∆νD)2 (2.16)
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∆νD is the Doppler width of the line and is defined as:

∆νD =
ν0

c

√
2kBT

m
=
ν0

c
bth (2.17)

where ν0 is the frequency of the line center and bth is the so-called Doppler param-

eter.

In some physical situations, the gas can experience also bulk motions due to tur-

bulence, which are described by the same velocity distribution. This can be taken

into account by adding a term vturb to the thermal velocity and define an effective

Doppler width:

∆νD =
ν0

c

√
2kBT

m
+ v2

turb (2.18)

The thermal line profile is described by a Gaussian function, which falls off very

rapidly from the line center.

The three broadening mechanisms affect the line shape simultaneously, so the result-

ing line is a combination of the different profiles. The convolution of a Lorentzian

profile with a Gaussian one is called the Voigt profile :

φ(ν) =
Γ

4π2

√
m

2πkBT

∫ ∞
−∞

e
− mv2

x
2kBT

(ν − ν0 − ν0vx/c)2 + (Γ/4π)2
dvx (2.19)

also expressed as:

φ(ν) =
1

∆νD
√
π
H(a, x) (2.20)

H(a, x) is the Hjerting function:

H(a, x) =
a

π

∫ ∞
−∞

e−y
2

a2 + (x− y)2
dy (2.21)

where

a =
Γ

4π∆νD
, x =

ν − ν0

∆νD
(2.22)

The cross-section for the absorption is given by:

σν = σν,0H(a, x) with σν,0 =

√
πe2

mec

f

∆νD
(2.23)

where f is the oscillator strength.

As shown in Fig.2.2, the Gaussian profile dominates in the core of the line, while



2.2. LINE BROADENING AND VOIGT PROFILE 15

Figure 2.2: Gaussian and Lorentzian (or damping) contribution to the line profile.

The Gaussian curve dominates in the center of the line, while the damping one in

the wings. The Voigt profile is the convolution of these two function. Figure taken

from https : //casper.berkeley.edu/astrobaki/index.php/Line Profile Functions .

the Lorentzian profile dominates in the wings.

The optical depth can be also expressed as τν = kνL = σνnL = σνN , where n is the

volume density of the absorbing cloud and N is the column density. The column

density is the number of absorbing atoms in a column of unit cross section in the

direction of the observer. From Eq.2.23, it is possible to derive:

τν = N

√
πe2

mec

f

∆νD
H(a, x) = τν,0H(a, x) (2.24)

where τν,0 is the optical depth at the center of the line.

Fig.2.3 shows how the absorbing line profile changes by varying the temperature T

and column density N of the absorbing gas. As the T increases, τν,0 decreases and

the line becomes broader. For an increasing N instead, τν,0 increases and the line

becomes deeper, until it becomes completely opaque in the center (Fν,0 = 0); at this

point, the contribution of the wings of the line profile is negligible and augmenting

the number of absorbing atoms does not increase significantly the line width. The

line is said to be saturated.

If N further increases, the contribution of the wings becomes important and the line

profile becomes broader.

I will better discuss this issue in Section 2.3.
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Figure 2.3: Line profiles as temperature T or column density N of the absorbing gas

is changed. (Courtesy of Prof. S. Cristiani).

2.3 Equivalent Width

In a regime of low spectral resolution, when it is not possible to resolve properly the

line profile, it can be useful to measure the equivalent width of the line.

The equivalent width is by definition the width of a rectangle with a unitary height

and area equal to the one subtended by the spectral line with respect to the contin-

uum. Its definition is given by the formula:

W (λ) =

∫ (
1− Fλ

Fλ,0

)
dλ (2.25)

where Fλ is the observed flux in the wavelength range of the absorption and Fλ,0 is

the continuum level.

The observed equivalent width Wobs is related to the rest-frame one Wr by the for-

mula Wobs = Wr(1 + z).

Increasing the number of absorbing atoms, the line profile changes, as already de-

scribed in Section 2.2. To summarize, there are three regimes, listed according to

an increasing absorber column density:

• Linear regime: the line is optically thin at every wavelength;

• Saturated regime: the line becomes optically thick in the center and, as the

flux in the core cannot be less than zero, the line becomes saturated. The

Voigt profile is dominated by the Doppler one;
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Figure 2.4: In the central panel, it represented the curve of growth for H i Lyα1215

for different values of Doppler parameter bth. The three different regimes are repre-

sented with their corresponding line profiles, as described in the text. The figure is

taken from Petitjean (1998).

• Damped regime: the line becomes saturated also in the wings and the Voigt

profile is dominated by the Lorentzian one.

This behaviour is shown in Fig.2.4 .

The curve of growth is a relation between the equivalent width and the number

of absorbing atoms, expressed in column density.

In the different regimes of the curve of growth, the equivalent width has these de-

pendences:

• linear regime, W ∝ N. When the line is optically thin, increasing the column
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density produces a linear increase in the equivalent width. The line profile

is dominated by the core contribution (Doppler broadening) and W does not

depend on bth.

• saturated regime, W ∝
√

ln N. The equivalent width grows very slowly with

N, as the line core is saturated. The contribution of the wings is still negligible

and W is sensitive to bth.

• damped regime, W ∝
√

N. The equivalent width is again sensitive to N and its

increase is due to the wings, which become broader due to collisions between

particles.

For these reasons, physical information about the absorbing gas can be extrapolated

by constructing the curve of growth, especially when different lines of the same ion

are available. In fact, column densities can be derived directly from the curve of

growth, if not in the saturated regime. In the presence of a multiplet, with one line

in the saturated regime and the other in the linear one, for example, constraints also

on bth (temperature), can be extrapolated.

2.4 Voigt Profile Fitting

For low resolution data, the equivalent width is the unique tool in order to gain

some information on the gas physical state.

In a regime of high resolution, (FWHM < 25 km s−1), where typical Lyα lines are

well resolved, the line shapes are found to be approximated by Voigt profile.

The Voigt profile cannot be solved analytically, but there are different fitting codes,

available to the users, which can solve the profile numerically, such as VPFIT (Car-

swell and Webb, 2014) or FITLYMAN (Fontana and Ballester, 1995).

The standard approach to Voigt profile Fitting (Webb, 1987; Carswell et al., 1987) is

based on a decomposition of the spectrum into as many single Voigt profile compo-

nents as are necessary to minimise the χ2 and to make the χ2 probability consistent

with random fluctuations. The observable quantities derived by the fit are basically

the column density, the Doppler parameter and the redshift of each Voigt compo-

nent.

For saturated lines, higher order transitions can be fitted simultaneously in order to
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provide additional constraints. Given enough spectral resolution and assuming that

Lyα clouds are discrete entities, the profile fitting technique is the most meaningful

method for extracting information from the spectra. As described in Section 2.2,

if the gas particles have a Gaussian velocity distribution function, due to thermal

motions plus any contribution from turbulence, line shapes are well described by

the Voigt profile. Unfortunately, in more realistic cases, there can be density or ve-

locity gradients that can invalidate the assumptions of the Voigt profile fitting. For

this reason, derived parameters can have less immediate physical meaning. Possible

sources of non-thermal distortions are rotational motions, gravitational collapse or

galactic outflows, which have been discussed in terms of the likely line shape they

produce (Weisheit, 1978; Prochaska and Wolfe, 1997; McGill, 1990; Meiksin, 1994;

Rauch et al., 1996; Fransson and Epstein, 1982; Wang, 1995), but the applications

of these studies have proven difficult because of the lack of realistic prototypical

models for the actual line formation.

Non-Voigt profiles can still be fitted by single Voigt components and the information

about nonthermal motions is encoded in the spatial correlations between individual

profiles (Rauch et al., 1996).

2.5 Apparent Optical Depth (AOD) Method

The Apparent Optical Depth (AOD) method (Savage and Sembach, 1991; Sembach

and Savage, 1992) is another technique which allows the user to derive column den-

sities from absorption systems. It has gained popularity as it is a quick and reliable

method for measurements in a regime of unsaturated absorption profiles, without

requiring the prior knowledge of the component structure. This is very important

when dealing with low resolution data.

Consider an absorption line having an optical depth τ(λ); in the spectrum it will

appear as:

F (λ) = F0(λ)e−τ(λ) (2.26)

where F and F0 are the observed flux and the continuum flux respectively.

The absorption feature is actually measured with an instrument, which has its own

response φI(∆λ). The actual observed spectrum is a convolution between the in-

trinsic spectrum and the instrumental response:

Fobs(λ) = (F0e
−τ(λ))⊗ φI(∆λ) (2.27)
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which can be rewritten as:

Fobs(λ) = F0[e−τ(λ) ⊗ φI(∆λ)] (2.28)

as the intensity of the continuum F0 is expected to change very slowly over the

spectral width of the instrumental response.

From Eq.2.26 and 2.28 it is possible to define:

τ(λ) = ln

(
F0(λ)

F (λ)

)
(2.29)

and

τa(λ) = ln

(
F0(λ)

Fobs(λ)

)
(2.30)

τ(λ) is the true optical depth, as determined from the true line profile; τa(λ) is the

so-called apparent optical depth, which is a blurred version of the true one.

From Eq.2.28 and 2.30, we can rewrite:

τa(λ) = ln

(
1

e−τ(λ) ⊗ φI(∆λ)

)
(2.31)

For τ(λ) � 1, the equation is equal to τa(λ) = τ(λ) ⊗ φI(∆λ). If the spectral

resolution is high compared to the line width, that is FWHM[line] � FWHM[φI ],

then τa(λ) ≈ τ(λ), as long as the measurements have high S/N and the continuum

level is well defined.

Note that, in the cores of strong absorption lines, if the flux is very small, there

will be great uncertainties in the measure of the optical depth; for this reason, this

method becomes not reliable in presence of a saturated line, because it is impossible

to recover the real optical depth that produced a flux equal to zero.

The AOD method relies on the connection between the optical depth and the col-

umn density, as described in Eq. 2.24.

If we consider a velocity-resolved flux profile, then we can write:

τ(v) =
πe2

mec
fλN(v) = 2.654× 10−15fλN(v) (2.32)

where λ is in Angstroms and N(v) is in atoms cm−2 (km s−1)−1.

The total column density of the absorption feature is given by solving Eq. 2.32 for

the N(v) and integrating along the velocity range of the absorption line:

N =

∫
N(v)dv =

mec

πe2fλ

∫
τ(v)dv =

mec

πe2fλ

∫
ln
F0(v)

F (v)
dv (2.33)
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This method requires no prior assumption on the velocity distribution of the gas,

unlike other methods.

It is possible to rewrite Eq. 2.32 and 2.33 in this way:

log[Na(v)] = log τa(v)− log(fλ) + 14.576 (2.34)

and

Na =

v+∫
v−

Na(v)dv (2.35)

where v− and v+ are the velocity limits of the absorption line.

As τa(v) is the instrumental blurred version of τ(v), in the same way Na(v) is the

instrumental smeared version of N(v).

Na(v) and N(v) will have different values in presence of a saturated or unresolved

line. In the case of a saturated feature, it would be useful to compare the results of

Na(v) for two or more absorption lines of a given species, which differ in the product

fλ (Savage and Sembach, 1991; Jenkins, 1996).

The AOD method provides a reliable measure of the column density for spectra with

S/N & 20, while it will likely overestimate the value of N, if applied to data with low

S/N (Fox et al., 2005). This overestimation results from the non-linear relationship

between the flux on a given detector pixel and τa(v) in that pixel.

In order to lessen the distortion, one artifice can be to rebin the spectrum before

the measurement, since the rebinning process increases the S/N. Unfortunately, the

gain in the accuracy of Na(v) is made at the expense of resolution, so the kinematic

information is lost.

In case of marginally resolved lines, instead, the value of the apparent column den-

sity will be underestimated at high line depths, since the high optical depth pixels

are smoothed to a lower value of the apparent optical depth. The low-resolution

effect works in the opposite direction to the S/N effect (Fox et al., 2005).

For a more detailed discussion about the accuracy of Na(v) as a function of the line

depth or S/N, I refer the reader to the above mentioned paper.

Apart from the problems related to the goodness of the data, the AOD method

has important advantages with respect to the curve of growth or line profile fitting,

which are summarized here:

• it is computationally simpler;
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• it provides significant information about the velocity dependence of line satu-

ration;

• it is easily applicable in situations of multiplet components, where the curve

of growth or the line fitting analysis are not manageable, due to a kinematical

complexity along the line of sight;

• in case when only a single unsaturated line is present, the integration of Na(v)

over velocity provides a better lower limit to the column density than a simple

equivalent width measurement.

2.6 Classification of QSO absorption lines

Intervening gas clouds between the background QSO and the observer give rise to

absorption features in the spectrum of the QSO. There is a standard classification

scheme that divides absorption systems into four categories according to their neu-

tral hydrogen column density.

Gas clouds with NHI ≤ 1017 cm−2 are called Lyα forest absorption systems, which

produce very sharp absorptions.

From 1017 ≤ NHI ≤ 1019 cm−2 they are called Lyman Limit systems (LLSs). These

systems are thick enough that the gas is opaque to photons capable of ionizing Hi,

those with energies greater than 13.6 eV. For this reason, they are defined by a sharp

break in the spectrum at the Lyman limit (912 Å). In these systems there is some

neutral hydrogen remaining, screened by the outer layers.

Absorption lines with NHI ≥ 2 × 1020 cm−2 (Wolfe et al., 1986) are called damped

Lyman α systems (DLAs), because of the pronounced damping wings in their ab-

sorption profiles. They are assumed to be characterized by an efficient self-shielding

at these column densities, so they are predominantly neutral. They are rarer than

LLSs and at low redshift they are usually associated with galaxies, as their column

densities are also typical of sightlines in the Milky Way. At higher redshift, they are

not always associated with a visible galaxy and they are thought to be associated

with progenitors of spiral discs.

Finally, systems with 1019 ≤ NHI ≤ 2×1020 cm−2 are classified as sub-DLAs (Péroux

et al., 2003; Dessauges-Zavadsky et al., 2003) or also as super-LLSs (Prochaska et al.,

2006). These systems are characterized by line profiles with damping wings as DLAs,
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but they are different from them, as they are not totally neutral, but they are par-

tially ionized.

Classifications are, of course, not exclusive; DLAs systems will produce also the

Lyman break, for example.

Metal lines have been observed associated to all of the four classes. Different ion-

izations states can provide complementary information, as low- and high-ionizations

states trace gas at different temperatures and densities. In general, high-column

densities absorbers can exhibit both weakly and highly ionized species, while low-

column densities absorber tend to be associated with highly ionized gas.

The most common absorption features are Mg ii (e.g., Berg et al., 2017; Lundgren

et al., 2013, 2015; Steidel and Dickinson, 1992; Nestor et al., 2003), O vi (e.g., Schaye

et al., 2000; Simcoe et al., 2004; Aguirre et al., 2008; Frank et al., 2010; Bergeron

and Herbert-Fort, 2005) and C iv (e.g., Cowie et al., 1995; Songaila, 1998; Tytler

et al., 1995; Schaye et al., 2003; Ellison et al., 2000; Pieri et al., 2006; D’Odorico

et al., 2010, 2016), but also Si iv, Si iii,C iii and N v (e.g., Schaye et al., 2003;

Aguirre et al., 2004; Fechner and Richter, 2009).

Lines, such as Mg ii and C iv, have rest-frame wavelengths longer than the Lyα

line, so they are easily observable, as they are not embedded in the thick Lyα forest,

like O vi. Especially C iv can be easily observed in the optical band at z & 1.2.

The ionization thresholds of the these species are different, suggesting that they

trace different gaseous environments. Lines, like Mg ii or the Lyα itself, may trace

a relatively cold phase with a temperature T ∼ 104 K, while species like C iv or

O vi are associated to a hotter phase at a temperature T ∼ 105 − 107 K.

Thus, studying different metal absorption line systems is very important for under-

standing the different phases of the IGM, their evolution and their connection with

galaxies and their feedback.

In this thesis, I focused mainly on this last issue.
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Chapter 3

Physical and chemical properties

of the IGM

In this chapter, I will describe some of the properties of the IGM and the underlying

physics.

3.1 The Gunn-Peterson Test

The Gunn-Peterson effect is a probe of the reionization history of the Universe. It

was first proposed by Gunn and Peterson (1965) as a test to verify the presence of

a uniform component of neutral Hydrogen in the IGM, that would have produced

an absorption trough in the region blueward of the Lyα emission line in the spectra

of high redshift QSO.

When the first observations of high redshift QSOs (e.g. Schmidt, 1965) did not show

the expected trough, Gunn and Peterson (1965) concluded that either the Universe

was roughly “empty”and by the time the Lyα forest is observed, the majority of the

matter has condensed into galaxies, or most of the Hydrogen was not in the neutral

form, where it can produce the Lyα absorption, but was fully ionized.

I now explain what are the physical mechanisms behind the Gunn-Peterson trough.

Considering that light travels towards the observer along a light path given by the

formula:

dl

dz
=
c dt

dz
=
c

ȧ

da

dz
= c

a

ȧ(1 + z)
=

c

H0(1 + z)E(z)
(3.1)

with

E(z) =
√

ΩΛ,0 + Ωk,0(1 + z)2 + Ωm,0(1 + z)3 + Ωr,0(1 + z)4 (3.2)

25
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from equations of Section 2.2, we can derive the probability of a resonant scattering

of a photon in a proper spatial interval dl, which is:

dτ = nHI(z)σ(ν0(1 + z))dl (3.3)

where nHI(z) is the volume number density of neutral Hydrogen atoms of the ab-

sorbing cloud, σ(ν0(1 + z)) is the cross-section for the Lyα transition and ν0 is the

observed frequency of the transition for a scattering gas cloud placed at redshift z.

The total optical depth at a frequency ν0 is:

τGP =

z∫
0

nHI(z)σ(ν0(1 + z))
dl

dz
dz =

c

H0

z∫
0

nHI(z)σ(ν0(1 + z))

(1 + z)E(z)
dz (3.4)

Since the cross-section can be approximated by a Dirac delta function, this leads to:

τGP =
c

H0

∫
nHI(z)σ(ν0(1 + z))

E(z)

dν

ν
=

√
πe2f

meνα

nHI(z)

H0E(z)
(3.5)

where να is the Lyα resonance frequency. It is, then, possible to inverte the equation

and to derive:

nHI(z) = 2.4131 · 10−11hτGP (z)E(z) cm−3 (3.6)

In order to know how much gas is neutral or if it is mainly ionized, the mean total

Hydrogen number density n̄H must be computed. Assuming that the majority of

the baryons at a given redshift z are in the diffuse IGM gas, this can be expressed as:

n̄H(z) = (1− Y )(1 + z)3Ω0,bρ0,crit = 1.124 · 10−5(1− Y )(1 + z)3Ω0,bh
2 cm−3 (3.7)

where Y is the Helium fraction, Ω0,b is the baryon density parameter and ρ0,crit is

the present critical density.

This leads to:

nHI(z)

n̄H(z)
= 1.5 · 10−4hτ(z)E(z)

(1 + z)3

0.019

Ω0,bh2
(3.8)

If we consider a matter-dominated Universe, an approximation valid at high red-

shift, the above formula becomes:

nHI(z)

n̄H(z)
= 1.5 · 10−4hτ(z)

0.019

Ω0,bh2
(1 + z)−3/2 (3.9)

If we observe a residual flux in the region blueward of the Lyα line of the order of

10% of a QSO spectrum at z = 6, for example, which corresponds to τ ∼ 2.3, we



3.1. THE GUNN-PETERSON TEST 27

Figure 3.1: Optical spectra of 4 QSOs at z > 5.8 in the observed frame. Residual flux

in the region blueward of the QSO Lyα emission line is observed in each spectrum

and it is considered as an evidence of the ionized state of Hydrogen gas. Figure

taken from Becker et al. (2001).

can infer:
nHI(z)

n̄H(z)
∼ 10−6 (3.10)

The Lyα scattering cross-section is so big, that even a tiny fraction of neutral Hy-

drogen would produce a significant absorption in a QSO spectrum, resulting as a

trough in the region blueward the Lyα. Observing some residual flux in this region,

even if small, is the evidence that the Universe is fully ionized.

In Fig.3.1, four QSO spectra at z > 5.8 are shown. The Lyα absorption strongly

evolves with redshift, approaching nearly a trough, but the flux does not completely

drop to zero. This is an evidence that at z ∼ 6 the Universe is ionized, even if the

significant drop in the absorption suggests that we are not very far from the end of

the epoch of reionization.
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3.2 General properties of absorption lines

3.2.1 Column density distribution

The column density distribution function, that is the number of absorption systems

in a given column density bin at a certain redshift, provides similar information for

the IGM as the luminosity function for galaxies.

As described in Chapter 2, there are different methods to derive the column density

of an absorption system. In presence of high resolution data, Voigt profile fitting

provides the best analysis of absorption features, because it decomposes the line pro-

file in the various single components, giving information on their velocity structure.

Measurements using the curve of growth method are just an integrated measure of

the total system, instead.

The H i column density range measured so far is in the interval 1012-1022 cm−2;

lower column densities are difficult to detect, while an upper limit is predicted by

Prochaska et al. (2005).

The functional form for the distribution function was recognized by Tytler (1987)

to be a power-law, dN/dNHI ∝ N−βHI with β = 1.5− 1.7 (Hu et al., 1995; Kim et al.,

2002a; Tytler, 1987).

Fig. 3.2 shows the Lyα column density distribution function determined by Kim

et al. (2013), using absorption systems in the redshift range 2.2< z <3.2.

The drop of the function at low column densities is due to sensitivity, while the

flattening at NHI >1018 cm−2 is due to self-shielding. The H i column density distri-

bution function does not show a strong evolution in redshift (e.g., Kim et al., 2013;

Williger et al., 2010; Rahmati et al., 2013). For example, Rahmati et al. (2013) show

that the predicted function evolves only weakly from z = 5 to z = 0. Only below

the Lyman limit range, the number of absorbers at z > 3 slightly increases with z

as the Universe becomes denser while the UV background intensity remains similar.

At lower redshift, the combination of decreasing UV background and the expansion

of the Universe results in a non-evolving H i column density distribution function.

3.2.2 Doppler parameter distribution

The Doppler parameter distribution shows that the majority of Lyα systems falls in

the interval 15< bobs <60 km s−1 (Atwood et al., 1985; Carswell et al., 1991; Rauch

et al., 1992; Hu et al., 1995; Lu et al., 1996; Kim et al., 1997; Kirkman and Tytler,

1997), as shown in Fig.3.3.

As described in Chapter 2, bobs is not a direct measure of the gas temperature,
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Figure 3.2: Hi column density distribution function for absorption features in the

redshift ranges 2.2 < z <2.6 and 2.8< z <3.2. The Lyα-only fits are shown as solid

lines, while the higher order Lyman fits are marked as dashed lines. The drop at

low column densities is due to sensitivity. Figure taken from Kim et al. (2013).

Figure 3.3: Hi Doppler parameter distribution function for absorption features in dif-

ferent redshift ranges. No strong evolution is observed. Figure taken from Janknecht

et al. (2006).
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Figure 3.4: The bobs-N distribution at three different redshifts. Dotted lines indicate

the NHI ranges considered in the work by Kim et al. (2002b). Dot-dashed lines

represent the lower NHI fitting threshold actually used in the fit, above which in-

completeness is negligible. Solid line marks the lower cutoff in the bobs distribution.

This cutoff shifts at lower values for increasing redshift. Solid lines and dashed lines

represent two different fitting methods, as described in Kim et al. (2002b). Figure

taken from Kim et al. (2002b).

because it contains also the information about turbulent motions. Nevertheless, it

provides an upper limit for the gas temperature.

Fig.3.4 reports the bobs-N distribution at three different redshifts, taken from Kim

et al. (2002b). At a fixed column density, the bobs parameter shows a wide spec-

trum of possible values with a lower limit (solid line), which slightly increases with

redshift. This lower limit to the line width is directly set by the thermal state of

the gas. In fact, lines cannot have a width smaller than the value set by its thermal

motions (see Eq. 2.18).

The fit to the lower cutoff increases slightly with the column density and this is

a consequence of the equation of state of the low-density gas (Hui and Gnedin,

1997; Schaye et al., 1999). For overdensities δ . 10, the temperature of the gas

is predicted to be tightly correlated to its overdensity. The relation is defined by

T = T0(1 + δ)γT−1, where T is the gas temperature, T0 is the gas temperature at the

mean gas density and γT − 1 is constant at a given z. Assuming ionization equilib-

rium, this relation is driven by the competition between photoionization heating of

the UV radiation background and adiabatic cooling due to the Universe expansion

and it strongly depends on cosmology and reionization history. In fact, the earlier

the epoch of reionization, the lower the gas temperature at a given redshift, except

in the case where the reionization happens at very high redshift (z >10). In this

case, the temperature-density relation approaches an asymptote. Moreover, also

the slope of the relation depends on the epoch of reionization, becoming steeper the
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earlier the Universe reionizes.

The observational equivalents to T and δ of this relation are bobs and NHI, respec-

tively.

The mild redshift evolution of the cutoff fit is related to the conversion from theo-

retical overdensity to observed column density. Davé et al. (1999) derived a simple

relation between δ and NHI given by the formula:

NHI ∼ [0.05(1 + δ)100.4z]1.43 × 1014 cm−2 (3.11)

The overdensity associated to a given NHI increases for decreasing redshift. The

explanation behind this change is related to the expansion of the Universe and to

the consequent drop of the value of the mean gas density.

3.2.3 Number density evolution

If the column density and Doppler parameter distributions show only a mild evolu-

tion with the redshift, this is not the case for the line number density, defined as the

number of absorption systems above a threshold column density per unit redshift.

Empirically it is described as:

dn

dz
=

(
dn

dz

)
0

(1 + z)γ (3.12)

where (dn/dz)0 is the local comoving number density of the Lyα forest. The number

density evolution of the Lyα forest in the column density range NHI = 1014 − 1017

cm−2 by Kim et al. (2013) is shown in Fig. 3.5.

It is clear from the picture that there is an abrupt change in the slope of the relation.

At high redshift (z >1.5), the observed relation is fitted by dn/dz = 6.1(1+z)2.47±0.18,

while at lower redshift Weymann et al. (1998) found dn/dz = (32.7 ± 4.2)(1 +

z)0.26±0.22.

The rapid change in the slope of the relation between low and high redshift is due to

the expansion of the Universe and to the changes in the UV background intensity.

At high redshift, the expansion of the Universe, which causes a rapid decline in the

gas density and so in the recombination rate, works together with an increasing UVB

intensity, strongly ionizing the gas and the neutral Hi fraction is lowered. At low

redshift, the UVB intensity drops, due to a decline in the star formation rate and

QSO space density. The fading of the UVB does not cooperate with the Universe

expansion anymore and this causes a consequent increase in the observed neutral

fraction (Davé et al., 1999).
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Figure 3.5: Number density evolution of the Lyα forest in the column density range

NHI = 1014− 1017 cm−2. Lines are fits obtained by considering different subsamples

of data or they are predictions obtained under different assumptions, as explained

in Kim et al. (2013). Figure taken from Kim et al. (2013).

3.2.4 Characteristic sizes of absorbers

The characteristic size of absorption systems is of the order of the local Jeans length

(Schaye, 2001). The characteristic size is defined as the size of the region for which

the density is of the order of the characteristic density of the absorber.

Consider a gas cloud with a characteristic density nH . The dynamical or free-fall

time is defined as:

tdyn =
1√
Gρ
∼ 1015

(
nH

1cm−3

)−1/2(
1− Y
0.76

)1/2(
fg

0.16

)1/2

s (3.13)

where G is the gravitational constant, Y is the Helium mass fraction and fg is the

gas mas fraction.

The sound crossing tsc is defined, instead, as:

tsc =
L

ccs
∼ 2.0× 1015

(
L

1kpc

)(
T

104K

)−1/2(
µ

0.59

)1/2

s (3.14)

where ccs is the sound speed and µ is the mean molecular weight.

In hydrostatic equilibrium, tdyn ∼ tsc and this defines a characteristic length called

the Jeans length:
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LJ =
ccs√
Gρ
∼ 0.52n

−1/2
H

(
T

104K

)1/2(
fg

0.16

)1/2

kpc (3.15)

To make a connection with observation, it is possible to define a “Jeans column

density ”:

NH,J = nHLJ ∼ 1.6× 1021n
1/2
H

(
T

104K

)1/2(
fg

0.16

)1/2

cm−2 (3.16)

In general, tdyn ∼ tsc only locally, but not for the cloud as whole. In fact, the

Jeans length is defined for spherical clouds and not for typical growing density

perturbations, for which the collapse is not synchronized along the three spatial

directions.

Large departures from hydrostatic equilibrium do occur when the pressure changes

on a timescale shorter than the dynamical time. This is what happens, for example,

during the reionization epoch, where a sudden increase in the IGM temperature is

translated in a sudden increase of the Jeans length and until forces do not restore

local hydrodynamical equilibrium, the gas can be clumpy on scales smaller than the

Jeans length.

3.2.5 Clustering

An important question is if Lyα absorbers trace the same large scale structure as

galaxies or if they are more randomly distributed. A simple measurement of the

clustering is given by the two point correlation function of absorbing lines in red-

shift (velocity) space along the line of sight, that is defined as the excess probability

of finding another absorbing line in an infinitesimal redshift interval δz at a redshift

separation ∆z from the first one at z1:

δP (∆z) =

(
dn

dz

)
z1

[1 + ξ(∆z)]δz (3.17)

Thus ξ(∆z) can be derived by counting pairs of lines at different redshift separa-

tions.

It has been found that significant clustering signal is detected only at small sep-

arations ∆v . 300 km s−1 (e.g., Rauch et al., 1992; Cristiani et al., 1997). The

clustering amplitude ξ(100 km s−1) ∼ 0.5 is much lower than the measured one

for local galaxies at the same spatial distance, assuming that ∆v ∼ H0∆r. The

amplitude of ξ increases with the Hi column density (Cristiani et al., 1995, 1997).

Unfortunately, due to line blending, the clustering signal at small separations can
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be drastically underestimated (Rauch et al., 1992).

The indication is that Lyα forest seems not to be as strongly clustered as galaxies.

Other methods can also be used. For example, it is possible to derive ξ from the

power spectrum of the normalized transmitted flux F (λ) = e−τ(λ). The normalized

flux F (λ) in a wavelength range is Fourier transformed and a power spectrum as

a function of k (the wavenumber corresponding to a certain redshift separation) is

obtained.

Another interesting method is given by the void probability function, designed to

detect voids in Lyα forest. If Lyα lines have a Poisson distribution along the line of

sight, then the probability of a gap of ∆z in the redshift distribution is:

P (z,∆z) = e−
(
dn
dz

)
∆z (3.18)

Any deviations from this distribution is a signal of clustering. Carswell and Rees

(1987) found that voids with dimensions as great as those in galaxy distributions

(∼ 50 h−1 comoving Mpc) are extremely rare for Lyα forest, showing no strong

clustering signal. This result has been confirmed also by other studies based on

larger dataset than the one by Carswell and Rees (1987).

3.3 Early Models of IGM

Different models have been proposed for describing the physical structure of the

IGM and its origin. In this section, a brief review of the most influential models is

given.

3.3.1 Pressure confinement

The first model, which was proposed, was the one in which absorption features are

produced by cold (T ∼ 104 K) discrete clouds, which are pressure-confined by a

hotter and more tenuous medium (Sargent et al., 1980).

These two components are considered to be in pressure equilibrium. Since the

Universe expands, the pressure of the hot ambient gas must drop as P ∝ ρT ∝
(1+z)5 for adiabatic expansion. Consequently, as the temperature of the cold phase

is roughly constant, as derived from observed Doppler parameters, the density of

cold clouds must drop as ρcold ∝ (1 + z)5.

One motivation to this model at the time was that the hot ambient gas needed to

confine cold clouds could also be responsible for the observed X-ray background.

This model suffered from different problems. First of all, the observed Hi column
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density range (1013 < NHI < 1016 cm−2) requires ±9 orders of magnitude in the

cloud mass (NHI ∼ nHIRcloud ∼M
1/3
cloudJ

−1P−5/3, with J the ionizing flux and P the

gas pressure) or a factor ∼100 for the pressure. Both values are quite difficult to

realize.

Moreover, this hot component would produce strong distortions in the CMB, which

are not observed. Finally, there is now evidence that the X-ray background is formed

by discrete sources rather than a diffuse medium.

Although this model has been discarded, pressure confinement may happen for some

systems in galaxy halos.

3.3.2 Gravitational confinement

Self-gravity. Self-gravitating clouds were first proposed by Melott (1980) and Black

(1981) in alternative to pressure confinement. In particular, Black (1981) studied

the properties of this clouds and he found that in order to be consistent with ob-

servations, they had to be very extended (±1 Mpc). They must be truncated by an

external medium or large enough to overlap and provide their own boundary pres-

sure. In this model, Lyα clouds are due to strong internal gradients of the neutral

gas density rather than to a transition between different gas phases. The model met

some scepticism as the sizes of the absorbers were too large and it had some prob-

lems also in reproducing the column density distribution (Petitjean et al., 1993).

Cold dark matter minihalos. The advent of theories of gravitational structure

formation, where large-scale structures are produced by gravitational instability, led

to the hypothesis that also Lyα clouds were related to this larger frame. All the

physical parameters for the absorbers can be predicted as a consequence of cosmo-

logical models.

In small dark matter halos, the gas is stable if the potential well is too shallow for

the photoionized gas to cool and collapse, but deep enough for the gas not to escape.

CDM minihalos are more compact than the self-gravitating clouds of previous model,

because of the larger dark matter gravity.

Because of the large density range for perturbations, a large interval in column den-

sities can be produced and since minihalos are constantly produced from collapse

and destroyed by merging, some evolution in the absorber number density is ex-

pected.

Since minihalos have generally Mhalo < M∗, where M∗ is the mass corresponding to

the characteristic luminosity L∗ of the luminosity function, they are also expected

to be weakly clustered.
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3.4 Lyα forest in hierarchical models

The minihalo model is obviously an oversimplification, as the collapse in hierarchi-

cal models is highly non-spherical, but it proceeds from sheets to filaments to halos.

At any given time, the Universe consists of halos, filaments and sheets and density

perturbations still in the linear regime. All these structures can produce absorption

features in QSO spectra, as long as the H i column density is sufficiently high. For

this reason, it is more correct to consider Lyα absorbers arising from the entire

cosmic density field rather than being discrete clouds.

This change of notion started with Bi and collaborators (Bi et al., 1992; Bi, 1993; Bi

and Davidsen, 1997); they realized that optical depth fluctuations corresponding to

linear density fluctuations in the IGM can give a realistic representation of the Lyα

forest, while higher column density systems may be produced by collapsed objects.

Their semianalytical work is based on a log-normal density fluctuation field. For low

densities, the collapse of baryons differs from the DM collapse for the presence of

gas pressure, which acts in smoothing the baryon distribution on scales lower than

the Jeans length.

Bi and collaborators treated the pressure as a modification of the baryon power

spectrum, suppressing power at scales smaller than than λJ :

δb(k) =
δDM

1 + k2(λJ/2π)2
(3.19)

where k is the wavenumber and δDM is dark matter overdensity.

From the 1990s, hydrodynamical simulations became sufficiently realistic to be able

to predict the physical properties of the Lyα forest. By analysing simulated QSO

spectra generated piercing artificial slices of Universe, it became possible to exam-

ine the correspondence between Lyα absorbers and the physical properties of the

underlying gaseous structure. The generic picture that emerged is that low column

density systems (NHI < 1014 cm−2) arise from sheet-like structures. Low column

density gas remains unshocked and just bounces back because of hydrostatic pres-

sure.

Higher column density systems (NHI ∼ 1014 cm−2) arise in more filamentary struc-

tures, while increasing the column density, absorbers become more and more spheri-

cal (NHI > 1016 cm−2), entering in a regime where absorbers correspond to minihalos.

The visual appearance of all these different systems has been described as a “Cosmic

Web ”(Bond and Wadsley, 1997).

Simulations have been quite successful in reproducing the overall observational prop-

erties of absorbers, even if a lot of questions, regarding for example the metal en-
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richment or the epoch of reionization, are still open and a lot of work has still to be

done.

3.5 Statistics of the transmitted flux

Absorption line parameters, derived for example from Voigt profile fitting, give in-

formation on the physical characteristics of absorption systems. A more straightfor-

ward and direct analysis of the IGM can be made treating the flux as a continuous

field and by measuring its statistical properties, such as the mean transmitted flux,

the flux Probability Distribution Function (PDF) and the flux power spectrum. The

correlation between the optical depth and the density can be made considering the

Fluctuating Gunn Peterson Approximation (FGPA), a generalization of the Gunn-

Peterson absorption, which assumes adiabatic expansion of a gas in photoionization

equilibrium and obeying to a tight temperature-density relation. The FGPA is use-

ful for modeling the large-scale clustering of the Lyα forest. At small scales, it is

highly approximated, as it ignores the redshift space distortions due to gas peculiar

motions. According to FGPA, the Lyα optical depth is proportional to:

τ ∝ T−0.7
0 Γ−1

HI ∆2−0.7(γ−1) (3.20)

where T0 is the gas temperature at the mean density, ΓHI is H i photoionization rate,

∆ is the overdensity and γ is the slope of the temperature-density relation.

3.5.1 Mean transmitted flux

The mean transmitted flux is the most basic observable of the Lyα forest and it is

defined as:

〈F 〉 = 〈e−τHI 〉 = e−τeff (3.21)

where 〈〉 indicates the mean value averaged over wavelength and τeff is called the

effective optical depth. Note that τeff is not the average of the optical depth. Kim

et al. (2013) derived an empirical relation for the evolution of the mean transmitted

flux as a function of the redshift from their sample of H i absorption systems at

1.7 < z < 4. The best fit to their data is:

τ effHI = (0.0023± 0.0007)(1 + z)3.65±0.21 (3.22)

in good agreement with previous measurements from the literature.
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3.5.2 Flux PDF

The flux PDF is by definition the number of pixels which have a flux between F

and F + ∆F for a given flux F divided by the total number of pixels (Jenkins and

Ostriker, 1991; Rauch et al., 1997; McDonald et al., 2000; Kim et al., 2001).

The flux distribution encodes the information of the spatial distribution of the un-

derlying matter and the thermal state of the IGM (Becker et al., 2007). However,

it is largely sensitive to continuum fitting and contamination by metal absorption

lines in the Lyα forest.

Analysis of the flux PDF compared to numerical simulations has suggested a possi-

ble inverted temperature-density relation at high redshift (z ∼ 2− 3), meaning that

underdense regions may be hotter than generally assumed and the thermal state of

the low density IGM is substantially more complex (Bolton et al., 2008; Viel et al.,

2009; Calura et al., 2012). Different conclusions are instead reached by the study

presented in Lee et al. (2015). Radiative transfer effects during He ii reionization by

QSOs are the most plausible explanation to this suggested inverted relation.

3.5.3 Flux power spectrum

The flux power spectrum PF (k) can be used to infer the matter power spectrum

P (k) (e.g., Croft et al., 1998, 2002; Viel et al., 2009). Following the FPGA, there is

a strict correlation between the observed flux F and the gas density along the line

of sight, which in turn traces also the dark matter density profile, because pressure

gradients are small in the diffuse cool gas of the Lyα forest.

The 3D flux power spectrum can be recovered from the observed 1D flux power

spectrum along the line of sight according to:

PF (k) = −2π

k

d

dk
PF,1D(k) (3.23)

PF,1D(k) is measured by decomposing the absorption spectrum into Fourier modes

and by measuring their variance as a function of the wavenumber. The underlying

assumption is that PF,1D is isotropic, which, in practice, is not correct at small scales

where peculiar velocities and gas thermal motions are important. Then:

P (k) = b2(k)PF (k) (3.24)

b2(k) is the bias function and it is inferred from simulations in order to reproduce

the observed PF (k). It is fixed by matching the effective optical depth at the redshift

under consideration. As already said, the measurement of τeff is strongly dependent
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on the continuum fitting; for this reason, b(k) is less constrained than PF (k).

3.5.4 Lyα forest as a cosmological probe

Lyα forest and its statistical properties can be used as an important and comple-

mentary tool to set cosmological constraints. It is a probe of the matter power

spectrum in the mildly non-linear regime and it has demonstrated to be powerful in

measuring the position of Baryonic Acoustic Oscillations (BAO) (Busca et al., 2013;

Slosar et al., 2013). Busca et al. (2013) report, for example, the detection of the

BAO feature in the 3D correlation function of the transmitted flux in the Lyα forest

of high-redshift QSOs (2.1≤ z ≤ 3.5) from the BOSS survey. The peak is seen at

a position of 1.01 ±0.03 times the expected distance for BAO in concordance with

ΛCDM model. Using Lyα forest instead of galaxy pairs for measuring BAO has

certainly some interesting differences. First of all, galaxies surveys provide cata-

logues of positions that correspond to points of high-overdensities, while the forest

provides an unbiased sample of points where the absorption is measured. Moreover,

the forest is observable in a redshift range not accessible to galaxy surveys and where

non-linear processes are less important in the theoretical modeling of cosmological

structure formation.

McDonald et al. (2005) used PF (k) to provide a measurement of the linear mat-

ter power spectrum. They measured a linear power spectrum amplitude ∆2
L(kp =

0.009 s km−1, zp = 3.0) = 0.452+0.069 +0.141
−0.057−0.116 and a slope neff (kp, zp) = −2.321+0.055 +0.131

−0.047−0.102,

which correspond to σ8 = 0.85 and n = 0.94 for a ΛCDM model with Ωm = 0.3,

Ωb = 0.04 and h = 0.7.

Lyα forest can be used also to disentangle warm dark matter (WDM) scenarios. For

example, in Viel et al. (2013) they constrain the free streaming of WDM particles to

the lower limit mass mWDM & 3.3 keV, which leads to a free streaming mass below

which the mass function is suppressed of 2 × 108M�. This demonstrates that this

is not enough to solve the small scale crisis of cold dark matter.

3.6 UV Background

The lack of the Gunn-Peterson effect is a probe of the highly ionized state of the

IGM. There are two main processes by which the Universe can be ionized: collisional

ionization and photoionization. Nowadays it is believed that the IGM is predomi-

nantly ionized by the latter process, because otherwise the needed temperature of

the colliding particles would be too high to be consistent with the observed line
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widths.

Photoionization is a process in which atoms are ionized by an incoming photon. The

photoionization rate is indicated as Γ and its definition is given by:

Γ =

∞∫
νL

4πJ(ν)σ(ν)

hν
dν s−1 (3.25)

where σ(ν) is the photoionization cross-section, νL is the frequency at the Lyman

limit and J(ν) is the UV background intensity, expressed as erg s−1cm−2sr−1Hz−1.

The UV background is the net radiation field due to the integrated contribution

of all radiating sources. Thus, by measuring the UV background one can hope to

place constraints on the evolution of the source population with redshift. The pos-

sible ionizing sources are QSOs and galaxies. It is known that QSOs emit copious

quantities of photons and they play a major role in the IGM reionization. Despite

this, QSOs alone are not sufficient for providing all the UV flux needed to reionize

the Universe at the observed level, especially at redshift beyond ∼2, where the QSO

space density is observed to decline. In this context, galaxies may play an important

role, even if star-forming galaxies are dusty and it is quite difficult to estimate the

exact escaping fraction of UV photons from these sources. Bianchi et al. (2001)

estimated that the escape fraction is of the order fesc . 0.1 in order to match ob-

servations.

From an observational point of view, J(ν) can be derived from the QSO proximity

effect or from the measurement of the flux decrement. In the former method, one

focuses on the proximity region of the QSO, that is the region where the ionizing

flux emitted by the QSO itself is comparable to the background. Weymann et al.

(1981) noted that the number density of Lyα lines decreased as the redshift of the

absorption line approached that of the QSO. The interpretation of this so called

proximity effect is that near the QSO the absorbing clouds are more ionized than

average because of the local UV radiation produced by the QSO. The extent of this

proximity effect can be used to give constraints on J(ν). In fact, neglecting all the

gas motions, the Lyα optical depth at any point is given by:

τ prox =
τ off

1 + w(r)
(3.26)

where w(r) = ΓQSO/Γbkg, ΓQSO is the contribution to the photoionization rate due

to the QSO itself at a proper distance r from it, and τ off is the optical depth

that would be obtained if the QSO were turned off. Near the QSO, ΓQSO is large

(ΓQSO ∝ r−2) causing the observed statistical decrease of absorption lines. Bajtlik
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Figure 3.6: Observed measurements of Γbkg using the flux decrement method (red

circles) and the proximity effect (green squares). The horizontal bars, when present,

represent the redshift range over which the estimate applies. The vertical bars show

the uncertainties in the measurements. Figure taken from Faucher-Giguère et al.

(2008).

et al. (1988) developed a model for the variations of the density of absorption lines

near the QSO to estimate Γbkg.

The flux decrement method, instead, consists of a derivation of τGP ∝ Ω2
bh

3/Γbkg by

requiring that the mean flux decrement D = 1− e−τGP in a cosmological simulation

agrees with the observed mean decrement.

The proximity effect method has generally yielded measurements of Γbkg higher than

flux decrement estimates, suggesting unmodeled biases in one or both methods.

There are indeed potential sources of bias in the proximity effect method, mostly

owing to the peculiar environments in which quasars are thought to reside, that have

not generally been modeled in proximity effect analyses. The flux decrement method

is also not guaranteed to be unbiased, most importantly as it requires estimation of

the unabsorbed continuum level. This is difficult to do reliably, especially at high

redshifts where unabsorbed portions become increasingly rare, if existent at all, in

quasar spectra. This method is also sensitive to assumed cosmological parameters,

most notably Ωb, If an independent measurement of Γbkg is available, then the flux

decrement may be used to infer Ωb. Fig. 3.6 shows existing measurement of Γbkg

using both methods.

Theoretical computations of the UV Background were developed by Haardt and
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Figure 3.7: The Haardt and Madau (2012) predicted broadband extragalactic back-

ground, νJν , from quasars and galaxies at z =0 compared with observed determina-

tions at different wavelengths. Red points : data from Madau and Pozzetti (2000).

Blue points: data from Fazio et al. (2004). X− raypoints : data taken from Gruber

et al. (1999), Revnivtsev et al. (2003), Warwick and Roberts (1998),Kinzer et al.

(1997), Georgantopoulos et al. (1996), Vecchi et al. (1999), Lumb et al. (2002) and

De Luca and Molendi (2004)

Madau (1996, 2001, 2012), using the radiative transfer code CUBA. They consider

two main contributions to the UV background emissivity: discrete sources, such as

QSOs and galaxies, and also a diffuse emission of the IGM itself, due to H and He

recombinations lines, which produce a sawtooth modulation of the UVB spectrum.

The main differences between the models are the following: in Haardt and Madau

(1996) only the contribution of QSO is considered, while in Haardt and Madau

(2001) the contribution of galaxies is included and Haardt and Madau (2012) is a

refinement of this last background.

Fig. 3.7 shows the predicted UVB by Haardt and Madau (2012).
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3.7 IGM metal enrichment scenarios

Before the era of high resolution spectroscopy combined with large telescopes, QSO

absorption lines were classified into two categories: 1) metal enriched high H i col-

umn density absorbers; 2) metal-free low H i column density absorbers (NHI < 1017

cm−2). Thus, the IGM was thought to be chemically pristine. With the advent

of powerful spectrographs, like HIRES at the Keck telescope and UVES at the

ESO-VLT, absorption lines of the triply-ionised carbon doublet C iv (λλ 1548.204,

1550.778 Å), the most common metal transition found in QSO spectra, have been

observed down to NHI ≥ 1014.5 cm−2 at z ∼3, in the so-called Lyα forest (Cowie

et al., 1995; Tytler et al., 1995; Songaila, 1998).

As there is no in−situ star formation activity in the IGM, due its high temperatures

and low densities, and heavy elements are produced only by stars in galaxies, the

main questions were: how can the IGM be polluted by metals? Can its physical

properties shed light on the galaxy/IGM interplay? How far from galaxies can we

observe metals?

Two main scenarios have been proposed for the IGM metal-enrichment, such as

an early-enrichment by Population III stars at very high redshift (10 < z < 20) or

galactic outflows/winds at lower redshift (z∼ 2-3). Less consideration has gained the

dynamical removal by galaxy mergers, as it cannot account for observed present-day

mass metallicity relation (Aguirre et al., 2001).

In the first scenario, outflows from early protogalaxies drive the enrichment: metals

can easily escape from the shallow potential wells, polluting large comoving pristine

regions of the IGM. The enriched regions evolve following the Hubble flows likely

resulting in a uniform distribution of metals at the studied redshift (z ∼2-3).

The second scenario predicts an overdensity-metallicity relation (Aguirre et al., 2001;

Davé et al., 1998; Oppenheimer and Davé, 2006), resulting in a non-uniform metal

pollution of the IGM.

Observations of metal abundances can quantify this metallicity-overdensity relation,

constraining the enriching mechanism. Civ doublet can be used to trace the metal-

licity for different reasons: Carbon is the second most abundant metal element after

Oxygen and its omnipresence in QSO spectra indicates that it traces a gas phase

which is characteristic of many astrophysical gas environments. Moreover, it is quite

easy to observe, as it falls in a region redward of the Lyα forest, free from line blend-

ings, and observable in the optical band at z & 1.2.

To test observationally which enrichment scenario is the dominant one, efforts have

been concentrated on two main approaches: the investigation of the level of pollu-
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tion in the low density gas at overdensities of a few and the detection of metals in

the outskirts of galaxies.

The exploration of the low density regime has been attempted using two different

methods: the stacking method (Lu et al., 1998) and the individual pixel optical

depths (POD) of Lyα and C iv (Cowie and Songaila, 1998). Unfortunately, Ellison

et al. (1999) revealed that the stacking method suffers from severe limitations, as

the stacked signal in the C iv region is smoothed by random redshift differences

between C iv and Lyα absorption, due to gas peculiar motions, and any sign of low

metal pollution becomes difficult to recognize.

The observation of high S/N spectrum of the gravitationally lensed quasar B1422+231

(zem = 3.623) with the high resolution spectrograph HIRES at the Keck telescope

has lead to interesting considerations. Ellison et al. (2000) showed that the 5 σ de-

tection limit for C iv outside the Lyα forest in this object is Log(NCIV) ' 11.6 for a

Doppler value b = 13 kms and the column density distribution function corrected for

completeness is fitted by the same power law at least down to Log(NCIV) = 11.75,

without showing a downturn. The POD result is consistent with an almost constant

log(C iv/H i) ∼ −2.6 down to τ(Lyα) ∼ 2−3 which implies that there are more C iv

absorption systems with column densities below the detection limit. Only recently

it has been possible to observe another QSO with a very high S/N (D’Odorico et al.,

2016), which have shown that more than 40% of Lyα lines with column densities

down to Log(NHI)∼14 cm−2 have associated C iv absorption.

Further analyses based always on the POD technique have been carried out with

larger samples (Schaye et al., 2003; Aracil et al., 2004). In particular, Schaye

et al. (2003) measured the distribution of Carbon as a function of overdensity δ

and redshift z. They used the high S/N spectrum of B1422+231 plus other 18

objects observed at lower S/N in their study, combined to hydrodynamical sim-

ulations to convert the measurement of the relation between the optical depths

τCIV and τHI into a relation between [C/H], overdensity and redshift. They found

that the carbon abundance is spatially highly inhomogeneous and is well-described

by a log-normal distribution at fixed δ and z. They measure a median metallic-

ity of [C/H] ' −3.47 + 0.65(log δ − 0.5) + 0.08(z − 3) with a scatter σ([C/H]) '
0.76 − 0.23(log δ − 0.5) + 0.02(z − 3). They obtain a significant evolution with the

overdensity valid down to approximately the mean density, but no evidence for a

redshift evolution in the range z = 1.8 − 4.1. The statistical nature of this result

does not provide the information on the distribution and covering factor of metals

which could only be derived by a direct detection of the very weak metal lines and

their association with the corresponding Lyα lines.
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After the work by Ellison et al. (2000), the most ambitious surveys for weak associ-

ated metal absorption features, using Voigt Profile fitting of C iv lines, have probed

only the densest portions of Universe by detecting systems with LogN(CIV) & 12

associated to Log(NHI) & 14.5 and corresponding to overdensities of a few at z ∼ 3.

At lower H i column densities, no associated C iv absorption is detected (Cowie and

Songaila, 1998).

Also Ovi absorption could be used to trace the metallicity in the low density IGM

at z ∼ 2− 3 (e.g. Cen and Chisari, 2011), but its relevant absorption lines occur in

the same wavelength range as the Lyman forest and are easily blended with the H i

lines, which makes the detection of weak Ovi absorption very difficult (e.g. Bergeron

et al., 2002; Carswell et al., 2002; Simcoe et al., 2004).

On the other hand, galaxy/absorbers relations are constructed by searching for

metal absorptions along a quasar line of sight and the galaxies at matching redshifts

present in the field. Unfortunately, there are many results in literature concerning

galaxy/absorbers cross-correlations with controversial results and, in general, they

allow only a statistical insight into the problem. Furthermore, galaxy surveys are

flux-limited, introducing an unavoidable bias in the observed galaxy/absorbers re-

lations, as the faintest galaxies are missed.

The studies observationally carried out up to now both at high (e.g. Adelberger

et al., 2005; Steidel et al., 2010; Turner et al., 2014) and low redshift (e.g., Prochaska

et al., 2011; Tumlinson et al., 2011; Werk et al., 2013; Bordoloi et al., 2014; Liang

and Chen, 2014) have agreed on the significant presence of metals in high and low

ionization states at impact parameters at least as large as ≈ 100− 300 kpc, probing

regions more typical of a circumgalactic medium (CGM) environment than of the

IGM. This piece of evidence is not sufficient to discriminate between the different en-

richment scenarios, since the same correlations at z ∼ 2−3 could originate from the

accumulation of older metals in higher density regions due to gravitational collapse

(e.g. Porciani and Madau, 2005). Similar results for the size of the regions enriched

by galaxies were found based on the clustering properties of metal absorbers (mainly

C iv lines) along (e.g. Scannapieco et al., 2006) and across (e.g. Martin et al., 2010)

the lines of sight to distant quasars.

Numerical hydrodynamical simulations that incorporate the relevant physical pro-

cesses are thus a powerful tool to investigate these issues.

Recent observations of local starbursts have provided new insights into the nature

and impact of supernova-driven winds. Observations of dwarf starbursts and lumi-

nous infrared galaxies generally find outflows when detectable (Martin, 2005; Rupke

et al., 2005), observed as blueshifted Na I absorption arising from cold clumps en-
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trained in hot metal-rich outflowing gas. While earlier data showed little trend of

outflow properties with host galaxy properties (Martin, 1999; Heckman et al., 2000),

these more recent data suggest that massive galaxies with higher star formation rates

drive faster and more energetic winds.

Winds and outflows are expected to be the dominant processes that lead to ejection

of metals from the interstellar medium (ISM) of galaxies. There is considerable ev-

idence in favor of this mechanism for metal enrichment (Aguirre et al., 2001; Davé

et al., 1998; Oppenheimer and Davé, 2006, e.g.,), also because observations have de-

tected outflows around almost all galaxies at high redshifts (Heckman et al., 2000;

Pettini et al., 2001; Frye et al., 2002; Shapley et al., 2003; Martin, 2005; Rupke et al.,

2005). However, a clear picture of the outflows mechanisms is still not present and

lots of questions are still open, such as how far from galaxies we can actually find

metals.



Chapter 4

Cosmological simulations

Numerical simulations are a powerful tool to investigate cosmological structure for-

mation and evolution, especially in the non-linear regime of gravitational dynamics.

The ΛCDM cosmological picture has gained a leading role in the theoretical frame-

work of structure formation, thanks to simulations.

Some of the most important results achieved through numerical simulations include

the density profiles of dark matter halos (e.g., Navarro et al., 1996), the halo abun-

dance (e.g., Jenkins et al., 2001), the dynamics of dark matter substructures (e.g.,

Tormen, 1997), the clustering properties of dark matter (e.g., Jenkins et al., 1998),

the gas density and temperature in galaxy clusters (e.g., Evrard, 1990) and the Lyα

forest properties (e.g., Hernquist et al., 1996). These developments are further fu-

eled by the rapid progress in computer technology.

However, the cosmological picture regards many more complex astrophysical pro-

cesses, which concern galaxy formation and the baryon evolution. The modeling

of these processes, such as gas cooling, star formation, chemical feedback or en-

ergy input into gas by stellar winds, SN explosions or AGNs, is a hard task for

several reasons. The physics behind some of these processes is currently not well

understood and processes, such as star formation, are introduced using very simple

recipes. Moreover, the range of spatial scales needed to simultaneously resolve the

formation of cosmic structures in a representative volume of the Universe (L & 10

Mpc) and the formation of stars (L . 1 pc) is huge.

This is quite unfeasible, thus even in the current best simulations of galaxy forma-

tion in a cosmological context, the most relevant processes are treated with analyt-

ical sub-resolution prescriptions. Sub-resolution processes are those that take place

on scales smaller than the spatial resolution of the simulation. Detailed compari-

son with observations can provide important validations of different sub-resolution

47
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models, but possibly without clearing the exact physical nature of the fundamental

processes.

Numerical simulations can be divided into two main classes: pure N-body simula-

tions and hydrodynamical simulations including sub-grid physics. Also the coupling

between semi-analytical models (SAMs) and N-body simulations is a useful tool for

the baryon physics modeling, but describing this complementary approach is beyond

the scopes of this thesis.

4.1 Gravity solver algorithms

Gravity solver, or N-body, algorithms represent the backbone of a simulation. Their

goal is to compute the gravitational force acting on each mass particle by solv-

ing the Poisson equation. In numerical simulations, the Universe is represented as

a cubic “box”, which contains a large number of particles, whose mass resolution

(mpart ∼ 106 M�) is far too large compared to real particles.

To avoid particles “feel the edge of the box ”, periodic boundary conditions are used.

This means that a finite simulation is considered to be repeated infinitely in every

direction.It also implies that when a particle exits from one side of the box, it re-

appears on the opposite side with the same velocity. Periodic boundary conditions

are easy to implement if potentials are computed using Fourier Transforms.

Gravity solver algorithms in their essence can be described with a few basic steps:

1. set up initial conditions;

2. calculate gravitational force on each mass particle;

3. update position and velocity of each particle for a small time-step;

4. repeat from the second point until reaching the end redshift of the simulation.

Different techniques can be used for the calculation of the gravitational force, which

will be briefly discussed here.

PP (Particle-Particle) or Direct Summation. The simplest way to calculate

the gravitational force on a particle is to sum all the pairwise interactions between

this particle and all the others. So, this method is a brute, but formally correct,

computation of the Newton’s law. The resulting acceleration will then be used to
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update the particle velocity and position on a small time-step.

However, the problem related to this method is that, when particles are sufficiently

close to each other, the gravitational force diverges and can be no longer numeri-

cally treated. A trick to bypass this problem is represented by the softening length,

a term introduced in the Newton’s law, modifying it in this way:

Fi =
∑
j 6=i

Gmj

| (−→ri −−→rj )2 + ε2 |3/2 (−→ri −−→rj ) (4.1)

where Fi is the gravitational force acting on particle i, ri and rj are the particle’s

position of each considered pair and ε is the softening length. ε sets a sort of spa-

tial resolution of the simulation, as it can be thought of as the “size ”of simulated

particles.

Since this calculation is a pairwise operation, the total time required to calculate

all the forces is proportional to N2, where N is the number of particles in the sim-

ulations, which makes it difficult to integrate systems with a particle number much

larger than about 104 , even with present-day supercomputers.

PM (Particle Mesh) or grid method. This method calculates the potential

by solving the Poisson equation on a grid of meshes. The density field in each grid

point is computed by smoothing nearby particles masses with a kernel function,

solving the Poisson equation on the grid and then, calculating the forces acting on

each particle by differentiating and interpolating from grid points.

This method is faster than PP method, as the computational time cost scales lin-

early with N, but it has the disadvantage that forces are softened on a scale equal

to the grid spacing.

P3M (Particle-Particle-Particle-Mesh) method. An expedient in order to

increase the spatial resolution of PM method is to combine it with the PP code.

More specifically, forces due to distant particles are computed with the PM method,

while nearby interactions are computed with the PP code. The transition between

the two methods generally happens at ∼2-3 grid units. Actually, this simplest im-

plementation of the P3M code with a fixed mesh size is very time-consuming, when

particles become highly clustered. An alternative is to use adaptive submeshes, that

is a finer grid is used, whenever many particles are found within the same cell. PP

method is applied only to particles with distances a few times the size of the finest

grid.
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Figure 4.1: Illustrative representation of the space division applied in Tree

codes. Space is divided in smaller cells until each unit contains at

most one particle. A tree is built from this division and it will be

traversed in the computation of the force. Figure taken from http :

//www.kof.zcu.cz/st/dis/schwarzmeier/gravitational simulation.html .

Tree method. The basic idea in this method is to group systematically distant

particles into a single massive pseudo-particle and to compute the exerted force by

it with the PP method. Going in more detail, the space is divided iteratively into

smaller cubic cells until a cell contains at most one particle, as shown in Fig. 4.1.

These cells form the nodes of a tree structure. The center of mass and the total mass

for each subcell is computed and the force from each group, or pseudo- particle, is

replaced by its multipole expansion.

The force computation proceeds by walking the tree and summing up appropriate

force contributions from tree nodes. The multipole expansion of a node of size l

is used only if r > l /θ, where r is the distance of the point of reference to the

center-of-mass of the cell and θ is a prescribed accuracy parameter. If a node fulfills

this criterion, the tree walk along this branch can be terminated, otherwise it is

“opened”, and the walk is continued, until a cell can be no more opened and the

subcell is treated singularly with its direct summation of the force. This method

has a computational time for a complete force evaluation of the order of N logN, so

it is very fast. On the other hand, it requires large amounts of memory resources.

TreePM method. It is a smart combination of the PM and Tree methods, where

the former is used to compute long range interactions and the latter for short range

ones. It maintains the flexibility and large dynamical range of Tree codes, while at

the same time speeding up the computation.
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4.2 Hydrodynamics

Hydrodynamical simulations can follow the evolution of both the gas and the dark

matter, by solving numerically gravitational and hydrodynamical equations. They

are limited only by numerical resolution. For this reason, some of the most impor-

tant physical processes have to be modeled approximately on a subgrid level, using

recipes which are not so different from those adopted in semianalytical models. Nev-

ertheless, the advantages with respect to the latter ones are related, for example, to

the possibility of following the evolution of the halo distribution in detail with no

prior assumption, as well as for the dark matter and baryon interactions, or to the

possibility of following merger histories self-consistently as part of the dynamical

process rather than being the result of simple prescriptions.

The intergalactic or interstellar gas can be represented as a smooth fluid, thanks

to the small mean free paths of gas particles compared to the size of the structures

they belong to. For this reason, its treatment and evolution can be followed by

solving the equations of hydrodynamics representing mass, momentum and energy

conservation, the so-called Navier-Stokes equations.

Gas dynamic equations can be written from two different point of view, which cor-

respond to two classes of numerical codes: Eulerian codes (or Mesh codes) and

Lagrangian codes (or SPH codes).

Eulerian schemes. The evolution of a fluid and its properties (like velocity, pres-

sure, density, etc...) are followed at fixed positions on a cell grid. The fluid is,

thus, discretized on a mesh and the fluxes of each physical quantity are evaluated

at the cell boundaries in order to update their cell-averaged value on a single time-

step. Modern codes consider an adaptive grid (Adaptive Mesh Refinement (AMR)

codes), in order to improve the spatial resolution, which is the main limitation of

these codes. On the other hand, they have the great advantage of being able to treat

shocks without adding an artificial term, contrary to Lagrangian codes. Examples of

current AMR codes are: ENZO code (Bryan et al., 2014), RAMSES code (Teyssier,

2010), FLASH code (Fryxell et al., 2000) and ART code (Kravtsov et al., 1997).

Lagrangian schemes. Each fluid element is represented as a particle and its

evolution in time and space is followed. This scheme is easier to implement in N-

body simulations, since it has a similar logic with respect to the one that treats DM

particles, and the spatial resolution is automatically increased in denser regions. On

the other hand, Lagrangian schemes have problems in treating shocks, which can
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be captured only by adding to the equations an artificial viscosity, and very large

gradients/discontinuities with a finite number of particles. The most popular La-

grangian method is the Smoothed Particle Hydrodynamics (SPH). In this treatment,

the value of a generic variable is evaluated at any point as a smoothed estimate, that

is a smoothed sum using a kernel function over nearby particles within the smooth-

ing length h. The value of h specifies the fall-off of the kernel function with respect

to the particle separation. Current SPH hydro codes are GADGET -2 (Springel,

2005), GASOLINE (Wadsley et al., 2004), VINE (Wetzstein et al., 2009), HYDRA

(Couchman et al., 2011), CHANGA (Menon et al., 2015), SWIFT (Theuns et al.,

2015) and GIZMO (Hopkins, 2014).

Moving mesh schemes. These codes represent a synthesis between Eulerian

and Lagrangian codes, where the mesh is allowed to move with the flow. They

are Galileian-invariant and adjust automatically their spatial resolution, like SPH-

codes, but they are also able to capture shocks and discontinuities, like mesh codes.

AREPO (Springel, 2010) is an example.

The SPH scheme is so far the most used scheme in cosmological simulation, but

the optimal choice is, of course, problem dependent.

4.2.1 Sub-grid physics

To simulate the formation and evolution of galaxies, the most relevant physical pro-

cesses have to be modeled using subgrid prescriptions. Dark matter interacts only

through gravitational force, while gas can dissipate by cooling or absorb energy

from an incident radiation field. Cooling, heating, star formation, feedback from

SN or AGN are treated by means of approximate, phenomenological and uncertain

prescriptions, able to regulate the mass and energy exchanges between the various

components that are modeled in the simulation. In general, the recipes contain

some tunable parameters, which are chosen in order to reproduce some observables.

The concern is that the subresolution physics dominate the evolution of simulated

galaxies.

Since star formation results from gravitational collapse of gas, star formation laws

are in general described by the following equation (Katz, 1992):
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SFR = ρ̇? = f?
ρgas
τdyn

(4.2)

where f? is the star formation efficiency and τdyn is a dynamical timescale. The

dynamical time for gas to collapse is τdyn ∝ 1/
√
ρgas and the star formation laws

assume the generic form of Schimdt laws: SFR = ρ̇? = kρngas. This star formation

implementation is inspired by observational results by Schmidt (1959) and Kenni-

cutt (1998).

On the other hand, feedback is needed in order to reconcile with some observational

evidences. In fact, in the absence of any feedback, gas cooling would lead to ∼80%

of baryons condensed into galaxies by present day, while observations state that this

percentage is only ∼ 5%. Moreover, feedback is a fundamental ingredient to shape

both the faint and bright end of the galaxy luminosity function. Finally, without

feedback, gas condenses and forms stars very early in small blobs that lose efficiently

angular momentum to DM by dynamical friction and merge to form spheroids. The

result are too small disk galaxies, which do not match observations.

Energy feedback can be provided by SN explosions, stellar winds or AGNs. Stellar

feedback alone is not strong enough to affect massive galaxies, while AGN feed-

back could be. However the latter has been incorporated in simulations only re-

cently (from ∼2005) and only crude recipes have been realized at the moment (e.g.,

Springel et al., 2005; Sijacki and Springel, 2006; Booth and Schaye, 2009; Teyssier

et al., 2011).

Feedback can be implemented in two different forms: thermal and kinetic feedback.

The former has essentially the task of heating the gas and hinder the gas cooling,

while the latter is implemented by actually giving “kicks ”to particles.

Several numerical codes can be found in literature with different implemented sub-

grid models. Scannapieco et al. (2012) performed a comparison between 13 codes

that differ in the hydrodynamical part (SPH, moving mesh, AMR, cooling model,

kinetic or thermal feedback) but share the same initial conditions, by resimulating

the same galaxy, selected from the Aquarius project (Springel et al., 2008).

The main conclusions of the comparison were that state-of-the-art simulations can-

not uniquely predict the properties of the baryonic component of a galaxy, even

when the assembly history of its host halo is fully specified. In fact, all the 13 codes

ended up with different physical properties of the same galaxy. Moreover, each sim-

ulation produced a wrong result, as every resimulated galaxy was overly massive,

smaller and less gas-rich than typical spirals. This confirmed that star formation

and final morphology strongly depend on the very uncertain subgrid prescriptions.

A weak early feedback leads to a bulge dominated galaxy, while a stronger early
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feedback produces a disk dominated galaxy (Zavala et al., 2008).

More recent implementations (Murante et al., 2015; Marinacci et al., 2014; Aumer

et al., 2013) succeded in reproducing realistic disk galaxies using the same halo as

in Scannapieco et al. (2012). This was achieved using very different subgrid imple-

mentations. If, on one hand, this is quite reassuring, since it tells us that the task

is not impossible, on the other hand, it shows how degenerate the problem is and

how little we are learning from this kind of approach to galaxy formation, where

physical processes are treated with a lot of freedom.

4.3 Our simulation

The simulation used for this thesis was performed using the GADGET-3 (GAlaxies

with Dark matter and Gas intEracT) code, a non-public improved version of the

code GADGET-2 (Springel, 2005), which uses a TreePM gravity solver algorithm

and the gas dynamics is computed with smooth particle hydrodynamics (SPH).

The improved version includes a more efficient domain decomposition to improve

the work-load balance over GADGET-2.

The Plummer-equivalent softening length1 for gravitational forces is set to ε = 2.08

kpc comoving for the evolution up to z = 2. The softening is then held fixed at ε =

0.69 kpc in physical units from z = 2 to z = 0.

Two cosmological volumes of size Lbox = 18 h−1 Mpc comoving are evolved from

z = 199 up to z = 0 with periodic boundary conditions. Each volume uses Npart =

2 × 2563 particles in the initial condition, half of which are DM particles and half

are gas particles. DM and gas particle masses are mDM = 2.68 × 107 M� and mgas

= 5.36 × 106 M� respectively.

The two boxes differ in the baryonic interaction prescriptions governing star for-

mation (SF) and stellar/supernovae (SN) feedback. One simulation is described in

Barai et al. (2015), from where I used the run E25cw. The other one is very similar

to the run M25std from Barai et al. (2015), but with slightly different stellar yields

and feedback parameters: fb,out = 0.2, fb,kin=0.5, Pkin= 0.02 (the parameters fb,out,

fb,kin and Pkin will be described in the next subsection). Two different sub-resolution

models were adopted: the MUPPI model (MUlti-Phase Particle Integrator; Murante

et al., 2010, 2015) in run M25std, and the Effective Model (Springel and Hernquist,

2003) in run E25cw, whose main features are described in the following subsections.

1The softening length ε defined in 4.1. The Plummer potential refers to a particular model for

gravitational potential distribution in a spherical halo of matter. It is used to “soften ”gravity at

small distance scales.
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In both models I:

• consider energy feedback driven by SNe;

• do not consider AGN feedback;

• adopt SF models with metal-dependent cooling;

• assume the gas is dust-free, optically thin and in photoionization equilibrium,

heated by a uniform photoionizing background (CMB plus the Haardt and

Madau (2001) model for the UV/X-ray);

• use the chemical enrichment and stellar evolution model by Tornatore et al.

(2007), which is briefly described below in Section 4.3.1.

A flat ΛCDM model is used with the following parameters: ΩM,0 = 0.24, ΩΛ,0 =

0.76, ΩB,0 = 0.04, H0 = 72 km s−1 Mpc−1.

4.3.1 Chemical enrichment and the stellar evolution model

The GADGET-2 code by Springel (2005) has a very simple model for chemical

enrichment. It considers, in fact, a radiative cooling only by a primordial gas com-

position and a feedback contribution only by SNII expected by a Salpeter Initial

Mass Function (IMF) using global stellar yields.

Tornatore et al. (2007) improved this model by:

• including the contribution of SNII, SNIa and AGB stars to the chemical en-

richment and considering different stellar yields for each population;

• taking into account the age of different stellar populations, in order to release

mass and energy over different timescales for different star masses;

• considering different IMFs, in order to check their effect on both stellar pop-

ulation and diffuse gas.

In this model, each star particle is treated as a Simple Stellar Population (SSP), that

is an ensemble of coeval stars having the same metallicity. The information needed

to calculate the evolution of each SSP (birth time, mass and initial metallicity) is

carried by each star particle.

Since the star particle is born, at every time-step it is possible to compute how many
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stars are dying as SNII and SNIa and how many are undergoing an AGB phase. It is

assumed that SNIa arise from stars belonging to binary systems and having a mass

in the range 0.8-8 M� (Greggio and Renzini, 1983), while SNII explode from stars

with mass M> 8 M�. AGB stars contribute only to the metal production, and so

to the mass release, but not to the energy feedback, and they are classified as those

stars in the mass range 0.8-8 M�, which do not turn into SNIa.

The production of 11 chemical elements (H, He, C, Ca, O, N, Ne, Mg, S, Si, Fe) is

followed. For each chemical element, the equation that represents its evolution ρ̇i(t)

is given by:

ρ̇i(t) =− ψ(t)Zi(t)+

+ A

MBM∫
MBm

ϕ(m)

[ 0.5∫
µmin

f(µ)ψ(t− τm2)pZi(m,Z)dµ

]
dm+

+ (1− A)

MBM∫
MBm

ψ(t− τ(m))pZi(m,Z)ϕ(m)dm+

+

MBm∫
ML

ψ(t− τ(m))pZi(m,Z)ϕ(m)dm+

+

MU∫
MBM

ψ(t− τ(m))pZi(m,Z)ϕ(m)dm

(4.3)

The first term is the product between the SFR and the initial metallicity of the

element i and represents the rate at which an element is subtracted from the ISM

by the SF process and is locked up in stars.

The second term represents the rate at which an element is restored into the ISM by

SNIa, for which it is assumed a single degenerate scenario (i.e., only one star of the

binary system is a white dwarf which explodes in a SNIa event). A is the fraction of

stars in binary systems which can be progenitors of SNIa events and it is set to the

value A = 0.1, in order to match observations (Greggio and Renzini, 1983; Matteucci

and Greggio, 1986). ϕ(m) is the IMF, pZi(m,Z) is the stellar yield, which gives the

mass of the element i produced by a star of mass m and initial metallicity Z and

τm2 is the stellar lifetime. The inner integral accounts for all possible mass ratios

µ = m2/(m1 +m2), where m1 and m2 are the masses of the primary and secondary

star of the binary system, respectively. f(µ) represents the distribution function

for the mass fraction of the secondary star and it has the following functional form:

f(µ) = 21+γ(1 + γ)µγ, with γ = 2, which is derived from statistical studies in the
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solar neighborhood (Matteucci and Recchi, 2001). The integral is made over the

mass range MBm =3 M� and MBM =16 M�, which represents the total masses of

binary systems able to produce Type Ia SNe in the framework of the single degen-

erate scenario.

All the other terms describe the enrichment by single stars in different mass ranges,

where ML and MU are the minimum and maximum mass of a star, which are set to

0.1 M� and 100 M�, respectively.

Adopted stellar yields pZi are taken from: Thielemann et al. (2003) for Type Ia SN,

(Woosley and Weaver, 1995) for Type II SN and (van den Hoek and Groenewegen,

1997) for AGB stars.

Stellar lifetimes are taken from Padovani and Matteucci (1993) and are given by the

formula:

τ(m) = 10[(1.34−
√

1.79−0.22(7.76−log(m)))/0.11]−9 for m ≤ 6.6M�

= 1.2m−1.85 + 0.003 otherwise
(4.4)

A multi-slope stellar IMF by by Kroupa et al. (1993) in the range [0.1-100] M� is

used, which is defined as:

φ(m) = m−1.7 m > 1 M�

= m−1.2 0.5 ≤ m ≤ 1 M�

= m−0.3 m ≤ 0.5 M�

(4.5)

The enriched material is spread among the neighbouring gas particles using the

SPH kernel function to compute weights. Metal cooling is implemented using the

prescriptions of Wiersma et al. (2009).

4.3.2 The MUPPI Model

In the MUPPI model, whenever a gas particle’s density is higher than a threshold

value nthr = 0.01 cm−3 and its temperature is below the threshold Tthr=5 × 104

K, it enters a multi-phase regime. The multi-phase gas particle is composed of a

hot and a cold phase in thermal pressure equilibrium (ncTc = nhTh), plus a virtual

stellar component. The masses of these three components are indicated as Mh, Mc

and M?, respectively.

The temperature of the cold phase is kept fixed at Tc = 1000 K, while the hot phase

Th is computed from the particle’s entropy. The number densities of the cold and

hot component nc and nh are computed from their filling factors fc and fh, which

are given by:
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fc = 1− fh =
1

1 + Fh
Fc
· µc
µh
· Th
Tc

(4.6)

where Fh and Fc are the fractions of cold and hot gas mass (Fh + Fc = 1) and µh

and µc are the corresponding molecular weights. Then:

nc =
ρFc

fcµcmp

(4.7)

with ρ being the average gas density of the particle.

A fraction of the cold gas, fmol, is considered to be in the molecular phase. It is the

reservoir of the material available for star formation. It is computed following the

observed relation by Blitz and Rosolowsky (2006) between the ratio of molecular to

atomic gas surface densities and the external pressure exerted on molecular clouds.

The external pressure is the mid-plane pressure of a thin disk composed of gas and

stars in vertical hydrostatic equilibrium. In the MUPPI model, the hydrodynamical

pressure of gas particles is used as a measure of the external pressure. This enables

us to derive the following simple relation for computing fmol:

fmol =
1

1 + P0/P
. (4.8)

Here P is the pressure of the gas particle and P0 is the pressure at which half of

the cold gas is molecular and is set to the value P0/kB = 35000 K cm−3 (Blitz and

Rosolowsky, 2006).

The star formation rate is directly proportional to fmol and is given by this equation:

ṀSF = f?
fmolMc

tdyn
. (4.9)

Here f? is the star formation efficiency and tdyn is the dynamical time, tdyn =√
3π/32Gnc.

It is important to highlight that in this star formation prescription, SF is dependent

on disk pressure. Thus no Schmidt-Kennicutt relation is imposed in the MUPPI

model. Rather, as demonstrated in Monaco et al. (2012), the Schmidt-Kennicutt

relation is naturally recovered from the model.

Mass and energy exchanges between the three gas phases (hot, cold, stellar) are

described by a set of equations. When a gas particle enters the multi-phase, all

the particle’s mass is assigned to the hot phase. Then, matter flows among the

three phases in the following way: cooling deposits hot gas into the cold component;

evaporation, happening under the action of hot SN bubbles, brings cold gas back

to the hot phase; SF deposits mass from the cold phase into the stellar component;
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Figure 4.2: Illustrative representation of the different phase coexisting in a single

gas particle, as it enters into the multiphase regime, and the corresponding mass

flows. Figure taken from Murante et al. (2010).

mass restoration from dying stars moves mass from the stellar component back to

the hot phase.

Energy feedback from SN is transferred to gas particles both in the form of thermal

and kinetic energy. Thermal energy is given to the hot phase, which is lost by cool-

ing and acquired from SN explosions.

Mass and energy exchanges are regulated by:

Ṁ? = ṀSF − Ṁre

Ṁc = Ṁcool − ṀSF − Ṁev

Ṁh = −Ṁcool + Ṁre + Ṁev

Ėh = Ėheat,local − Ėcool + Ėhydro

(4.10)

as represented also in Fig. 4.2. The cooling flow Ṁcool is given by:

Ṁcool =
Mh

tcool
(4.11)

Cooling time is computed using the hot density and temperature.

The evaporation Ṁev is assumed to be proportional to the SF, so:

Ṁev = fev · ṀSF (4.12)

where fev is a free parameter of the model. Ṁre is computed by chemical model

by Tornatore et al. (2007). Ėheat,local represents the contribution of SN energy from

stars formed within the multiphase particle and is given by:
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Ėheat,local = ESN · ffb,local ·
ṀSF

M?,SN

(4.13)

where ESN is the energy supplied by a single supernova and M?,SN is the associated

stellar mass associated, while ffb,local is again a free parameter of the model and

represents the fraction of SN energy that is deposited in the hot phase. The model

assumes to have one SN event per M? = 120 M�.

Ėcool represents the energy radiated away and it is described by:

Ėcool =
Eh
tcool

(4.14)

The last term in energy exchange equation, Ėhydro, takes into account the energy

received from neighbouring particles. In fact, while a fraction of this energy is given

to the local hot phase to sustain the high temperature of the particle itself, the re-

maining energy is redistributed to the hot phase of neighbouring gas particles within

its SPH smoothing length and lying in a bi-cone of aperture θ = 60◦. The bi-cone

axis is aligned along the least resistance direction of the gas density. This is to

simulate the explosion of SN bubbles. The computation of the energy budget that

is redistributed to neighbouring particles is given by:

∆Ėheat,out = ESN ḟfb,out ·
∆M?

MSN,local

(4.15)

Kinetic feedback is implemented in the following manner. When a particle exits

from the multi-phase regime, it is assigned a probability Pkin to become a wind

particle. Then, it can receive kicks from neighbouring gas particles for a given time

twind. The kinetic energy available for feedback from a single gas particle is a fraction

fb,kin of the energy of a single SN. It is distributed to neighbouring wind particles in

a cone within the gas particle’s SPH smoothing length in a similar manner as for the

thermal feedback. For each wind particle, the total kinetic energy available from all

neighbouring kicking gas particles is first computed, as described above. Then the

wind particle’s kinetic energy is increased by this total amount. The velocity vector

of the wind kick is oriented by energy-weighting among all the kicking particles.

Unlike other feedback prescriptions in the literature (Oppenheimer and Davé, 2008;

Schaye et al., 2010; Springel and Hernquist, 2003), the MUPPI model depends only

on the local properties of the gas. The mass-loading factor or the velocity of the

wind are not input parameters of the feedback model. However these quantities can

be estimated empirically as described in Murante et al. (2015).

A new star particle is produced following the stochastic star formation algorithm of
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fre fev f? ffb,local ffb,out ffb,kin Pkin

- 0.1 0.02 0.02 0.2 0.5 0.02

Table 4.1: Parameters of MUPPI used in this thesis work.

Springel and Hernquist (2003). A multi-phase gas particle undergoing SF is turned

into a collisionless star particle whenever a random number drawn uniformly from

the interval [0,1] falls below the probability

P =
Mp

m?

[
1− exp

(
−∆M?

Mp

)]
. (4.16)

Here Mp is the gas particle mass (hot mass + cold mass + stellar mass), and ∆M?

is the cold gas mass transformed to stellar mass in a single SPH time step. The

mass of the star particle, m?, is defined as m? = Mp/Ng with Ng being the number

of generations of stars per gas particle. With Ng set equal to 4, m?=1.34 · 106 M�.

A gas particle stays in the multi-phase regime until its density reaches a value equal

to 1/5 of the threshold density nthr or lower densities. If the energy feedback is

incapable to sustain the hot phase resulting in hot phase temperatures that stay

lower than 105 K, the particle is forced to escape from the multi-phase regime.

The implemented parameters used in this thesis work are summarized in Table 4.1.

4.3.3 The Effective Model

In the Effective model, a multi-phase gas particle is composed of a hot and a cold

phase in thermal pressure equilibrium. Gas particles enter a multi-phase regime

whenever their density is higher than a threshold value ρSF = 0.13 cm−3. This

threshold is a SF density threshold, as SF prescription is not based on the Blitz and

Rosolowsky (2006) relation. It depends only on the cold gas mass, which is directly

converted into stars on a characteristic timescale, given by the formula:

ṀSF =
Mc

t?
(4.17)

where t? = t?,0 ·
√
ρ/ρSF . A value of t?,0 = 2.1 Gyr was chosen by Springel and

Hernquist (2003) in order to fit the Kennicutt relation.

Mass and energy exchanges between the hot and cold gas phase are regulated by

similar physical processes as in the MUPPI section, that is star formation, cloud

evaporation due to supernovae and cloud growth due to cooling. With respect to the
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original model by Springel and Hernquist (2003), the simulation used in this thesis

work includes additional subgrid physics, that is : metal-dependent radiative cooling

and heating by a photoionization background; model coupling with the chemical

enrichment and stellar evolution model by Tornatore et al. (2007).

Star particles are generated from gas particles using the stochastic scheme introduced

by Katz et al. (1996).

Energy feedback is given both in the form of thermal and kinetic energy. Differently

from the MUPPI model, the two forms of feedback do not consider any distribution

of the energy to neighbouring particles in a cone within the SPH smoothing length

simulating the blowout of a SN bubble. Thermal feedback in the form of thermal

heating and cloud evaporation is implemented.

Kinetic feedback uses the prescriptions of the energy-driven wind scenario with a

constant wind velocity. The wind mass-loss rate is given by this formula:

Ṁw = ηṀSF (4.18)

where η is the mass loading factor, which is set to η = 2. A fixed fraction χ of the

SN energy is converted into wind kinetic energy:

1

2
Ṁwv

2
w = χεSNṀSF . (4.19)

Here vw is the wind velocity and εSN is the average energy released by SN for each

M�. So we have:

vw =

√
2χεSN
η

(4.20)

In the adopted run, I use a fixed value vw = 350 km s−1. Gas particles are given

wind kick using a probabilistic approach (see Equation 10 in Barai et al. 2013 for

details). Their velocity v is incremented according to:

v′ = v + vwn̂ (4.21)

where n̂ is the direction of the wind, preferentially chosen along the rotation axis of

spinning objects.



Chapter 5

Comparison between observations

and simulations

The main goal of this thesis work is to characterize the properties of the IGM around

galaxies at high redshift, in order to study the galaxy/intergalactic medium inter-

play. As already said in Chapter 1, there is a cosmic cycle of baryons between

galaxies and IGM, which is important to understand in a cosmological context.

In this thesis, I focus on analysing a sample of simulated galaxies and the environ-

ment around them using two different numerical simulations, which are described

in Chapter 4. These two simulations were chosen as they share the same gravity

solver algorithm, the same box size (18 Mpc h−1 comoving), the same number of

gas and dark matter particles (N = 2 × 2563), the same chemical enrichment and

stellar evolution model by Tornatore et al. (2007), but strongly differ in both the

star formation and feedback prescriptions.

The goal is to test different subgrid schemes in order to better understand the

chemical properties of the environment around galaxies and, in particular, in or-

der to quantify the physical scales up to which present-day observed absorption

systems can be found. In fact, galaxy/absorber relations suffer from the bias of

being flux-limited, so a proper derivations of the physical distances between these

two components cannot be derived correctly, as the less luminous galaxies can be

missed.

In this Chapter, I will present the results of this thesis work, the methods used to

derive them and the observational data used to compare with.

63
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5.1 Observational data set

Data for the comparison with the C iv (and also Si iv ) mock spectra are taken from

Kim et al. (2016). This data set is chosen because it represents a state-of-the-art,

homogeneous and statistically significant sample of high resolution absorption lines.

The sample consists of 23 QSOs in the redshift range 2 . z . 3.5, which were ob-

served with the VLT/UVES (21 spectra) and Keck/HIRES (2 spectra) instruments.

Spectra were first presented in the following papers: Kim et al. (2004), Kim et al.

(2007), Kim et al. (2013) and Boksenberg and Sargent (2015).

Spectral resolution is R ∼ 45000 (∼ 6.7 km s−1), while typical S/N per pixel are of

the order of 30∼50 for the Lyα forest and ∼100 for the C iv region.

H i and C iv absorption lines detected in all the QSO spectra are in the redshift

range 1.5 . z . 3.3.

Data points, used for comparison with simulations in Section 5.4, are integrated

column densities values representing H i and C iv systems, as defined in Kim et al.

(2016). Precisely, the QSO spectra by Kim et al. (2016) are fitted using the VP-

FIT code1 (Carswell and Webb, 2014), which performs a Voigt profile fitting of the

spectrum. An absorption feature is fitted by the code by decomposing it in single

Voigt profile components and by minimising the χ2. The output of the fit consists

of the physical parameters, such as the column density, the redshift and the Doppler

parameter, of the single fitted components.

Then, C iv and H i system are constructed with this procedure. Column densities

of C iv single Voigt absorption components, found in each spectrum, are integrated

within ±150 km s−1 from C iv flux minimum. This defines a C iv system. If the

C iv absorption extends over ±150 km s−1 or when two different absorption systems

are found to lie within ±150 km s−1 but they are spread at >150 km s−1 or <150 km

s−1, then the velocity range is extended by another 100 km s−1 in order to include

all the C iv absorption.

The associated H i system is given by the integration of all the single H i Voigt

single components in the same velocity range as the C iv system. With this work-

ing definition, the C iv centroid does not necessarily coincide with the H i centroid

and there is no evidence that C iv and H i systems are physically connected. This

definition is more related to volume-averaged quantities, commonly used in numer-

ical simulations.

As reported by Kim et al. (2016), the range of the velocity integration is chosen

according to some observational findings: a strong clustering signal is found within

1http://www.ast.cam.ac.uk/ rfc/vpfit.html
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200 km s−1 in close QSO pairs (Rauch et al., 2005). In D’Odorico et al. (2006)

an HI clustering signal is found on transverse velocity separation of ∼500 km s−1.

Moreover, the average velocity dispersion of galaxies at high redshift is of the order

of < σ >∼ 120 km s−1 (Erb et al., 2006). Finally, it is demonstrated in Kim et al.

(2016), that the NCIV vs NHI relation converges when considering velocity integra-

tion ranges greater than 70 km s−1.

In order to be consistent with data, I used the same velocity integration range in

the analysis of the simulated absorption systems.

For the comparison with the constructed covering fractions, I compared instead

with the observational samples of Rubin et al. (2015), Landoni et al. (2016) and

Prochaska et al. (2014). Landoni et al. (2016) and Prochaska et al. (2014) use QSO

pairs, that is they use the light of a background QSO to study the gaseous envelope

of a QSO host galaxy.

The sample of Prochaska et al. (2014) consists of QSO pairs, whose spectra were

taken mainly from the BOSS survey or obtained with the Keck/LRIS instrument,

with impact parameters in the range 39 kpc< b <1 Mpc and redshifts 1.8< z <3.5.

QSO pairs by Landoni et al. (2016) were taken from the SDSS survey and have

impact parameters smaller than b <200 kpc and redshifts 2.0< z <2.8.

Rubin et al. (2015) use,instead, QSO pairs to study the diffuse gas in the CGM of

40 DLAs, that is the primary sightline probes an intervening DLA system in the

redshift range 1.6< z <3.6, while the secondary sightline is used to look for a C iv

absorption at the same redshift of the DLA, up to a distance of the order b< 300

kpc.

5.2 Method

In order to interpret the observed data, I have built a set of simulated data, which

I processed in a way as close as possible to the one adopted for the observations.

First of all, I have built simulated mock spectra and then I constructed absorption

systems and computed their column densities. I give details of those operations in

the following subsections.

5.2.1 Constructing mock spectra in the simulation

Simulated data are obtained by piercing through the cosmological box with lines of

sight, either randomly or forcing them to have impact parameters less than a certain

value around a given galaxy or position in the simulation.
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Lines of sight are as long as the box side and are always parallel to it along one of

the three directions x− y − z.

Each line of sight is divided in 2048 pixels of ∆L ∼ 10 kpc each. Along each line

of sight I can compute different quantities, such as the density profile of the total

gas or of a particular chemical element, the temperature profile, the gas peculiar

velocity or the optical depth profile of a given chemical element.

Profiles are computed following the prescriptions by Theuns et al. (1998): the total

gas density ρ of each pixel i is the sum of the densities of all gas particles ρpart

convolved with their SPH kernel functions W , that means that all the gas particles

j contribute to the pixel’s density; these particles have a smoothing length h which

intersect the line of sight. The density of a gas particle is defined as ρpart = Mp/h
3.

The same procedure is applied to compute the other physical quantities, such as the

gas peculiar velocity or the temperature.

ρi =
∑
j

Wij

vi =
∑
j

vpart,jWij

Ti =
∑
j

Tpart,jWij

(5.1)

Here, Wij is:

Wij = ρpart ·W (qij) = ρpart ·
[

1

4π
(4− 6q2

ij + 3q3
ij)

]
, if qij ≤ 1

= ρpart ·
[

1

4π
(2− qij)3

]
, if 1 ≤ qij ≤ 2

= 0 , otherwise

(5.2)

with

qij =
jx(i)− x(j)j

h
(5.3)

x(i) is the pixel’s position and x(j) is the particle’s position.

I can also compute density profiles of a given chemical species in a given ionization

state.

The metallicity of a specific chemical element in a single gas particle is defined as

the ratio between the mass of that element in the gas particle and the total mass of

the particle, such as:

ZX = mX/Mp (5.4)

with X=[H, He, C, Ca, O, N, Ne, Mg, S, Si, Fe]. In order to have the fraction of

that element in a particular ionization state k for a specific gas particle, I used the
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formula:

fX,k = fX,k,� · ZX (5.5)

fX,k,� is the fraction of an element X in the ionization state k per solar metallicity.

Given the density, the temperature and the redshift of the particle, fX,k,� is com-

puted using the CLOUDY code2 (Ferland et al., 2013) with the UV background by

Haardt & Madau (2005) 3. For the H i, fHI is an output of the simulation and, as

described in Section 4.3, it is computed considering a UV background by Haardt

and Madau (2001), which is not so different from Haardt & Madau (2005) at z ∼ 2.

Defining ρX,k = fX,k ·ρpart and using this quantity in place of ρpart in equation (5.2),

I can compute all the profiles of equation (5.1) but for specific ions.

Optical depths along lines of sight were computed by considering their density, tem-

perature and velocity in each pixel. I consider a pixel i and first calculate the central

optical depth of the line, which falls in that pixel, using its density and temperature

with this formula:

τ0,i =
σαc√
π

ρi∆L

bi
(5.6)

with bi =
√

2KBTi
matom

and σα = (3πσT/8)1/2fλ0, where σT = 6.625 × 1025 cm−2 is the

Thomson cross-section, f is the transition oscillator strength and λ0 is the rest-frame

transition wavelength.

According to the Voigt profile line shape, neighboring pixels q will suffer absorption

from pixel i by an amount e−τq , where:

τq = τ0,i · exp
{
−
[
vq − vi
bi

]2}
(5.7)

The number of pixels q that will suffer absorption from pixel i is set to be equal to

3bi∆vL, where ∆vL is the length of a pixel in velocity, so depending on temperature

of pixel i.

Shifting pixel by pixel, I can repeat the same operation along all the line of sight,

summing each new contribution to the optical depth in a pixel to what was previously

computed a number l of times, depending on the temperature of neighboring pixels.

In this way, the optical depth in one pixel is the sum of the contribution from pixels

l, depending on their temperature and density, and itself.

I can also construct τ -weighted density or temperature profiles. Focusing only on

2http://www.nublado.org/
3The UV backgrounds could be obtained from http://www.ucolick.org/ pmadau/CUBA/HOME.html
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density, I define:

ρτ,q =

∑
l

ρi(l) · τi(l)∑
l

τi(l)
(5.8)

where ρτ,q is the τ -weighted density in a given pixel q, ρi(l) is the density of an

adjacent pixel i, considering only its contribution and not by its own adjacent pixels,

and τi(l) the optical depth contribution to pixel q by pixel i given by the Eq. 5.7,

that is the contribution to pixel q is given by the wings of the Gaussian profile whose

central contribution is given by pixel i. The sum is over a number l of pixels, as

defined as before.

5.2.2 Measuring simulated column densities: integrating τ-

weighted density profile versus AOD method

In the regime of high resolution spectroscopy, observed parameters of absorption

systems, such as the b-parameter or the column density, can be derived using Voigt

profile fitting codes, such as VPFIT. Observed absorption lines contain the infor-

mation of gas peculiar motions and thermal broadening, so, in order to compare

with them, it is important to take into account redshift space distortions also in the

simulation. For this reason, it is obvious that I can not just integrate the real gas

density profile along the line of sight, because, in this way, I am not considering the

gas that produced an absorption in a given point of redshift space.

One possibility could be to use optical depth weighted quantities, as described in

Schaye et al. (1999). As illustrated in their Figs. 3-4, absorption line minima

correspond to peaks in the τ -weighted density profile and the τ -weighted density

measured in the line centre is proportional to the column density measured by the

VPFIT code. Using τ -weighted density profiles, I do not lose the information about

gas peculiar motions, but calculating column densities integrating this density pro-

file is not correct either.

To address this issue, I pierced through the cosmological box 1000 random lines of

sight and I obtained C iv spectra. I post-processed the C iv spectra adding instru-

mental noise and rebinning to the spectral resolution of observational data. I chose

a spectral resolution of 6.7 km s−1 and S/N =100 . I also rescaled all the fluxes by

a factor ≈0.44 in order to match the effective optical depth by Kim et al. (2007).

These spectra were then fitted by VPFIT. I discarded all the spectra having single

components fitted with column densities smaller than log(N)=12.06 and errors on b

and N greater than 50%. The first condition is due to the fact that many spectra

show no C iv absorption, but VPFIT attempts to fit the spectra anyway by putting
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a small component. The threshold of 12.06 is our chosen value to discard all false

detections. Applying this condition only 369 spectra are left.

I then constructed absorption systems trying to be as consistent as possible with

the procedure by Kim et al. (2016). With an algorithm similar to the “Friends-Of-

Friends ”, I identify an absorption system as a group of single components that lie

within ± 150 km s−1 of each other along the line of sight. The condition “any friend

of a friend is a friend”is valid, that is, starting from one component, I identified all

the components lying within ± 150 km s−1 of this first one. Then I moved to the

second closest component and I repeated the operation. If new friends (new with

respect to the first considered component) are identified, they are added to form a

unique system with the first one, and so forth with all other components satisfying

this algorithm. This scheme was chosen in order to translate in an automatic way

the procedure by Kim et al. (2016) and, in particular, the fact that, when considered

necessary, they decide by eye to extend the velocity range of integration. Looking

by eye each single spectrum and deciding which range of integration to take for

every absorption system is not feasible when dealing with thousands and thousands

of simulated spectra.

The column density of the group is the sum of the column densities of all the single

components that form the system. I then determined a mean redshift of the group

by weighting the redshifts of single components with their column density. I re-

peated the same procedure for constructing also H i absorption system. After that,

I associated C iv and H i systems in this way: for every C iv system, I considered its

mean redshift and I defined the velocity range of integration by extending ± 150 km

s−1 from this mean redshift. Then, I looked for associated H i absorption systems

by searching in the same spectra when the mean redshift of an H i group falls in the

just defined velocity integration range.

At this point, I performed a comparison between column densities of absorption

systems derived with the VPFIT code, as just described, and the ones derived by

integrating in the same velocity range the τ -weighted density profile of the same

spectra, not convolved with the instrumental response. In Fig. 5.1, I show this com-

parison. In the top panel, the VPFIT total column density of absorption systems,

as defined above, found in the 369 spectra is shown on the x-axis, while on the

y-axis the column density, in the same velocity range as VPFIT, of the same spectra

calculated by integrating the τ -weighted density profile is reported. The orange line

is the 1:1 ratio.

It is clear from the picture that there is a disagreement of one order of magnitude

between the two determinations of the column density and this is due to the fact
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Figure 5.1: Top : Comparison between column densities derived with the VPFIT

code and the ones derived by integrating the τ -weighted density profile of the same

spectra and in the velocity range ± 150 km s−1 from VPFIT mean group redshift.

The orange line is the 1:1 ratio. A disagreement of one order of magnitude is

observed. Bottom : Comparison between column densities derived with the VPFIT

code and the ones of the same spectra derived using the AOD method. The two

values are the same. In both the panels the disagreement at high column densities

(Log(NCIV) & 15) is due to the fact that when lines become saturated, VPFIT is no

more reliable in calculating column densities without higher order transitions.
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Figure 5.2: Integral along all the line of sight of the τ -weighted density profile versus

the integral along all the line of sight of the real density profile, considering in the

simulation gas peculiar motions ( blue circles) or setting gas peculiar velocities to

zero in the computation of the spectra profiles (purple triangles). The dashed orange

line is the 1:1 ratio, while the solid one is the same line shifted above of one order of

magnitude. When considering gas peculiar motions, the process of τ -weighting the

density profile does not preserve the integral of the function and this explains the

disagreement observed in the top plot of Fig. 5.1.

that the process of τ -weighting does not preserve the integral of the density function

along the line of sight. This is the reason why using the τ -weighted density profile

for estimating column densities is not correct, as shown in Fig. 5.2. I considered the

τ -weighted density profile and the real one of the above mentioned 369 spectra. I

computed the integrals of the two functions along all the line of sight. If the pro-

cess of τ -weighting would have been just a replacement of the same gas in different

parts of the spectra according to their peculiar velocities, maintaining the area of

the function, the two integrals would have of course been the same. As it is clear

from Fig. 5.2, there is instead a disagreement of one order of magnitude between

the two integrals (blue circles), which explains also the disagreement of the top plot

of Fig. 5.1.

I made a further check by setting gas peculiar velocities to zero before the spectra



72CHAPTER 5. COMPARISON BETWEENOBSERVATIONS AND SIMULATIONS

computation and recalculating the two integrals (purple triangles). When gas pecu-

liar velocities are ignored, the two integrals are of course the same.

Summing up, integrating real gas density profiles is not correct, because we are ignor-

ing peculiar motions, which are present in observations. Considering a τ -weighted

density profile, which preserves the information of peculiar motions, is not correct

either, because the process of τ -weighting introduces an error in the integration.

What was found by Schaye et al. (1999) is correct when speaking about the center

of the line, but not when considering a finite velocity range.

I consequently decided to use the AOD method, described in Section 2.5 for estimat-

ing column densities. This method is often used dealing with observational data,

because it provides a quick and reliable measure of the column density of unsatu-

rated lines in a regime of high resolution spectroscopy. According to this method,

an apparent optical depth can be converted into an apparent column density using

the formulas 2.32-2.35.

From an observational point of view, this method is not reliable in presence of a

saturated line, because the flux goes to zero which makes it impossible to recover

the real optical depth. However, in the simulation I have the value of the true optical

depth in each pixel, thus this method is correctly applicable in our case.

In a regime of high resolution spectroscopy, τa(v) ≈ τtrue(v), so for this reason, I

used the simulated true optical depth profile along the line of sight not convolved

with the instrumental response.

I performed the same comparison with the VPFIT code, so I integrated column

densities derived with the AOD method in the velocity range defined by the mean

redshift of the system, as explained before. Before the computation, I rescaled all

the optical depth values in each pixel by the same factor ≈ 0.44, in order to be

consistent with VPFIT.

The comparison is shown in the bottom panel of Fig. 5.1. The AOD method pre-

dicts the same column densities as VPFIT for C iv column densities lower than

1015 cm−2. The AOD method has the advantage of being much faster than the Voigt

profile fitting, thus I adopted it to determine the column density of the absorptions

in the simulated spectra.

In both panels of Fig. 5.1, the disagreement at high column densities (Log(NCIV)

&15) is due to the fact that, when lines become saturated, VPFIT is no longer

reliable in estimating column densities in particular because only the strongest line

of the C iv doublet is used in simulated spectra and the same is true for H I col-

umn density, for which no higher order transitions are used in addition to Lyα. My

considerations refer to the part of the plot at low column densities. This is also the
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reason why I did not use VPFIT directly on the simulation to compare with the

data of Kim et al. (2016).

5.3 Selection of simulated galaxy sample

In order to investigate the IGM/CGM of galaxies, I selected from the snapshot at

z = 1.94 of both cosmological runs two samples of 20 galaxies with a total halo

mass Mh in the range [∼ 1010 − 1012] M�, identified with the SUBFIND algorithm

(Springel et al., 2001) and stellar mass greater than M∗ & 2 · 109M�.

The selection criteria were the following: the galaxies had not to be on major

merger’s interactions and had to be the main halo of their FOF-group, so not a

substructure, in order to compare similar conditions at a given distance from galaxy

center between the different galaxies of the sample. The first condition puts an up-

per limit on the chosen halo mass, as only 6 objects with Mh > 1012 M� are in the

two runs, but they are actually all formed by clusters of merging galaxies. The lower

limit on the halo mass, instead, is related to the number of particles that sample

the galaxy and its various components, in order to consider the object reliable.

In Table 5.1, I report some properties of the two galaxy samples. Following the

spherical-collapse model, virial radii are defined for each FOF-halo as the radii of a

sphere centered on the main halo of the FOF-group and which contains an overden-

sity of 200 the critical density, so they are calculated with this formula:

Rvir =

(
Mh

4
3
π · 200 · ρCrit

)1/3

(5.9)

with

ρCrit =
3H(z)2

8πG
(5.10)

I also visually selected from the two boxes, using the software GADGETVIEWER4,

10 near-filaments environments, in order to investigate the low density IGM near

galaxies.

In the first row of Fig. 5.3, a galaxy from the MUPPI simulation is shown, while in

the second row I plot an example of a near-filament environment. In the left panels

the H i maps around these two objects are reported, in the center the C iv maps and

on the right I show the images of the two environments with GADGETVIEWER.

For near-filament environments, I choose as “center of the object ” the position of

the white cross, as shown in the bottom-left panel of Fig. 5.3.

4http://astro.dur.ac.uk/ jch/gadgetviewer/index.html
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MUPPI MODEL EFFECTIVE MODEL

Obj. Mh M? Rvir Obj. Mh M? Rvir

[M�] [M�] [phys. kpc] [M�] [M�] [phys. kpc]

1 6.87·1011 2.37·1010 94 1 5.04·1011 2.18·1010 84

2 4.03·1011 1.13·1010 78 2 4.91·1011 3.07·1010 84

3 4.02·1011 8.31·109 78 3 4.90·1011 3.73·1010 84

4 3.63·1011 1.11·1010 76 4 4.11·1011 2.23·1010 81

5 2.74·1011 1.24·109 69 5 3.66·1011 2.70·1010 74

6 2.60·1011 6.87·109 68 6 3.04·1011 1.66·1010 71

7 2.08·1011 6.83·109 63 7 3.00·1011 1.31·1010 71

8 1.66·1011 5.92·109 58 8 2.39·1011 1.16·1010 66

9 1.43·1011 5.04·109 55 9 2.32·1011 7.50·109 65

10 1.06·1011 3.38·109 50 10 2.12·1011 8.22·109 63

11 9.49·1010 2.54·109 48 11 9.91·1010 2.81·109 49

12 9.22·1010 1.95·109 48 12 9.66·1010 3.07·109 48

13 9.12·1010 2.84·109 48 13 9.40·1010 3.48·109 48

14 8.91·1010 2.53·109 47 14 9.01·1010 4.99·109 47

15 8.21·1010 2.06·109 46 15 8.95·1010 2.21·109 47

16 8.14·1010 2.13·109 46 16 8.93·1010 3.64·109 47

17 8.10·1010 1.75·109 46 17 8.25·1010 2.21·109 46

18 8.05·1010 2.51·109 46 18 7.78·1010 2.30·109 45

19 7.79·1010 3.06·109 45 19 7.77·1010 3.48·109 45

20 7.36·1010 2.09·109 44 20 3.73·1010 3.64·109 35

Table 5.1: Properties of the sample galaxies of the MUPPI Model Box and the

Effective Model Box. In the first column of the two tables, there is the object ID;

in the second column, the halo mass of the galaxy; in the third column, the stellar

mass of the galaxy; in the fourth column, the virial radius of the galaxy in physical

units.
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Figure 5.3: Top: Projected maps of the H i (left) and C iv (center) distribution

around a particular galaxy of the sample. Column densities have been computed

by integrating the density profile of these subboxes along a perpendicular slice of

width ±300 kpc from galaxy’s position. Image of the chosen galaxy (right) from

GadgetV iewer. Bottom: same as top but for a near-filament environment. The

white cross here represents the visually-chosen “center of the object ”.

5.4 Results

5.4.1 The NCIV vs NHI relation: piercing around galaxies

The NCIV vs NHI relation, constructed here in order to compare with data, is the

observational equivalent to the theoretical overdensity-metallicity relation, as the

overdensity is related to NHI and the metallicity can be traced by the C iv doublets

which fall in a region redward of the Lyα forest, free from line blendings, and ob-

servable in the optical band at z & 1.2. Its ubiquitous presence in QSO spectra also

indicates that it traces a gas phase, which is characteristic of many astrophysical

gas environments.

I pierced through the cosmological boxes random lines of sight around the 40 galaxies

with impact parameters less than 800 kpc, in order to characterize the environment

around them.

As the line of sight is as long as the box side, I first identified the position of the

center of the galaxy along it. I, then, selected a region along the line of sight ± 150

km s−1 from this position and I consider the optical depth profile both for H i and

C iv in this region rescaled by a factor ≈0.44, as explained in Sec. 5.2.2. For each
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pixel of this region, I converted the value of the optical depth into a column density

using Eq. 2.34 and then I integrated.

In Fig. 5.4, I reported the NCIV versus NHI relation for the sample of the MUPPI

galaxies, while in Fig. 5.5 the same relation but for the Effective Model box.

Each blue or cyan point refers to a single line of sight. Blue points refer to lines

of sight around galaxies with a total halo mass between [∼ 1011 − 1012 M�] while

cyan points refer to galaxies with a total halo mass in the range [∼ 1010− 1011 M�].

Magenta points represent the observational sample by Kim et al. (2016) and the

green line is the detection limit of this sample.

Lines of sight are divided according to their distance from the galaxy. Going from

top-left to bottom-right, in each plot are grouped lines of sight with impact param-

eters b between [0-1] rvir, [1-3] rvir, [3-5] rvir and b > 5 rvir.

Going to larger distances, I can see that the bulk of the points gradually shifts to

lower values of H i and C iv column densities. Inside the virial radius, all the sim-

ulated lines of sight are above the observational limit. Simulated points occupy a

slightly different region than the data of Kim et al. (2016). This could be due to

the fact that I am using a wrong UVB, as I am assuming that each gas particle

is photoionized by Haardt & Madau UVB, neglecting that near galaxies there is

also the contribution of the ionizing photons of the galaxy itself. For this reason,

NCIV could be lower, with part of C iv becoming actually Cv. Another possible

explanation could be that the simulation produces too many metals, due to ineffi-

cient feedback, that causes too much star formation. To investigate this last issue,

I constructed the mass-metallicity relation for all the galaxies of the MUPPI box

with stellar mass M∗ > 2 × 109 M�. For each gas particle inside one tenth of the

virial radius of a galaxy, I computed the abundance O/H. For each galaxy, I then

took the gas particle’s mass-weighted average value of O/H between all the previous

calculations.

Our result are shown in Fig. 5.6. The simulation does actually produce too many

metals with respect to the observed relation by Kacprzak et al. (2016) and this could

explain the disagreement in the C iv data, although I think the assumptions on the

UVB could still play a role.

Goz et al. (2017, in prep., private communication) also analysed the mass-metallicity

relation of the MUPPI simulation, but at z=0. They compare the gas metallicity of

their sample of MUPPI galaxies, taken from the same box I used, as a function of

stellar mass, with the observational relation by Tremonti et al. (2004). They recover

the same trend as the observed relation, but with a global offset of roughly ∼ 0.1-

0.2 dex, extending up to 0.3 dex in the low-mass end of the relation. They claim
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Figure 5.4: Each point refers to a single line of sight for the MUPPI simulation.

Cyan points: lines of sights around halos with Mh ∼ 1011 M�. Blue points: lines

of sights around halos with Mh ∼ 1010 M�. Magenta points: observational data

from Kim et al. (2016) (the same data are reported in each panel). Green line:

observational detection limit. Plots have been divided according to the distance of

lines of sight from galaxy center in units of virial radius.
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Figure 5.5: Each point refers to a single line of sight for the MUPPI simulation.

Cyan points: lines of sights around halos with Mh ∼ 1011 M�. Blue points: lines

of sights around halos with Mh ∼ 1010 M�. Magenta points: observational data

from Kim et al. (2016) (the same data are reported in each panel). Green line:

observational detection limit. Plots have been divided according to the distance of

lines of sight from galaxy center in units of virial radius.
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Figure 5.6: Mass metallicity relation for all the MUPPI galaxies with M∗ > 2× 109

M� compared to the observed one by Kacprzak et al. (2016).

that this could be due to the lack of AGN feedback, capable instead of quenching

the cooling and star formation.

Even if the bulk of the points shifts downwards at large distances, there are still

points at high H i and C iv column densities. This could be a consequence of the

fact that galaxies are not isolated systems.

I investigated the nature of these points by considering all the lines of sight of Fig. 5.4

with b > 5 rvir and with absorption systems with 14.0 ≤ Log(NCIV) ≤ 18.0 [cm−2].

I searched for substructures near the lines of sight and I computed the minimum

distance from a line of sight to a substructure. The distribution of the distances is

reported in Fig. 5.7. I estimated a median value and a 1σ error of 19+29
−11 kpc. This

result suggests that those lines of sight are the ones hitting or passing close to the

halos of other substructures. However, note that the search algorithm I used looks

for dark matter substructures, so some of them could be simply gas clumps without

star formation.

For completeness, the median values with the 1 σ error of the distance distributions

in the ranges b < 1 rvir, 1 rvir < b < 3 rvir and 3 rvir < b < 5 rvir are 15+12
−8 kpc,

19+18
−11 kpc and 19+21

−11 kpc respectively. The total mass of the substructure is in the

range [108 − 1012 M�]. In Figs. 5.8 and 5.9, I show the Probability Distribution

Functions (PDFs) of the points of Figs. 5.4 and 5.5 for the MUPPI model and

the Effective Model respectively. The plots reflect the same distance division as the
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Figure 5.7: Probability distribution function of the minimum distance between a line

of sight (LOS) with b > 5 rvir of an absorption system with 14.0 ≤ Log(NCIV) ≤
18.0 [cm−2 and a dark matter substructure identified with SUBFIND. No distinction

in the mass of substructures has been done.

previous ones. The orange line represents the observational detection limit.

These plots constitute the main result of the thesis and they give the probability

to find an absorption system with a given H i and C iv column density at a certain

distance from a galaxy. I can state that observational data have the highest proba-

bility to be confined in a region up to 3-5 virial radii from galaxies.

This result is validated by the fact that I do not recover any strong difference be-

tween the MUPPI and the Effective models. They show very similar trends. Only in

the range 1 rvir < b < 3 rvir , I see that the MUPPI Model has a higher probability

to find absorption systems with large column densities with respect to the Effective

model for H i column densities in the range [1013-1015 cm−2] and this could be due to

a more efficient feedback with respect to the Effective model, which is not capable

to spread metals with the same strength.

As surveys are flux-limited, faint galaxies can be missed. For this reason, I can state

from Fig. 5.7-5.8-5.9 that finding a strong absorption system at a high distance from

a galaxy it could be possible and the two can be related to each other, but it is more

probable that there is a smaller galaxy, which is not observed and to which the

absorption system is related.

In Fig. 5.10, I performed a comparison between halos of different masses in our

sample. I did not find any strong trend.

I repeated the same procedure for near-filament environments, by piercing through
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Figure 5.8: Probability Distribution Function (PDF) of points in Fig. 5.4. The

orange line is the observational detection limit.
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Figure 5.9: Same as Fig. 5.8, but for the Effective Model simulation.
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the cosmological box random lines of sight around the chosen “center ”of near-

filament environments with impact parameter less than 800 kpc. In Fig. 5.11, it is

shown the probability distribution function for near-filament environments. Plots

are divided according to their physical distance from the given center.

For each radial bin, the bulk of the points has the highest probability to have values

of the C iv and H i which are below the detection limit. The tail of the PDF above

the detection limit could be due to the presence of halos near the chosen “center ”of

a near-filament environment.

5.4.2 The NCIV vs NHI relation: median values in concentric

regions

I performed also another kind of analysis, based more on a statistical point of view.

I took lines of sight of Sec. 5.4.1 and for each object, I divided lines of sight according

to their distance from the center of the object: going from 0 to 800 kpc, I divided

the spatial region considered in radial bins of size ∼ 10 kpc and I grouped lines of

sight in each bin according to their impact parameter.

For each object, I computed the mean and the 1-σ error of the integrated NCIV and

NHI values of all the lines of sight in each bin.

I report this modified NCIV versus NHI relation for the MUPPI model and the Ef-

fective Model in Figs. 5.12 and 5.13.

For each galaxy, I divided the mean values according to their distance from galaxy

center, so plotting mean values whose radial bin is at a distance from center between

[0-1] rvir, [1-3] rvir , [3-5] rvir and r > 5 rvir. Galaxy color coding is the same as

Sec. 5.4.1.

For near-filaments environments, it is obviously not possible to define a virial radius,

so I plotted in each panel of Figs. 5.12-5.13 the mean values of all the radial bins

from 0 to 800 kpc.

Large error bars, representing the 1-σ error, are due to the fact that the medium is

not homogeneous, so at same radial distance I could find a low-density environment,

having low column densities, or I could hit (or be close to) a substructure, having

higher values of column densities.

As in the previous section, I can see that for galaxies median values shift to lower col-

umn densities as the distance increase and I do not find any correspondence between

simulated and observational data above 3-5 rvir except for the weakest systems of

the sample of Kim et al. (2016). Near-filaments points are confined to a region under

the detection limit, suggesting that they have metallicities too low to be probed by
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Figure 5.10: Left : Probability Distribution Function (PDF) of points related to

halos with Mh ∼ 1011 M� of Fig. 5.4. Right : Probability Distribution Function

(PDF) of points related to halos with Mh ∼ 1010 M� of Fig. 5.4.
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Figure 5.11: Probability Distribution Function (PDF) of points related to near-

filaments environments of the MUPPI simulation.
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Figure 5.12: Each point is the spherical average value of H i and C iv column densi-

ties profiles in radial bins of width of ∼ 10 kpc around the 30 objects for the MUPPI

simulation. Cyan points: mean values of lines of sights around halos with Mh ∼ 1011

M�. Blue points: mean values of lines of sights around halos with Mh ∼ 1010 M�.

Y ellow points: mean values of lines of sights around near-filaments points. Magenta

points: observational data from Kim et al. (2016) (the same data are reported in

each panel). Green line: observational detection limit. Plots have been divided

according to the distance of radial galaxy spherical averages from galaxy center in

units of virial radius. This division does not concern near-filaments points, whose

al values are reported in each plot.
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Figure 5.13: Same as Fig. 5.12, but for the Effective Model simulation.

present day observations. In the future, high resolution spectrographs like HIRES

at the E-ELT could enter this interesting regime of weak absorbers.

5.4.3 The NOVI vs NHI and NSiIV vs NHI relations: extending

the comparison between the two subresolution models

As already stated, the subresolution models do not show strong differences in the

results.

To better investigate this last issue, I performed the same overall analysis with two

other ions: Ovi and Si iv. The results are shown in Figs. 5.14- 5.17. Like for the

C iv, I do not find any strong differences between the two models.

For Ovi I do not have any available data, but the simulated Ovi shows a similar

trend to C iv, with the main difference between the two subresolution models in the

range 1 rvir < b < 3 rvir. I interpret this last point as a result of the less effective

feedback in the Effective Model with respect to the MUPPI one.

For the Si iv, I compared always with the observational sample by Kim et al. (2016).

This time, I do not see any difference between the models in every radial bin. Si iv

traces a gas phase at higher NHI, closer to galaxies. At these close distances to
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galaxies, the effects of the feedback could not be traced.

One explanation of these results could be that the differences in the feedback pre-

scriptions of the two models could be more related to the thermal feedback than to

the kinetic one. Figs. 5.18 shows a temperature map around the same galaxy for

both models, where the temperature profile along parallel lines of sight has been in-

tegrated ±300 kpc. It is clear that the MUPPI model is more capable of heating the

surrounding gas with respect to the Effective model, while the differences related to

kinetic feedback, that is how metals are distributed outside galaxies, are less visible.

Barai et al. (2015) already studied the difference between different feedback schemes,

among which the ones used in this thesis work. In their paper, they constructed

radial profiles of the total gas metallicity around galaxy centers at z ∼2 and they

inferred that the MUPPI model distributes metals more adequately than the Effec-

tive model. I do also recover a slight difference between the two models in the range

1 rvir < b < 3 rvir, but when comparing with observational data, these differences

seem not to significantly impact in the IGM properties investigated here. It is im-

portant to highlight, as already said in Chapter 4, that the MUPPI simulation, that

I used, was run with slightly different model parameters, due to small changes in

the chemical sector with respect to the one by Barai et al. (2015).

In Figs. 5.19, I show a comparison for a particular galaxy between column density

maps for H i, C iv, O vi and Si iv calculated with the AOD method as previuosly

done, so taking into account gas peculiar motions.

Also by looking at the distributions of the gas around the galaxy for each element,

I do not see any strong difference between the two models.

5.4.4 Covering fractions

The covering fraction is by definition the ratio between the number of lines of sight

showing an absorption system with an equivalent width greater than a threshold

value and the total number of lines of sight. In practice, it is a measure of the

clumpiness of the medium. If the medium is perfectly homogeneous, the covering

fraction is equal to 1. The clumpier the medium, the lower the covering fraction is.

In Fig. 5.20, I report the covering fraction for our sample of MUPPI data, calculated

in bins of 100 kpc, in which I computed equivalent widths by always integrating ±
150 km s−1 from galaxy position along the line of sight.

Dashed and dot-dashed lines are the median values of the covering fraction of

our total sample of lines of sight for two different threshold values of the equivalent
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Figure 5.14: (OVI):PDF of lines of sight around the sample of galaxies.

.
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Figure 5.15: (OVI): Each point is the spherical average value of H i and Ovi column

densities profiles in radial bins of width of ∼ 10 kpc around the 30 objects for the

MUPPI (left) and the EFFECTIVE (right) model. Cyan points: mean values of

lines of sights around halos with Mh ∼ 1011 M�. Blue points: mean values of

lines of sights around halos with Mh ∼ 1010 M�. Y ellow points: mean values of

lines of sights around near-filaments points. Plots have been divided according to

the distance of radial galaxy spherical averages from galaxy center in units of virial

radius. This division does not concern near-filaments points, whose al values are

reported in each plot.
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Figure 5.16: (SiIV):PDF of lines of sight around the sample of galaxies.

.
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Figure 5.17: (SiIV): Each point is the spherical average value of H i and Si iv column

densities profiles in radial bins of width of ∼ 10 kpc around the 30 objects for the

MUPPI (left) and the EFFECTIVE (right) model. Cyan points: mean values of

lines of sights around halos with Mh ∼ 1011 M�. Blue points: mean values of lines

of sights around halos with Mh ∼ 1010 M�. Y ellow points: mean values of lines

of sights around near-filaments points. Red points: observational data from Kim

et al. (2016) (the same data are reported in each panel). Plots have been divided

according to the distance of radial galaxy spherical averages from galaxy center in

units of virial radius. This division does not concern near-filaments points, whose

al values are reported in each plot.

.
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Figure 5.18: Comparison between temperature maps of the same galaxy between

the MUPPI and the Effective model. Temperatures are computed integrating the

temperature profile along the LOS ± 300 kpc.

width. Shaded areas are the 1 σ error. In Fig. 5.21, instead, I have the covering

fraction obtained by integrating ± 600 km s−1 , in order to be consistent with the

sample of Landoni et al. (2016) and Rubin et al. (2015).

Our calculated covering fraction (orange line with EW > 0.3 Å) is quite in agree-

ment with the sample of Landoni et al. (2016), if I consider also the 1-σ error. Their

values are a little bit higher, but this could be due to the fact that their sample is

formed by quasar host galaxies and they could be selecting galaxies with slightly

higher masses and so bigger halos. For this reason, it should be more correct to re-

port the relations as a function of the distance in units of virial radius. They could

also have a bias in the direction, as they are taking face-on galaxies. In other direc-

tions, their covering fraction could be lower, due to inhomogeneities of the medium.

The sample of Rubin et al. (2015) is actually formed by 40 DLAs, so a little bit

different from our work. The masses of the structures forming the DLAs are not

known and this could explain why the sample of Rubin et al. (2015) has slightly

higher values.

The sample of Prochaska et al. (2014) has a window of integration of ± 1500 km s−1,

which is a huge number, due to uncertainties in the redshifts of their quasar sample.

Unfortunately, our box size is not big enough, as our maximum range of integration

is ± 800 km s−1. I tried to integrate along all the box size and I did recover higher

values with respect to those shown in Fig. 5.21, but still not in agreement with the

Prochaska et al. (2014) sample. I am confident that if I have had a bigger cosmo-

logical box, I would have found similar values to the Prochaska et al. (2014) sample.

I would probably have found a situation similar to Landoni et al. (2016), because
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CIV Map, MUPPI Model
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CIV Map, Effective Model
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OVI Map, MUPPI Model
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Figure 5.19: Comparison between colum density maps of different chemical elements

between the MUPPI and the Effective model. Column densities are computed using

the AOD method ± 150 km s−1.

.
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Figure 5.20: C iv covering fraction of our sample of lines of sight, in which rest-

frame EW have been integrated ± 150 km s−1 from galaxy position. Dotted and

dot-dashed lines are the median values corresponding to two different EW thresholds

(orange: EWCIV >0.2 Å; red: EWCIV >0.3 Å), while shaded areas are the 1 σ error.
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Figure 5.21: C iv covering fraction of our sample of lines of sight, in which rest-frame

EW have been integrated ± 600 km s−1 , to be consistent with the observational

sample of Rubin et al. (2015) and Landoni et al. (2016). The integration window of

Prochaska et al. (2014) is of ± 1500 km s−1, a value higher than our box size. This

explains the disagreement with the sample of Prochaska et al. (2014).Dotted and

dot-dashed lines are the median values corresponding to two different EW thresholds

(orange: EWCIV >0.2 Å; red: EWCIV >0.3 Å), while shaded area is the 1 σ error.
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Figure 5.22: Covering fraction of our sample of lines of sight as a function of the C iv

column density and not of the equivalent width. Column densities are integrated

± 150 km s−1 from galaxy position. Dotted and dot-dashed lines are the median

values, while shaded area is the 1 σ error.

also in the Prochaska et al. (2014) sample, they are selecting quasar host galaxies,

so there could be a bias in the mass and in the direction of the sampled galaxies.

Computing the covering fraction as a function of the equivalent width is what it has

been done so far in the literature, as measuring the equivalent width of an absorp-

tion system is the simplest thing that can be done, especially with low resolution

data.

With the advent of high-resolution spectroscopy, it has become possible to measure

column densities of absorption systems, using Voigt Profile Fitting codes, which

give a more reliable and complete information on the physical state of the gas that

produced the observed absorption.

For comparison with future samples of high resolution data, I decided to compute the

covering fraction as a function of the column density, as it can be seen in Fig. 5.22.

I divided the covering fractions in different column densities ranges: 0 ≤ Log(NCIV)

≤ 10 [cm−2], 10.0 ≤ Log(NCIV) ≤ 12.0 [cm−2] , 12.0 ≤ Log(NCIV) ≤ 14.0 [cm−2],

14.0 ≤ Log(NCIV) ≤ 16.0 [cm−2] and 16.0 ≤ Log(NCIV) ≤ 18.0 [cm−2].
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I can see that C iv absorption systems with Log(NCIV) > 14.0 dominate in the halos

of galaxies (d < 100 kpc), even if their covering fraction does not drop to zero at

greater distances, due to the presence of substructures.

At higher distances, weaker systems start to dominate, with their covering fraction

increasing.
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Chapter 6

Summary and future perspectives

The main findings of this thesis work can be summarized as follows:

- I analysed the output of high resolution hydro dynamical simulations with SN

feedback implemented both in the thermal and kinetic form. No AGN con-

tribution is considered. In particular, two different subresolution models were

considered: the MUPPI model and the Effective model, described in Chapter

4. These two sets share the same large scale structure evolution, but they are

decoupled in the hydrodynamical part, as they have different star formation

and feedback prescriptions. The MUPPI model has succeded in reproducing

quite realistic disk galaxies (Murante et al., 2015).

- I performed a state-of-the-art post-processing analysis and produced a set of

mock galaxies and mock spectra. Spectra are constructed using an SPH formu-

lation and profiles of different physical quantities can be reproduced along the

line of sight. A sample of 40 galaxies with halo mass in the range [1010 − 1012

M�], half of which are from the MUPPI simulation and the other half from the

Effective Model box were selected with the following criteria: galaxies had not

be on a major merger, they were the main halo of the FOF-group, in order to

analyze the same conditions at the same distance and sampled by a sufficient

number of particles. I also considered 20 near-filaments environments from

the two runs, by visually centering as close as possible to a filament using the

software GADGETVIEWER.

- I identified an optimal analysis of mock QSO spectra based on the Apparent

99
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Optical Depth (AOD) method and compared it critically to the results ob-

tained with Voigt Profile fitting methods. With the advent of high-resolution

spectroscopy, it has become possible to measure column densities of absorp-

tion systems using Voigt Profile Fitting codes, which give a more reliable and

complete information on the physical state of the gas clump that produced

the absorption. Unfortunately, this procedure is rather delicate and complex

to implement in an automatic way when dealing with thousands of spectra

from numerical simulations. On the contrary, I can compute column densities

directly from the simulation without applying the fit of the line shape. I per-

formed a comparison between column densities derived with the VPFIT code

and the ones directly derived from the simulation. I found that the best and

fastest method to use on mock QSO spectra when comparing with observa-

tional data is the AOD method. With this method, gas peculiar motions are

taken into account and, at the same time, a reliable measure of the column

density is obtained.

- I performed a full environmental characterization of the CGM and IGM for

absorption systems. In particular, I pierced 4000 lines of sight around each

selected object in the simulation with impact parameters less than 800 kpc.

Using the C iv as a tracer of the metallicity, I constructed the NCIV versus NHI

relation in different radial bins from object’s center, which I compared with

the observational data by Kim et al. (2016). These data represent a state-

of-the-art, homogeneous and statistically significant sample of high resolution

absorption lines. I found that observational data have the highest probability

to be confined in a region up to 3-5 virial radii from galaxies, which correspond

at this redshift to a physical distance of ∼ 150 - 400 kpc. Near-filaments points

are instead confined to a region under the detection limit, suggesting that they

have metallicities too low to be probed by present day observations. These

results are validated by the fact that I do not recover any strong difference

between the MUPPI and the Effective models. They show very similar trends.

- I presented a probabilistic approach to the galaxy/IGM interplay which care-

fully quantifies the probability to find an absorption system with a given col-

umn density at a certain distance from a galaxy. For example, if a system

with a NCIV column density of ∼1015 cm−2 and NHI column density of ∼1016

cm−2 is found, it has a probability five times higher to be located inside the
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virial radius of a galaxy of mass ∼1010−11 M� than at a distance of 3-5 virial

radii from such a galaxy. If such a system is observed at this great distance

from a luminous galaxy, it could be actually related to another smaller and

less luminous galaxy.

- I quantified the distribution of ionization species around galaxies in terms of

covering factors and compared to data taken from the literature. Considering

also the 1 σ error, our data are quite in agreement with the observed one, even

if they show a lower normalisation. This could be due to a selection bias in the

observational sample, probing galaxies with slightly higher masses. Covering

fractions are computed as a function of the equivalent width of the absorp-

tion system, as measuring the equivalent width of an absorption system is the

simplest thing that can be done, especially with low resolution data. When

dealing with high- resolution data, Voigt Profile Fitting provides a stronger

information on the gas physical state. For this reasons, I constructed covering

fractions depending on the column density and not on the equivalent width of

the absorption system, which can be used to compare with future data. Higher

column density systems (Log(NCIV ≥ 14 cm−2) predominate in a region of size

∼ 100 kpc, while lower column density systems become prevalent at higher

distances. The contribution of higher column density systems does not drop

to zero due to the fact that galaxies are not isolated systems, but they are

surrounded by many structures.

- I extended the work also to other two chemical elements, Ovi and Si iv. No

observational data were available for a comparison with Ovi, but this element

shows a very similar behaviour as C iv. This is an indication that these two

elements trace a similar gas phase, having both the highest probability to be

confined up to a few virial radii from galaxies, characterizing a region typical

of the circumgalactic medium. Si iv traces, instead, more internal regions, as

it has the highest probability to be observed inside the virial radius, as the

comparison with data shows.

- The two simulations which I analyzed in my work give quite similar results

apart from the comparison in the radial bin 1 rvir < b < 3 rvir for C iv and

O vi. The Effective Model has a higher probability to have absorption systems
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with smaller values of H i-C iv-O vi column density and this could be due

to a less efficient feedback with respect to the MUPPI model, which is not

capable to spread metals with the same strength. For Si iv no difference is

observed, but as it is confined in a smaller region, the effects of the feedback

could be less visible. This is a quite surprising and unexpected result from the

simulation point of view, as the two models are significantly different, both in

the star formation and feedback prescriptions. It seems to suggest that galactic

feedback and different star formation processes are not strongly impacting on

the IGM properties investigated here.

In conclusion, in my thesis I have shown that state-of-the-art observational data

likely arise in a region around the galactic halo, more typical of a CGM environment

than of the IGM. This could be a hint that physical processes that produce metal

enrichment did not affect significantly regions at very low density.

This results is validated by the fact that I obtain similar results in both numerical

models used to interpret the data sets.

In the future, it would be interesting to better investigate the comparison between

the different subresolution models, in order to understand which physical processes

affect more deeply the IGM properties.

Moreover, I would like to extend the analysis of the IGM metal enrichment in simu-

lations, tracing back in time the enriched particles in order to understand the epoch

and the mechanisms responsible for the pollution.

Finally, from the observational point of view I expect that new facilities that will

come online in the next decade will allow us to deepen our comprehension of the

enrichment mechanism. The very weak metal absorptions associated with the IGM

will be revealed, if present, by the next generation of spectrographs like ESPRESSO

at the VLT, which will see the first light in 2017, and even more with the high-

resolution spectrograph for the 39 m European ELT telescope. On the other hand,

the relation between the level of enrichment of the IGM studied with metal absorbers

and the distribution of galaxies in the same field will be better quantified when also

the very faint objects will be identified, in particular with the JWST.



List of Figures

2.1 Qualitative representation of a typical QSO spectrum. At ∼ 4900
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M. Le Goff, M. M. Pieri, A. Slosar, É. Aubourg, J. E. Bautista, D. Bizyaev,

M. Blomqvist, A. S. Bolton, J. Bovy, H. Brewington, A. Borde, J. Brinkmann,

B. Carithers, R. A. C. Croft, K. S. Dawson, G. Ebelke, D. J. Eisenstein, J.-

C. Hamilton, S. Ho, D. W. Hogg, K. Honscheid, K.-G. Lee, B. Lundgren,

E. Malanushenko, V. Malanushenko, D. Margala, C. Maraston, K. Mehta,
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B. D. Oppenheimer and R. Davé. Cosmological simulations of intergalactic medium

enrichment from galactic outflows. MNRAS, 373:1265–1292, December 2006. doi:

10.1111/j.1365-2966.2006.10989.x.
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A. Slosar, V. Iršič, D. Kirkby, S. Bailey, N. G. Busca, T. Delubac, J. Rich,
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