# Strong-field control and enhancement of chiral response in bi-elliptical high-order harmonic generation: an analytical model 

To cite this article: David Ayuso et al 2018 J. Phys. B: At. Mol. Opt. Phys. 51124002

View the article online for updates and enhancements.

Related content
Chiral dichroism in bi-elliptical high-order harmonic generation David Ayuso, Piero Decleva, Serguei Patchkovskii et al.

- Opportunities for chiral discrimination using high harmonic generation in tailored laser fields
Olga Smirnova, Yann Mairesse and Serguei Patchkovskii

Attosecond control of spin polarization in electron-ion recollision driven by intense tailored fields
David Ayuso, Alvaro Jiménez-Galán, Felipe Morales et al.

Recent citations

[^0]
## IOP ebooks"

Bringing you innovative digital publishing with leading voices to create your essential collection of books in STEM research.

Start exploring the collection - download the first chapter of every title for free.

# Strong-field control and enhancement of chiral response in bi-elliptical high-order harmonic generation: an analytical model 

David Ayuso ${ }^{1}{ }^{\bullet}$, Piero $^{\text {Decleva }}{ }^{2}$ © , Serguei Patchkovskii ${ }^{1}$ and Olga Smirnova ${ }^{1,3}$<br>${ }^{1}$ Max-Born Institute for Nonlinear Optics and Short Pulse Spectroscopy, Max-Born-Straße 2A, D-12489 Berlin, Germany<br>${ }^{2}$ Dipartimento di Scienze Chimiche e Farmaceutiche, Università degli Studi di Trieste, via L. Giorgieri 1, I-34127 Trieste, Italy<br>${ }^{3}$ Technische Universität Berlin, Ernst-Ruska-Gebäude, Hardenbergstraße 36A, D-10623 Berlin, Germany<br>E-mail: david.ayuso@mbi-berlin.de and olga.smirnova@mbi-berlin.de

Received 12 February 2018, revised 28 March 2018
Accepted for publication 9 April 2018
Published 30 May 2018


#### Abstract

The generation of high-order harmonics in a medium of chiral molecules driven by intense bi-elliptical laser fields can lead to strong chiroptical response in a broad range of harmonic numbers and ellipticities (Ayuso et al 2018 J. Phys. B: At. Mol. Opt. Phys. 51 06LT01). Here we present a comprehensive analytical model that can describe the most relevant features arising in the high-order harmonic spectra of chiral molecules driven by strong bi-elliptical fields. Our model recovers the physical picture underlying chiral high-order harmonic generation (HHG) based on ultrafast chiral hole motion and identifies the rotationally invariant molecular pseudoscalars responsible for chiral dynamics. Using the chiral molecule propylene oxide as an example, we show that one can control and enhance the chiral response in bi-elliptical HHG by tailoring the driving field, in particular by tuning its frequency, intensity and ellipticity, exploiting a suppression mechanism of achiral background based on the linear Stark effect.
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High-order harmonic generation (HHG) is an extremely nonlinear process that converts intense radiation, usually in the infrared (IR) or mid-IR domain, into high-energy photons, with frequencies that are high-integer multiples of that of the driving field $[1,2]$. The most established interpretation of HHG is based on the three step model [3]. The first step is tunnel ionization from an outer shell of an atom or a molecule, facilitated by the distortion of the electrostatic potential induced by the laser field. It is followed by the second step:

[^1]laser-driven electron propagation in the continuum. The third step takes place when the electron is brought back to recombine with the core, releasing the energy accumulated during its round-trip in the form of a high-energy photon. The three steps occur within one optical cycle of the driving field, thus leading to the formation of attosecond pulses. The use of attosecond pulses generated via HHG in pump-probe experiments has enabled one to monitor ultrafast electron dynamics in atoms [4-9], molecules [10-14] and condensed phases [15].

The process of HHG is itself a pump-probe spectroscopic technique [16-24]. The first step (tunnel ionization) acts as a pump, triggering an ultrafast response in the atomic or molecular target. The initiated dynamics is probed in the third
step, as harmonic emission is sensitive to the state of the core at the moment of recombination. Since there is a well-defined relation between the duration of the electron excursion in the continuum and the energy of the emitted harmonics, these provide a series of snapshots of the dynamics in the ion. The time resolution of the HHG camera is given by the delay in the emission of consecutive harmonics, which is usually on the order of a few tens of attoseconds. This resolution can be tuned by adjusting the frequency and the intensity of the driving field.

Imaging sub-femtosecond chiral dynamics in chiral molecules is a recent achievement of HHG spectroscopy [24]. A molecule is said to be chiral if it cannot be superimposed to its mirror image [25]. The concept of chirality is of great importance in nature. For instance, most biological molecules are chiral molecules [26]. Opposite enantiomers, i.e. mirror images of the same chiral molecule, present identical physical and chemical properties, unless they interact with another chiral entity. The application of chiral light to the generation of high-order harmonics in a medium of chiral molecules has been recently demonstrated to be a powerful technique for chiral recognition and chiral discrimination [24, 27, 28], opening new directions in HHG spectroscopy. The values of chiral dichroism in chiral HHG (cHHG) can compete with those from other well established chiroptical methods, such as photoabsorption circular dichroism [29], circular fluorescence [30, 31] or Raman optical activity spectroscopy [32]. However, it has not yet reached the outstanding sensitivity of photoelectron circular dichroism [33-41]. As cHHG is a timeresolved technique, it has the potential for probing ultrafast molecular processes, e.g. chemical reactions, at their natural time scales. Other promising time-resolved chiroptical approaches developed in the last few years include vibrational circular dichroism spectroscopy [42], Coulomb explosion imaging [43, 44], microwave detection [45], chiral-sensitive 2D spectroscopy [46], ultrafast resonant x-ray spectroscopy [47, 48], time-resolved photoelectron circular dichroism [49] and photoexcitation circular dichroism [50].

The first implementation of cHHG used intense driving fields with weakly-elliptical polarization for driving and probing ultrafast electron dynamics in the chiral molecules propylene oxide and fenchone [24]. Such fields can efficiently induce tunnel ionization from several valence shells in organic molecules with comparable probabilities, as the energy differences between them are usually on the order of one electron volt. During the electron excursion in the continuum, the laser field can induce transitions between these ionic states, and thus the electron can recombine with a hole that is different from the one that was created upon tunneling, opening the so called cross HHG channels. The harmonic emission associated with the cross channels can be enantiosensitive if both the ionic states and the driving field are chiral. However, their intensity is usually weaker than that of the direct HHG channels, i.e. those resulting from ionization from and recombination to the same ionic state. Direct channels are not enantiosensitive because they do not involve chiral electronic transitions in the core. Therefore, in order to observe the chiral response of the cross channels in the
harmonic spectrum, the achiral background associated with the direct channels needs to be suppressed. Chiral dichroism was observed in [24] in the dynamical energy region of destructive interference between direct channels.

As the chirality of light increases with ellipticity, one would expect to maximize the chiroptical response of the system using circular polarization. However, circularly polarized drivers do not allow electron-ion recombination, as the field component that is perpendicular to the direction of tunneling drives the electron away from the core. As a result, the harmonic intensity rapidly drops with ellipticity. Fortunately, light generation technology can allow one to tailor the driving field in a way that enhances the chiral response of the system while allowing the electron to recollide with the parent ion. A promising example of a such field tailoring is the generation of two-color bi-circularly polarized radiation, which results from combining a circularly polarized driver with a counter-rotating second harmonic [51-54]. Intense bi-circular fields can efficiently generate attosecond pulses with circular and elliptical polarization in the XUV domain [55-67], spin-polarized electron currents that recollide with the core $[68,69]$ and probe molecular dynamical symmetry breaking [70, 71].

We have recently shown that intense bi-elliptical driving fields can induce strong chiral dichroism in the harmonic spectra of chiral molecules, in a broad range of harmonic numbers and ellipticities [27, 28], exploiting a suppression mechanism of achiral background that does not rely on destructive interference between direct channels. It is based on a fundamentally different principle: the variation of the energy levels of the system due to the presence of the intense field, i.e. the Stark effect, as already pointed out in [27]. As a result of the interaction of the ionic states with the intense field, HHG channels accumulate an additional phase. This additional phase depends on the relative orientation of the molecule with respect to the laser field, and induces a suppression of achiral background upon coherent orientational averaging.

Here we present an analytical model to evaluate the highorder harmonic spectra of chiral molecules in intense bielliptical laser fields, and illustrate how to exploit the suppression mechanism of achiral background based on linear Stark shift to control and enhance chiral response in HHG, using the chiral molecule propylene oxide as an example. The purpose of this model is to recover the physical picture underlying chiral response in HHG based on chiral hole dynamics. Our analytical model (1) quantifies the Stark suppression of direct channels, (2) explains why the same mechanism does not lead to cancellation of the enantiosensitive cross channels, (3) explicitly derives the rotationally invariant molecular pseudoscalars responsible for cHHG, and (4) explicitly shows how the interference between electric dipole transitions and magnetic dipole transitions (identified as the main mechanism of cHHG in [24] for weakly-elliptical fields) is controlled by the parameters of the bi-elliptical laser field and the molecular properties.

Atomic units are employed throughout the manuscript unless otherwise stated.


Figure 1. Dyson orbitals of the ionic states $X$ (left) and A (right) of propylene oxide, evaluated using the MCSCF method.

## 1. Physical picture and model calculations

Let us consider a bi-elliptically polarized laser field constituted by two counter-rotating elliptically polarized fields with the same ellipticity $\varepsilon$, whose electric field can be written as

$$
\begin{equation*}
\mathbf{F}(t)=F_{0}\left[f_{x}(t) \hat{\mathbf{x}}+\varepsilon f_{y}(t) \hat{\mathbf{y}}\right], \tag{1}
\end{equation*}
$$

where the sub-cycle temporal structure is given by

$$
\begin{align*}
f_{x}(t) & =\cos (\omega t)+\cos (2 \omega t)  \tag{2}\\
f_{y}(t) & =\sin (\omega t)-\sin (2 \omega t) \tag{3}
\end{align*}
$$

The corresponding vector potential, satisfying the condition $\mathbf{F}(t)=-\mathrm{d} \mathbf{A}(t) / \mathrm{d} t$, is given by

$$
\begin{equation*}
\mathbf{A}(t)=\frac{F_{0}}{\omega}\left[a_{x}(t) \hat{\mathbf{x}}+\varepsilon a_{y}(t) \hat{\mathbf{y}}\right] \tag{4}
\end{equation*}
$$

with

$$
\begin{align*}
& a_{x}(t)=-\sin (\omega t)-\frac{1}{2} \sin (2 \omega t)  \tag{5}\\
& a_{y}(t)=\cos (\omega t)-\frac{1}{2} \cos (2 \omega t) \tag{6}
\end{align*}
$$

In order to describe chiral effects in HHG, it is essential to account for the interaction of the system with the magnetic field of light, which can be written as

$$
\begin{equation*}
\mathbf{B}(t)=\frac{1}{c} \hat{\mathbf{z}} \times \mathbf{F}(t)=\frac{F_{0}}{c}\left[-\varepsilon f_{y}(t) \hat{\mathbf{x}}+f_{x}(t) \hat{\mathbf{y}}\right], \tag{7}
\end{equation*}
$$

where $c$ is the speed of light and $\hat{\mathbf{z}}$ is the direction of light propagation.

Intense driving fields in the near-IR or mid-IR domains can induce tunnel ionization from several molecular orbitals in organic molecules, thus generating superpositions of several ionic states. In this work we have considered the electronic ground state $(\mathrm{X})$ and the first excited state $(\mathrm{A})$ of the propylene oxide cation. The corresponding Dyson orbitals are shown in figure 1 . They have been evaluated using the multiconfigurational self-consistent field (MCSCF) method [72] as described in [24]. We have calculated the strong-field ionization probabilities associated with these ionic states using the time-dependent resolution in ionic states method [73, 74] (see [24]). Figure 2 contains the angular dependence of the tunneling probabilities correlated to the X and A states of the ion. Our ab initio simulations show that both ionization channels exhibit a preferred direction. This preference is especially pronounced in the case of the A state.


Figure 2. Angular dependence of the ionization probability correlated to the ionic states X (left) and A (right) of propylene oxide, evaluated using the TDRIS method.

To keep things simple in the analytical analysis, we can assume that tunnel ionization occurs along the directions that maximize the ionization probability, that will be represented by $\mathbf{r}_{0}^{m}$ ( $m=\mathrm{X}, \mathrm{A}$ ). In this case, ionized molecules contributing to the HHG signal will be oriented so that $\mathbf{r}_{0}^{m}$ points along the major component of the electric field. In order to account for the experimental situation of randomly oriented molecules, one has to average over all possible molecular orientations. Our model reduces full orientational averaging to one degree of freedom: that of molecular rotations around $\mathbf{r}_{0}^{m}$. These assumptions allow for a simple analytical treatment that can qualitatively reproduce the most relevant features in the harmonic spectra. A more quantitative analysis requires accurate description of recombination and sub-cycle dynamics of strong-field ionization [28].

### 1.1. Evaluation of high-order harmonic spectra

The intensity of the harmonic signal is given by [75]:

$$
\begin{equation*}
I(\varepsilon, N) \propto(N \omega)^{4}\left|\sum_{m n} \mathbf{D}_{m n}(\varepsilon, N)\right|^{2} \tag{8}
\end{equation*}
$$

where $N$ is the harmonic number and $\mathbf{D}_{m n}(\varepsilon, N)$ is the harmonic dipole in the frequency domain associated with a given HHG channel $m n$. In this notation, $m$ represents the ionic state generated upon tunnel ionization and $n$ denotes the state with which the electron recombines. If the molecules are not oriented, $\mathbf{D}_{m n}(\varepsilon, N)$ results from the coherent addition of all possible molecular orientations in the macroscopic sample. However, if ionization has a strong preferred direction, as described above, it can be approximated by

$$
\begin{equation*}
\mathbf{D}_{m n}(\varepsilon, N) \simeq \frac{1}{2 \pi} \int_{0}^{2 \pi} \mathbf{D}_{m n}^{\alpha}(\varepsilon, N) \mathrm{d} \alpha, \tag{9}
\end{equation*}
$$

where $\mathbf{D}_{m n}^{\alpha}(\varepsilon, N)$ is the harmonic dipole associated with a specific molecular orientation, given by the angle $\alpha$, which accounts for molecular rotations around the direction of maximum ionization. The application of the saddle-point method [75] allows one to factorize the contribution from a given ionization burst into the three terms, associated with ionization, propagation and recombination, i.e.

$$
\begin{equation*}
\mathbf{D}_{m n}^{\alpha}(\varepsilon, N) \simeq a_{\text {ion }, \mathbf{r}_{0}^{m}}^{m n} \cdot a_{\text {prop }, \alpha}^{m n}(\varepsilon, N) \cdot \mathbf{a}_{\text {rec }, \alpha}^{m n}(\varepsilon, N), \tag{10}
\end{equation*}
$$

where we have neglected the weak dependence of ionization amplitudes on ellipticity and harmonic number, as the laser
field is essentially quasistatic with respect to ionization: within the span of ionization times, the variations in the field magnitude are very small. Within the approximations above described, recombination occurs essentially along $-\mathbf{r}_{0}^{m}$. The smalls deviations from this direction can be included via its weak dependence on ellipticity:

$$
\begin{equation*}
\mathbf{a}_{\mathrm{rec}, \alpha}^{m n}(\varepsilon, N) \simeq \mathbf{a}_{\mathrm{rec},--\mathbf{r}_{0}^{m}}^{m n(0)}(N) \mathrm{e}^{\mathrm{i} \varepsilon \Psi_{m n}^{\alpha(1)}(N)} \tag{11}
\end{equation*}
$$

where $\Psi_{m n}^{\alpha(1)}$ describes the $\varepsilon$-dependence of the phase of the recombination matrix elements. The chiral response is contained in the propagation amplitudes [24], which are given by

$$
\begin{equation*}
a_{\text {prop }, \alpha}^{m n(\varepsilon, N)}=\left(\frac{2 \pi}{\mathrm{i}\left(t_{r}-t_{i}\right)}\right)^{3 / 2} \mathrm{e}^{-\mathrm{i} S\left(t_{r}^{\prime}, t_{i}^{\prime}, \mathbf{p}\right)} a_{n \leftarrow m}^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right) \tag{12}
\end{equation*}
$$

with

$$
\begin{equation*}
S\left(t, t^{\prime}, \mathbf{p}\right)=\frac{1}{2} \int_{t^{\prime}}^{t}[\mathbf{p}+\mathbf{A}(\tau)]^{2} \mathrm{~d} \tau \tag{13}
\end{equation*}
$$

$t_{i}^{\prime}$ and $t_{r}^{\prime}$ are the real components of the (complex) ionization and recombination times (see [75]), and $a_{n \leftarrow m}^{\alpha}$ is the transition amplitude accounting for the laser-driven dynamics induced in the ion between ionization and recombination, which can be evaluated by propagating the initial wave function from $t_{i}^{\prime}$ to $t_{r}^{\prime}$ and projecting it onto the final state, i.e.

$$
\begin{equation*}
a_{n \leftarrow m}^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right)=\langle n| U^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right)|m\rangle, \tag{14}
\end{equation*}
$$

where $U^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right)$ is the evolution operator acting on the electronic coordinates of the ion (see [75]). The dependence of ionization and recombination times on $N$ and $\varepsilon$ has been omitted for the sake of clarity. The harmonic dipole associated with a given HHG channel (equation (9)) can thus be written as

$$
\begin{align*}
\mathbf{D}_{m n}(\varepsilon, N)= & \left(\frac{2 \pi}{\mathrm{i}\left(t_{r}-t_{i}\right)}\right)^{3 / 2} \mathrm{e}^{-\mathrm{i} S\left(t_{r}^{\prime}, t_{i}^{\prime}, \mathbf{p}\right)} \\
& \times a_{\mathrm{ion}, \mathbf{r}_{0}^{m}}^{m n} \mathbf{a}_{\mathrm{rec},-\mathbf{r}_{0}^{m n}}^{m n}(N) \tilde{D}_{m n}(\varepsilon, N) \tag{15}
\end{align*}
$$

with

$$
\begin{equation*}
\tilde{D}_{m n}(\varepsilon, N)=\frac{1}{2 \pi} \int_{0}^{2 \pi} a_{n \leftarrow m}^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right) \mathrm{e}^{\mathrm{i} \varepsilon \Psi_{m n}^{\alpha(1)}(N)} \mathrm{d} \alpha \tag{16}
\end{equation*}
$$

where, as already stated, $\Psi_{m n}^{\alpha(1)}$ describes the weak ellipticity dependence of the phase of the recombination matrix elements. Since this contribution in general cannot be neglected, but does not have a unique dependence on $\alpha$, we postpone discussion of this term until the end of this section and set $\Psi_{m n}^{\alpha(1)}=0$ until then. The key quantity to evaluate the relative contributions of the different HHG channels, their modulation with ellipticity and thus chiral dichroism is $\tilde{D}_{m n}$, the angleaveraged amplitude accounting for the chiral laser-driven dynamics in the ion.

We have evaluated the harmonic spectrum of propylene oxide in bi-elliptical driving fields using this procedure, for the following laser parameters: field amplitude $F_{0}=0.04$ a.u., fundamental frequency $\omega=0.0224$ a.u. and ellipticity $\varepsilon$ varying from -1 to 1 . The absolute values of $\tilde{D}_{m n}$ resulting from solving the time-dependent Schrödinger equation (TDSE) in the basis of states X and A are presented in figure 3, for the


Figure 3. Absolute values $\left|\tilde{D}_{m n}\right|$ of the harmonic dipole associated with the direct HHG channels XX and AA and with the cross HHG channels XA and AX as functions of ellipticity and harmonic number, obtained by numerical solution of the TDSE in the basis set of ionic states, for laser parameters: $F_{0}=0.04$ a.u. and $\omega=0.0224$ a.u.


Figure 4. Normalized values of $\left|\tilde{D}_{m n}\right|$ (non-normalized values are presented in figure 3). For each harmonic number $N_{0}$, the amplitudes has been normalized to the maximum value of $\left|\tilde{D}_{m n}\left(\varepsilon, N_{0}\right)\right|$, with $\varepsilon \in[-1,1]$.
direct HHG channels XX and AA and for the cross channels XA and AX, as functions of harmonic number and ellipticity. In this notation, the first letter indicates the state generated upon tunnel ionization and the second letter denotes the state with which the electron recombines upon its round-trip. For analysis, we show in figure 4 the values that result from normalizing $\left|\tilde{D}_{m n}(\varepsilon, N)\right|$, for each harmonic number, to its maximum value.

For the direct channels XX and AA, the normalized values of $\left|\tilde{D}_{m n}\right|$ are essentially identical to the non-normalized ones, as we can see in figures 3 and 4 . The reason is that the probability of transition from the ionic state generated upon strong-field ionization to other ionic states is weak, and thus


Figure 5. Chiral dichroism (\%) in the harmonic intensity associated with the cross channels XA and AX. Direct channels do not present chiral dichroism.
$\left|a_{m \leftarrow m}(\varepsilon, N)\right|^{2} \simeq 1$ in the whole range of harmonic numbers and ellipticities. However, their orientation-averaged values, i.e. the values of $\tilde{D}_{m n}(\varepsilon, N)$, drop with ellipticity as a result of a suppression mechanism based on the Stark effect. This mechanism is explained in detail below.

The interaction of the ionic states with the strong field shifts their energy levels. As a result, direct HHG channels accumulate an additional phase, given by

$$
\begin{equation*}
\phi_{\mathrm{Stark}}^{m m}=F_{0} d_{m, x} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} f_{x}(t) \mathrm{d} t+\varepsilon F_{0} d_{m, y} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} f_{y}(t) \mathrm{d} t \tag{17}
\end{equation*}
$$

where $d_{m, x}$ and $d_{m, y}$ are the projections of $\mathbf{d}_{m}$, the permanent dipole of the $m$ state, onto the laboratory frame directions $x$ and $y$. The values of $d_{m, y}$ change for different molecular orientations. Therefore, the additional phase accumulated in HHG channels due to the linear Stark shift changes as well. As harmonic emission results from the coherent addition of radiation emitted from all the molecules in the medium, if this additional phase substantially changes, it has the potential to induce interferences and thus strongly suppress the achiral background associated with direct HHG channels. We shall see that this does indeed happen for mid-IR drivers.

As expected, the intensity associated with the cross channels XA and AX increases with the harmonic number. Higher-order harmonics are associated with longer excursion times, and thus the laser field has more time to induce an electronic transition in the core. Interestingly, the modulation of the two cross channels with ellipticity is very different: whereas intensity associated with the XA channel decays with ellipticity as rapidly as for the direct channels, the AX channel exhibits a more complex behavior. We also note that, for low ellipticities, the absolute amplitude of the XA channel is approximately four times that of the AX channel. These differences are a consequence of the different relative orientation of the transition dipole with respect to the direction that maximizes electron tunneling tunneling in each HHG channel, as we discuss in section 1.3.

Chiral dichroism in HHG is defined as

$$
\begin{equation*}
\mathrm{CD}(\varepsilon, N)=2 \frac{I(\varepsilon, N)-I(-\varepsilon, N)}{I(\varepsilon, N)+I(-\varepsilon, N)}, \tag{18}
\end{equation*}
$$

where $I$ is the harmonic intensity, given by equation (8). Of course, the reversal of light polarization $(\varepsilon \leftrightarrow-\varepsilon)$ is equivalent to the exchange of enantiomers $(R \leftrightarrow L)$. The values of chiral dichroism in the harmonic intensity
associated with the cross HHG channels XA and AX are presented in figure 5 , as functions of ellipticity and harmonic number. Both channels present large values of dichroism, which exhibit an overall enhancement for higher-order harmonics and for high ellipticities. These are precisely the regions of the spectra where the linear Stark shift mechanism described above induces stronger suppression of the achiral background associated with the direct HHG channels, thus enabling the possibility of observing strong chiral response. We note, however, that the intensity of the direct channels is still about one order of magnitude larger than that of the cross channels. Can we exploit the mechanism based on linear Stark shift to induce stronger suppression of the achiral background while keeping, or even enhancing, the chiral response of the cross channels?

In the following, we derive analytical expressions for $\tilde{D}_{m n}$, for the direct and for the cross HHG channels, in order to better understand the results presented in figures $3-5$, and to show how to control and enhance chiral response in HHG.

### 1.2. Direct HHG channels

In order to derive a simple analytical expression for the HHG intensity associated with the direct channels, we can assume that the probability of transition from the state created upon ionization to other ionic states is weak, and therefore $\left|a_{m \leftarrow m}^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right)\right|^{2} \simeq 1$. This assumption is validated by the numerical results presented in figures 3 and 4 , and leads to

$$
\begin{equation*}
a_{m \leftarrow m}^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right) \simeq \mathrm{e}^{-\mathrm{i} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} H_{m m}^{\alpha}(t) \mathrm{d} t}, \tag{19}
\end{equation*}
$$

where the diagonal term of the time-dependent Hamiltonian matrix is given by

$$
\begin{equation*}
H_{m m}^{\alpha}(t)=E_{m}+\mathbf{F}(t) \cdot \mathbf{d}_{m}^{\alpha} \tag{20}
\end{equation*}
$$

and $\mathbf{d}_{m}^{\alpha}$ is the permanent dipole of the $m$ state in the laboratory frame, which depends on the molecular orientation through the angle $\alpha$. Inserting equations (19) and (20) into (16) and using the definition of the electric field (equations (1)-(3)), we obtain

$$
\begin{align*}
& \tilde{D}_{m m}(\varepsilon, N) \simeq \mathrm{e}^{-\mathrm{i} E_{m}\left(t_{r}^{\prime}-t_{i}^{\prime}\right)} \mathrm{e}^{-\mathrm{i} F_{0} d_{m}^{\|_{m}} \int_{t_{i}^{\prime}}^{t_{t}^{\prime}} f_{x}(t) \mathrm{d} t} \\
& \quad \times \frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{-\mathrm{i} \varepsilon F_{0} d_{m}^{\perp m} \cos \left(\alpha_{m, 0}^{\left.d_{m}+\alpha\right)} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} f_{y}(t) d_{m, \mathrm{y}} \mathrm{~d} t\right.} \mathrm{d} \alpha, \tag{21}
\end{align*}
$$

where $d_{m}^{\|_{m}}=\left\langle\hat{\mathbf{x}} \mid \mathbf{d}_{m}^{\alpha}\right\rangle$ is the component of $\mathbf{d}_{m}^{\alpha}$ in the direction that maximizes strong-field ionization from the $m$ state $\left(\mathbf{r}_{0}^{m}\right.$ in the molecular frame), which coincides with the direction of the major component of the laser field ( $\hat{\mathbf{x}}$ in the laboratory frame), and thus it is not affected by rotations around this axis (variations of $\alpha$ ). Its perpendicular component is given by $\mathbf{d}_{m}^{\perp_{m}}(\alpha)=\left\langle\hat{\mathbf{y}} \mid \mathbf{d}_{m}^{\alpha}\right\rangle \hat{\mathbf{y}}+\left\langle\hat{\mathbf{z}} \mid \mathbf{d}_{m}^{\alpha}\right\rangle \hat{\mathbf{z}}$. Note that only the direction of $\mathbf{d}_{m}^{\perp_{m}}(\alpha)$ depends on $\alpha$, as its modulus, given by $d_{m}^{\perp_{m}}=\left(\left|\mathbf{d}_{m}^{\alpha}\right|^{2}-\mid d_{m}^{\|\left._{m}\right|^{2}}\right)^{1 / 2}$, is orientation-independent. Thus, the component of $\mathbf{d}_{m}^{\alpha}$ in the direction of the minor component of the laser field, $\left\langle\hat{\mathbf{y}} \mid \mathbf{d}_{m}^{\alpha}\right\rangle$, can be written as $d_{m}^{\perp_{m}} \cos \left(\alpha_{m, 0}^{d_{m}}+\alpha\right)$,

Table 1. Electric and magnetic matrix elements between the electronic ionic states X and A: permanent electric dipoles (first and second rows), electric transition dipole (third row) and magnetic transition dipole (fourth row).

|  | $\hat{\mathbf{x}}$ | $\hat{\mathbf{y}}$ | $\hat{\mathbf{z}}$ |
| :--- | :---: | ---: | ---: |
| $\mathbf{d}_{X}$ | -1.603 | 0.123 | -0.050 |
| $\mathbf{d}_{A}$ | -1.375 | -0.467 | -0.187 |
| $\mathbf{d}_{X A}$ | -0.036 | -0.016 | -0.106 |
| $\mathbf{m}_{X A}$ | $-0.389 i$ | $-0.224 i$ | $0.212 i$ |

where $\alpha_{m, 0}^{d_{m}}$ is the offset angle between $\mathbf{d}_{m}^{\perp_{m}}(\alpha)$ and a reference direction in the $x y$ plane, let us say $\hat{\mathbf{y}}$, for $\alpha=0$. The electric and magnetic dipole matrix elements associated with the X and A electronic states of the core are shown in table 1, expressed in the coordinates of the molecular frame. They have been evaluated using the MCSCF method as described in [24]. The directions that maximize the probability of strong-field ionization from these states ( $\mathbf{r}_{0}^{X}$ and $\mathbf{r}_{0}^{A}$ ) are shown in table 2. Table 3 contains the projections of the electric and magnetic dipoles shown in table 1 onto $\mathbf{r}_{0}^{X}$ and $\mathbf{r}_{0}^{A}$ and onto the planes that are orthogonal to them.

Equation (21) can be rewritten in a more compact form:

$$
\begin{equation*}
\tilde{D}_{m m}(\varepsilon, N) \simeq \mathrm{e}^{-\mathrm{i} \phi_{m}^{E}} \mathrm{e}^{\mathrm{i} \phi_{m}^{x}} \frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} \phi \phi_{m}^{\gamma \alpha}} \mathrm{d} \alpha, \tag{22}
\end{equation*}
$$

where we have introduced the following phase terms

$$
\begin{gather*}
\phi_{m}^{E}=E_{m}\left(t_{r}^{\prime}-t_{i}^{\prime}\right)  \tag{23}\\
\phi_{m}^{x}=\frac{F_{0} d_{m}^{\|_{m}}}{\omega}\left[a_{x}\left(t_{r}^{\prime}\right)-a_{x}\left(t_{i}^{\prime}\right)\right]  \tag{24}\\
\phi_{m}^{y \alpha}=\frac{F_{0} d_{m}^{\perp_{m}}}{\omega} \cos \left(\alpha_{m, 0}^{d_{m}}+\alpha\right)\left[a_{y}\left(t_{r}^{\prime}\right)-a_{y}\left(t_{i}^{\prime}\right)\right] \tag{25}
\end{gather*}
$$

and used the definition of the vector potential (equations (4)-(6)). The term $\phi_{m}^{E}$ is the phase accumulated due to the field-free time evolution in the state $m$, and $\phi_{m}^{x}$ and $\phi_{m}^{y \alpha}$ are the additional phases accumulated in the direct channels due to linear Stark shift. The dependence of $\phi_{m}^{E}, \phi_{m}^{x}$ and $\phi_{m}^{y \alpha}$ on ionization and recombination times (and therefore on ellipticity and harmonic number) has been dropped for the sake of simplicity. Note that the terms outside the integral in equation (22) do not alter the intensity associated with a given HHG channel, they only add a global phase. Equation (22) can be simplified by applying Euler's formula, $\mathrm{e}^{\mathrm{i} \theta}=\cos \theta+\mathrm{i} \sin \theta$, to $\mathrm{e}^{\mathrm{i} \varepsilon \phi_{m}^{y \alpha}}$ and removing the sine contribution, as $\tilde{D}_{m m}$ is an even function with respect to $\varepsilon$ since direct channels are not chiral. Thus, we have

$$
\begin{equation*}
\tilde{D}_{m m}(\varepsilon, N) \simeq \mathrm{e}^{-\mathrm{i} \phi_{m}^{E}} \mathrm{e}^{\mathrm{i} \phi_{m}^{x}} \frac{1}{2 \pi} \int_{0}^{2 \pi} \cos \left(\varepsilon \phi_{m}^{\mathrm{y} \alpha}\right) \mathrm{d} \alpha . \tag{26}
\end{equation*}
$$

The integration in $\alpha$ can be solved analytically by performing a Taylor expansion of the cosine function. By keeping the terms up to order 4, we obtain the following expression:

Table 2. Directions that maximize strong-field ionization from the $X$ and A states of the ionic core.

|  | $\hat{\mathbf{x}}$ | $\hat{\mathbf{y}}$ | $\hat{\mathbf{z}}$ |
| :--- | :---: | ---: | ---: |
| $\mathbf{r}_{0}^{X}$ | 0.188 | 0.515 | 0.836 |
| $\mathbf{r}_{0}^{A}$ | 0.317 | -0.926 | -0.203 |

Table 3. Parallel and absolute values of perpendicular components of the permanent and transition dipoles $\mathbf{d}_{X}, \mathbf{d}_{A}, \mathbf{d}_{X A}$ and $\mathbf{m}_{X A}$ (shown in table 1) with respect to the directions that maximize strong-field ionization from the X and A states $\left(\mathbf{r}_{0}^{X}\right.$ and $\mathbf{r}_{0}^{A}$, shown in table 2).

| $d_{X}^{\\|_{X}}$ | -0.280 | $d_{X}^{\perp_{X}}$ | 1.584 | $d_{X}^{\\|_{A}}$ | -0.612 | $d_{X}^{\perp_{A}}$ | 1.487 |
| :--- | :--- | :--- | :--- | ---: | ---: | ---: | :--- |
| $d_{A}^{\\|_{X}}$ | -0.655 | $d_{A}^{\perp_{X}}$ | 1.309 | $d_{A}^{\\|_{A}}$ | 0.034 | $d_{A}^{\perp_{A}}$ | 1.464 |
| $d_{X A}^{\\|_{X}}$ | -0.104 | $d_{X A}^{\perp_{X}}$ | 0.045 | $d_{X A}^{\\|_{A}}$ | 0.025 | $d_{X A}^{\perp_{A}}$ | 0.110 |
| $m_{X A}^{\\|_{X}}$ | $-0.011 i$ | $m_{X A}^{\perp_{X}}$ | $0.496 i$ | $m_{X A}^{\\|_{A}}$ | $0.041 i$ | $m_{X A}^{\perp_{A}}$ | $0.494 i$ |



Figure 6. Harmonic dipole $\tilde{D}_{m n}$ associated with the direct HHG channel AA, for laser parameters: $F_{0}=0.04$ a.u. $\omega=0.0224$ a.u. Left panel: result of applying the analytical equation (27), as a function of ellipticity and harmonic number. Right panels: comparison between numerical TDSE results (green lines), exact model solutions (black lines, equation (26)) and approximate solutions (equation (27)) up to order 2 (red lines) and up to order 4 (blue lines), as functions of ellipticity, for harmonic numbers 25 (lower panel), 43 (central panel) and 61 (upper panel). Inset: schematic representation of the physical process.

$$
\begin{align*}
\tilde{D}_{m m}(\varepsilon, N) \simeq & \mathrm{e}^{-\mathrm{i} \phi_{m}^{E}} \mathrm{e}^{\mathrm{i} \phi \phi_{m}^{x}}\left[1-\frac{d_{m}^{\perp 2} F_{0}^{2}\left[a_{y}\left(t_{r}^{\prime}\right)-a_{y}\left(t_{\mathrm{i}}^{\prime}\right)\right]^{2}}{4 \omega^{2}} \varepsilon^{2}\right. \\
& \left.+\frac{d_{m}^{\perp 4} F_{0}^{4}\left[a_{y}\left(t_{r}^{\prime}\right)-a_{y}\left(t_{\mathrm{i}}^{\prime}\right)\right]^{4}}{64 \omega^{4}} \varepsilon^{4}\right] . \tag{27}
\end{align*}
$$

Our analytical formula indicates that $\left|\tilde{D}_{m m}(\varepsilon, N)\right|$ maximizes for linearly polarized fields, with $\left|\tilde{D}_{m m}(0, N)\right|^{2}=1$. Only the zero order term is present for $\varepsilon=0$. This term contains the phase accumulated due to the energy of the field-free state and to the interaction of $\varepsilon$-independent field component with the parallel component of its permanent dipole, which is the same for all molecular orientations. Higher-order terms arise as a result of the linear Stark shift induced by the interaction of the $\varepsilon$-dependent field component with the orientation-dependent dipole component along this direction. The second order term induces cancellation of the harmonic intensity upon orientational averaging. The degree of suppression depends on the ratio $F_{0} / \omega$, thus offering the possibility of control, as we show in section 2 . We note that, at high ellipticities, the suppression induced by the second order term could be


Figure 7. Real part of ionization (left panel) and recombination (central panel) phases, presented in units of $\pi$, and values of the dimensionless term $\left|a_{y}\left(t_{r}{ }^{\prime}\right)-a_{y}\left(t_{i}^{\prime}\right)\right|$, as functions of ellipticity and harmonic number, for laser parameters: $F_{0}=0.04$ a.u. and $\omega=0.0224$ a.u.
compensated by the fourth order term, but this contribution is expected to be significantly weaker for moderate values of $F_{0} / \omega$.

The left panel of figure 6 contains the values of $\left|\tilde{D}_{m m}\right|$ as a function of $\varepsilon$ and $N$ resulting from applying equation (27) to the direct channel AA. These results are identical to the numerical solutions of the TDSE presented in figure 3. For a more detailed comparison, the right panels of figure 6 contain the values of $\left|\tilde{D}_{m m}\right|$, for $\mathrm{N}=25,43$ and 61 , as functions of $\varepsilon$, obtained using different approaches. We show the numerical TDSE results (already presented in figure 3), the exact model solutions resulting from applying equation (26) and performing numerical integration in $\alpha$, and the analytical solutions of equation (27), up to order 2 and up to order 4. The excellent agreement between the model solutions and the numerical TDSE results confirms the suppression mechanism based on the linear Stark shift. The second order expansion (see equation (27)) reproduces very well the decay of $\left|\tilde{D}_{m m}\right|$ with ellipticity in the whole range of harmonic numbers, showing that the cancellation of the amplitude of direct channels is quadratic with ellipticity. Only for the highestorder harmonics, and for very high ellipticities, the inclusion of the fourth order term is required in order to obtain perfect agreement with the numerical TDSE results.

For a given non-zero ellipticity, the values of $\left|\tilde{D}_{m m}\right|$ drop with the harmonic number. The reason is that higher-order harmonics are related to earlier ionization times and to later recombination times, i.e. to longer excursions in the continuum. Therefore, the linear Stark shift-based suppression mechanism has more time to act, which leads to stronger cancellation of achiral background in the high-energy region of the spectrum. Figure 7 contains the ionization and recombination times, as functions of harmonic number and ellipticity, as well as the values of the dimensionless term $\left|a_{y}\left(t_{r}^{\prime}\right)-a_{y}\left(t_{i}^{\prime}\right)\right|$. Note that it is this term that induces the decrease of harmonic intensity with the harmonic number in the non-zero order terms of equation (27). The values of $\left|a_{y}\left(t_{r}^{\prime}\right)-a_{y}\left(t_{i}^{\prime}\right)\right|$ decrease linearly with the harmonic number, which induces a quadratic suppression of $\left|\tilde{D}_{m m}\right|$. Although $\left|a_{y}\left(t_{r}^{\prime}\right)-a_{y}\left(t_{i}^{\prime}\right)\right|$ also decreases with ellipticity, it does so weakly, barely distorting the quadratic decay of $\left|\tilde{D}_{m m}\right|$ with ellipticity.

The model presented in this section for the direct HHG channels reveals that $\left|\tilde{D}_{m m}\right|$ decreases quadratically with both ellipticity and harmonic number. The intensity associated with a given HHG channel is proportional to $\left|\tilde{D}_{m m}\right|^{2}$, as
dictated by equation (8). Therefore, the intensity of achiral background, resulting from the achiral contribution of direct channels to HHG, decreases with the fourth power of ellipticity and with the fourth power of harmonic number.

### 1.3. Cross HHG channels

The evaluation of the contribution from cross channels is more complex because they result from the interplay between electric and magnetic interactions in the ionic core between ionization and recombination. Assuming $\left|a_{m \leftarrow m}^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right)\right|^{2} \simeq 1$, the transition amplitude for $m \neq n$ can be written as

$$
\begin{align*}
a_{n \leftarrow m}^{\alpha}\left(t_{r}^{\prime}, t_{i}^{\prime}\right)= & -\mathrm{i} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{e}^{-\mathrm{i} \int_{t}^{t_{r}^{\prime}} H_{n n}^{\alpha}\left(t^{\prime}\right) \mathrm{d} t^{\prime}} \\
& \times H_{n m}^{\alpha}(t) \mathrm{e}^{-\mathrm{i} \int_{t_{i}}^{t} H_{m m}^{\alpha}\left(t^{\prime}\right) \mathrm{d} t^{\prime}} \mathrm{d} t, \tag{28}
\end{align*}
$$

where the off-diagonal time-dependent matrix element $H_{n m}^{\alpha}(t)$ describing an electronic transition from the $m$ to the $n$ ionic state is given by

$$
\begin{equation*}
H_{n m}^{\alpha}(t)=\mathbf{F}(t) \cdot \mathbf{d}_{n m}^{\alpha}+\mathbf{B}(t) \cdot \mathbf{m}_{n m}^{\alpha} \quad(m \neq n) \tag{29}
\end{equation*}
$$

and $\mathbf{d}_{n m}^{\alpha}$ and $\mathbf{m}_{n m}^{\alpha}$ are the corresponding electric and magnetic transition dipoles, which depend on the molecular orientation through the angle $\alpha$. Inserting equations (20), (28) and (29) into (16), we have

$$
\begin{align*}
\tilde{D}_{m n}(\varepsilon, N)= & -\frac{i}{2 \pi} \int_{t_{i}^{\prime}}^{t_{t}^{\prime}} \mathrm{d} t \mathrm{e}^{-i\left[E_{n}\left(t_{r}^{\prime}-t\right)+E_{m}\left(t-t_{i}^{\prime}\right)\right]} \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha\left[\mathbf{F}(t) \cdot \mathbf{d}_{n m}^{\alpha}+\mathbf{B}(t) \cdot \mathbf{m}_{n m}^{\alpha}\right] \\
& \times \mathrm{e}^{-i \int_{t}^{t_{t}^{\prime}} \mathbf{F}\left(t^{\prime}\right) \cdot \mathbf{d}_{n}^{\alpha} \mathrm{d}^{\prime}} \mathrm{e}^{-i \int_{t_{i}}^{t} \mathbf{F}\left(t^{\prime}\right) \cdot \mathbf{d}_{m}^{\alpha} d t^{\prime}} \tag{30}
\end{align*}
$$

By decomposing the dot products inside the exponential functions into their direction components, we obtain

$$
\begin{align*}
\tilde{D}_{m n}(\varepsilon, N)= & -\frac{\mathrm{i}}{2 \pi} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha\left[\mathbf{F}(t) \cdot \mathbf{d}_{n m}^{\alpha}+\mathbf{B}(t) \cdot \mathbf{m}_{n m}^{\alpha}\right] \mathrm{e}^{\mathrm{i} \varepsilon \phi_{m n}^{\nu \alpha}(t)} \tag{31}
\end{align*}
$$

where, for the sake of clarity, we have introduced the timedependent phases $\phi_{m n}^{E}(t), \phi_{m n}^{x}(t)$ and $\phi_{m n}^{y \alpha}(t)$ :

$$
\begin{align*}
\phi_{m n}^{E}(t)= & {\left[E_{n}\left(t_{r}^{\prime}-t\right)+E_{m}\left(t-t_{i}^{\prime}\right)\right], }  \tag{32}\\
\phi_{m n}^{x}(t)= & \frac{F_{0}}{\omega}\left[d_{n}^{\|_{m}} \tilde{a}_{x}^{r}(t)+d_{m}^{\|_{m}} \tilde{a}_{x}^{i}(t)\right],  \tag{33}\\
\phi_{m n}^{y \alpha}(t)= & \frac{F_{0}}{\omega}\left[d_{n}^{\perp_{m}} \cos \left(\alpha_{m, 0}^{d_{n}}+\alpha\right) \tilde{a}_{y}^{r}(t)\right. \\
& \left.+d_{m}^{\perp_{m}} \cos \left(\alpha_{m, 0}^{d_{m}}+\alpha\right) \tilde{a}_{y}^{i}(t)\right] \tag{34}
\end{align*}
$$

and the following functions:

$$
\begin{align*}
& \tilde{a}_{x, y}^{r}(t)=a_{x, y}\left(t_{r}^{\prime}\right)-a_{x, y}(t),  \tag{35}\\
& \tilde{a}_{x, y}^{i}(t)=a_{x, y}(t)-a_{x, y}\left(t_{i}^{\prime}\right) . \tag{36}
\end{align*}
$$

The term $\phi_{m n}^{E}(t)$ contains the phase accumulated due to the energy difference between the field-free ionic eigenstates,
whereas $\phi_{m n}^{x}(t)$ and $\phi_{m n}^{y \alpha}(t)$ are the additional phases accumulated due to the linear Stark shift, as a result of the interaction of the ionic states with the $\varepsilon$-independent and $\varepsilon$-dependent field components, respectively. The harmonic dipole associated with the cross channels can be split into two terms that account for electric and magnetic transitions in the ion separately, i.e.

$$
\begin{equation*}
\tilde{D}_{m n}(\varepsilon, N)=\tilde{D}_{m n}^{e}(\varepsilon, N)+\tilde{D}_{m n}^{m}(\varepsilon, N) \tag{37}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{D}_{m n}^{e}(\varepsilon, N)= & -\frac{\mathrm{i}}{2 \pi} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha \mathbf{F}(t) \cdot \mathbf{d}_{n m}^{\alpha} \mathrm{e}^{\mathrm{i} \varepsilon \phi_{m n}^{y \alpha}(t)} \tag{38}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{D}_{m n}^{m}(\varepsilon, N)= & -\frac{\mathrm{i}}{2 \pi} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha \mathbf{B}(t) \cdot \mathbf{m}_{n m}^{\alpha} \mathrm{e}^{\mathrm{i} \varepsilon \phi_{m n}^{\alpha \alpha}(t)} . \tag{39}
\end{align*}
$$

In the following, we derive simple analytical expressions for these two contributions.
1.3.1. Electric dipole transition contribution. Purely electric dipole transitions cannot induce chiral dichroism. Therefore, equation (38) can be simplified by applying Euler's formula to $\mathrm{e}^{\mathrm{i} \varepsilon \phi_{n n}^{\mathrm{yc}(t)}}$ and removing the terms that are odd with respect to $\varepsilon$. For analysis purposes, we now split $\tilde{D}_{m n}^{e}(\varepsilon, N)$ into its two even contributions:

$$
\begin{equation*}
\tilde{D}_{m n}^{e}(\varepsilon, N)=\tilde{D}_{m n}^{e, 1}(\varepsilon, N)+\tilde{D}_{m n}^{e, 2}(\varepsilon, N), \tag{40}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{D}_{m n}^{e, 1}(\varepsilon, N)= & -\mathrm{i} \frac{F_{0} d_{n m}^{\|_{m}}}{2 \pi} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha \cos \left(\varepsilon \phi_{m n}^{y \alpha}(t)\right) \tag{41}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{D}_{m n}^{e, 2}(\varepsilon, N)= & \frac{F_{0} d_{n m}^{\perp_{m}} \varepsilon}{2 \pi} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha \cos \left(\alpha_{m, 0}^{d_{n m}}+\alpha\right) \sin \left(\varepsilon \phi_{m n}^{y \alpha}(t)\right) \tag{42}
\end{align*}
$$

The integrals in $\alpha$ can be calculated analytically by performing a Taylor expansion of the sine and cosine functions. In order to keep the equations simple, we truncate the expansions to the first non-constant contributions, i.e. $\sin \left(\varepsilon \phi_{m n}^{y \alpha}(t)\right) \simeq \varepsilon \phi_{m n}^{y \alpha}(t)$ and $\cos \left(\varepsilon \phi_{m n}^{y \alpha}(t)\right) \simeq 1-\frac{1}{2} \varepsilon^{2}\left(\phi_{m n}^{y \alpha}(t)\right)^{2}$. We obtain:

$$
\begin{align*}
\tilde{D}_{m n}^{e, 1}(\varepsilon, N) \simeq & -\mathrm{i} F_{0} d_{n m}^{\|_{m}} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} f_{x}(t) \\
& \times\left(1-\frac{F_{0}^{2} \varepsilon^{2}}{4 \omega^{2}}\left|\tilde{a}_{y}^{r}(t) \mathbf{d}_{n}^{\perp_{m}}+\tilde{a}_{y}^{i}(t) \mathbf{d}_{m}^{\perp_{m}}\right|^{2}\right) \tag{43}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{D}_{m n}^{e, 2}(\varepsilon, N) \simeq & \frac{F_{0}^{2} \varepsilon^{2}}{2 \omega} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} f_{y}(t) \\
& \times \mathbf{d}_{n m}^{\perp_{m}} \cdot\left(\tilde{a}_{y}^{r}(t) \mathbf{d}_{n}^{\perp_{m}}+\tilde{a}_{y}^{i}(t) \mathbf{d}_{m}^{\perp_{m}}\right), \tag{44}
\end{align*}
$$

where we have used the property that the dot products between the vectors $\mathbf{d}_{m}^{\perp_{m}}, \mathbf{d}_{n}^{\perp_{m}}$ and $\mathbf{d}_{n m}^{\perp_{m}}$ (projections of $\mathbf{d}_{m}^{\alpha}, \mathbf{d}_{n}^{\alpha}$ and $\mathbf{d}_{n m}^{\alpha}$ onto the plane perpendicular to $\mathbf{r}_{0}^{m}$ ) are invariant with respect to rotations around $\alpha$. Both $\tilde{D}_{m n}^{e, 1}$ and $\tilde{D}_{m n}^{e, 2}$ (and therefore also $\tilde{D}_{m n}^{e}$ ) are invariant with respect to the reversal of light polarization and with respect to the exchange of enantiomer. Indeed, the operation of exchanging the enantiomer is equivalent to reflection of the molecular system through a plane. Let us consider reflection through a plane that contains $\mathbf{r}_{0}^{m}$, which points along the $\hat{\mathbf{x}}$ direction in the laboratory frame. The value of $d_{n m}^{\|_{m}}$ will remain unaffected. Although this reflection can modify the direction of the vectors $\mathbf{d}_{m}^{\perp_{m}}, \mathbf{d}_{n}^{\perp_{m}}$ and $\mathbf{d}_{n m}^{\perp_{m}}$, the dot products between them will not change. Therefore, $\tilde{D}_{m n}^{e, 1}$ and $\tilde{D}_{m n}^{e, 2}$ will remain unaltered.

We note that the behavior of $\tilde{D}_{m n}^{e, 1}$ is very similar to that of the dipole associated with the direct channels ( $\tilde{D}_{m m}$, see equation (27)). The zero order term provides an $\varepsilon$-independent background that is proportional to $F_{0}$ and to $d_{n m}^{\|_{m}}$, and the second order term induces a quadratic suppression with ellipticity that can be modulated by tuning field parameters, in particular the ratio $F_{0} / \omega$. Thus, orientational averaging also leads to suppression of the achiral background associated with the cross channels, as a consequence of the interaction of the permanent dipoles with the $\varepsilon$-dependent field component. However, this suppression can be compensated by $\tilde{D}_{m n}^{e, 2}$, which increases quadratically with ellipticity. The relative strengths of $\tilde{D}_{m n}^{e, 1}$ and $\tilde{D}_{m n}^{e, 2}$ depend on the relative orientation of the transition and permanent dipoles and the direction that maximizes strong-field ionization.

The electric contributions to the harmonic dipole associated with the cross channels XA and AX are presented in figure 8 . The left panels show the absolute values $\left|\tilde{D}_{m n}^{e}\right|$ as functions of ellipticity and harmonic number, evaluated using equation (38). The agreement with numerical TDSE solutions (not shown) is excellent for both channels. The right panels of figure 8 show the absolute values and phases of $\tilde{D}_{m n}^{e}$ and of its two contributions, $\tilde{D}_{m n}^{e, 1}$ and $\tilde{D}_{m n}^{e, 2}$, for harmonic numbers 25 , 43 and 61 , as functions of ellipticity, evaluated using the exact equations (41) and (42) and the approximate analytical equations (43) and (44). The agreement is very good in all cases, which validates the use of the approximations described above. Only near the cutoff, and for high ellipticities, we find poorer agreement between the exact values of $\tilde{D}_{m n}^{e, 2}$ and the analytical solutions provided by equation (44), which indicates that higher-order expansion terms of the sine function in equation (42) are not negligible in this region of the spectrum.

The modulation of the two cross channels with ellipticity is very different. The reason is the different orientation of the transition dipole $\mathbf{d}_{X A}\left(=\mathbf{d}_{A X}\right)$ with respect to the direction that maximizes strong-field ionization from the two ionic states


Figure 8. Electric contribution to the harmonic dipole $\tilde{D}_{m n}^{e}$ associated with the cross HHG channels XA (upper panels) and AX (lower panels), for laser parameters $F_{0}=0.04$ a.u. and $\omega=0.0224$ a.u. Left panels: exact model solutions of $\left|\tilde{D}_{m n}^{e}\right|$ (equation (40)) as functions of ellipticity and harmonic number. Right panels: model solutions of $\tilde{D}_{m n}^{e}$ (black lines) and of its two contributions: $\tilde{D}_{m n}^{e, 1}$ (blue lines) and $\tilde{D}_{m n}^{e, 2}$ (red lines), as functions of ellipticity, for harmonic numbers 25 (lower panel), 43 (central panel) and 61 (upper panel). The first column shows the absolute values $\left|\tilde{D}_{m n}^{e}\right|,\left|\tilde{D}_{m n}^{e, 1}\right|$ and $\left|\tilde{D}_{m n}^{e, 2}\right|$, while the second column shows their phases $\arg \left(\tilde{D}_{m n}^{e}\right), \arg \left(\tilde{D}_{m n}^{e, 1}\right)$ and $\arg \left(\tilde{D}_{m n}^{e, 2}\right)$. Full lines: exact solutions (equations (41) and (42)); dashed lines: approximate analytical solutions (equations (43) and (44)).
( $\mathbf{r}_{0}^{X}$ and $\mathbf{r}_{0}^{A}$ ), as already pointed out. Indeed, whereas $\mathbf{d}_{X A}$ and $\mathbf{r}_{0}^{X}$ are close to being parallel, $\mathbf{d}_{X A}$ is essentially orthogonal to $\mathbf{r}_{0}^{A}$. In the case of the XA channel, $d_{X A}^{\|_{X}}>\left|d_{X A}^{\perp}\right|$ (see table 3) leads to $\left|\tilde{D}_{X A}^{e, 1}\right| \gg\left|\tilde{D}_{X A}^{e, 2}\right|$, and therefore $\tilde{D}_{X A}^{e}$ decays quadratically with ellipticity, like the dipole associated to the direct channels. In contrast, $\tilde{D}_{A X}^{e, 1}$ and $\tilde{D}_{A X}^{e, 2}$ have comparable strength at high ellipticities and, as a result, the AX channel exhibits a more complex behavior. We note that the ratio $\left|\tilde{D}_{m n}^{e, 2}\right| /\left|\tilde{D}_{m n}^{e, 1}\right|$ increases with the harmonic number in both HHG channels, as longer excursion times lead to stronger suppression of $\tilde{D}_{m n}^{e, 1}$ and to larger enhancement of $\tilde{D}_{m n}^{e, 2}$. Of course, for weak ellipticities the term $\tilde{D}_{X A}^{e, 1}$ is always dominant, and the reason the amplitude of the XA channel is approximately four times stronger than that of the AX channel is simply that $\left|d_{X A}^{\| X}\right| \simeq 4\left|d_{X A}^{\|_{A}}\right|$.
1.3.2. Magnetic dipole transition contribution. The term accounting for the magnetic dipole transitions in the ion (equation (39)) can also be simplified by applying Euler's formula to $\mathrm{e}^{\mathrm{i} \varepsilon \phi_{m n}^{j w( }(t)}$ and removing the contributions that cancel due to symmetry. The resulting expression can be written as

$$
\begin{equation*}
\tilde{D}_{m n}^{m}(\varepsilon, N)=\tilde{D}_{m n}^{m, 1}(\varepsilon, N)+\tilde{D}_{m n}^{m, 2}(\varepsilon, N) \tag{45}
\end{equation*}
$$

where the two non-vanishing odd contributions are given by

$$
\begin{align*}
\tilde{D}_{m n}^{m, 1}(\varepsilon, N)= & \mathrm{i} \frac{\varepsilon F_{0} m_{n m}^{\| m}}{2 \pi c} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} f_{y}(t) \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha \cos \left(\varepsilon \phi_{m n}^{\mathrm{y} \mathrm{\alpha}}(t)\right) \tag{46}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{D}_{m n}^{m, 2}(\varepsilon, N)= & \frac{F_{0} m_{n m}^{\perp_{m}}}{2 \pi c} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} f_{x}(t) \\
& \times \int_{0}^{2 \pi} \mathrm{~d} \alpha \cos \left(\alpha_{m, 0}^{m_{n m}}+\alpha\right) \sin \left(\varepsilon \phi_{m n}^{y \alpha}(t)\right) . \tag{47}
\end{align*}
$$

We can perform the integration over molecular orientations by expanding the sine and cosine $\varepsilon$-dependent functions in Taylor series up to first non-constant contributions. Using equivalent arguments as in the previous section, we obtain the following expressions:

$$
\begin{align*}
\tilde{D}_{m n}^{m, 1}(\varepsilon, N) \simeq & \simeq \frac{F_{0} m_{n m}^{\|_{m}} \varepsilon}{c} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} f_{y}(t) \\
& \times\left(1-\frac{F_{0}^{2} \varepsilon^{2}}{4 \omega^{2}}\left|\tilde{a}_{y}^{r}(t) \mathbf{d}_{n}^{\perp_{m}}+\tilde{a}_{y}^{i}(t) \mathbf{d}_{m}^{\perp_{m} \mid}\right|^{2}\right) \tag{48}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{D}_{m n}^{m, 2}(\varepsilon, N)= & \frac{F_{0}^{2} \varepsilon}{2 c \omega} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \phi_{m n}^{E}(t)} \mathrm{e}^{\mathrm{i} \phi_{m n}^{x}(t)} f_{x}(t) \\
& \times \mathbf{m}_{n m}^{\perp_{m}} \cdot\left(\tilde{a}_{y}^{r}(t) \mathbf{d}_{n}^{\perp_{m}}+\tilde{a}_{y}^{i}(t) \mathbf{d}_{m}^{\perp_{m}}\right) . \tag{49}
\end{align*}
$$

These analytical equations show that $\tilde{D}_{m n}^{m, 1}$ and $\tilde{D}_{m n}^{m, 2}$ are pseudoscalars that change sign with the reversal of light polarization and with the exchange of enantiomer. This can be easily understood by considering the effect of reflecting the molecular system through a plane that contains $\mathbf{r}_{0}^{m}$, which is equivalent to exchanging the enantiomer, as we did in the previous section. The dot products between $\mathbf{d}_{m}^{\perp_{m}}$ and $\mathbf{d}_{n}^{\perp_{m}}$ will not be affected by this operation, but the sign of $m_{n m}^{\|_{m}}$ will change. As a result, $\tilde{D}_{m n}^{m, 1}$ will flip sign. Reflection through this plane will also change the sign of the dot products $\mathbf{m}_{n m}^{\perp_{m}} \cdot \mathbf{d}_{m}^{\perp_{m}}$ and $\mathbf{m}_{n m}^{\perp_{m}} \cdot \mathbf{d}_{n}^{\perp_{m}}$ because these quantities are molecular pseudoscalars, and therefore $\tilde{D}_{m n}^{m, 2}$ will flip sign too. The full magnetic dipole contribution $\tilde{D}_{m n}^{m}$ is also a pseudoscalar because it is the sum of two pseudoscalars.

The values of $\tilde{D}_{X A}^{m}$ and $\tilde{D}_{A X}^{m}$ are presented in figure 9. The left panels contain the absolute values $\left|\tilde{D}_{X A}^{m}\right|$ and $\left|\tilde{D}_{A X}^{m}\right|$ resulting from applying equation (39), as functions of ellipticity and harmonic number. The two channels exhibit a very similar behavior. In both cases, $\left|\tilde{D}_{m n}^{m}\right|$ increases with the harmonic number. The reason is that higher-order harmonics are associated with longer excursion times, as already discussed, and thus the probability of magnetic transition between ionic states is higher. For linearly polarized fields, $\tilde{D}_{m n}^{m}$ vanishes as a result of coherent orientational averaging.

The right panels of figure 9 contain the absolute values and phases of $\tilde{D}_{m n}^{m}$, together with those of its two contributions, $\tilde{D}_{m n}^{m, 1}$


Figure 9. Magnetic contribution to the harmonic dipole $\tilde{D}_{m n}^{m}$ associated with the cross HHG channels XA (upper panels) and AX (lower panels), for laser parameters $F_{0}=0.04$ a.u. and $\omega=0.0224$ a.u. Left panels: exact model solutions of $\left|\tilde{D}_{m n}^{m}\right|$ (equation (45)) as functions of ellipticity and harmonic number. Right panels: model solutions of $\tilde{D}_{m n}^{m}$ (black lines) and of its two contributions: $\tilde{D}_{m n}^{m, 1}$ (blue lines) and $\tilde{D}_{m n}^{m, 2}$ (red lines), as functions of ellipticity, for harmonic numbers 25 (lower panel), 43 (central panel) and 61 (upper panel). The first column shows the absolute values $\left|\tilde{D}_{m n}^{m}\right|,\left|\tilde{D}_{m n}^{m, 1}\right|$ and $\left|\tilde{D}_{m n}^{m, 2}\right|$, while the second column shows their phases $\arg \left(\tilde{D}_{m n}^{m}\right), \arg \left(\tilde{D}_{m n}^{m, 1}\right)$ and $\arg \left(\tilde{D}_{m n}^{m, 2}\right)$. Full lines: exact solutions (equations (46) and (47)); dashed lines: approximate analytical solutions (equations (48) and (49)).
and $\tilde{D}_{m n}^{m, 2}$, evaluated using the exact equations (46) and (47) and the approximate analytical equations (48) and (49), for harmonic numbers 25,43 and 61 , as functions of ellipticity. All magnetic contributions are odd functions with respect to ellipticity because they are pseudoscalars. We find that $\tilde{D}_{m n}^{m, 2}$ is significantly stronger than $\tilde{D}_{m n}^{m, 1}$ in both channels. The reason is that the magnetic transition dipole $\mathbf{m}_{X A}\left(=-\mathbf{m}_{X A}\right)$ is essentially orthogonal to both $\mathbf{r}_{0}^{X}$ and $\mathbf{r}_{0}^{A}$, and therefore $m_{X A}^{\|_{X}}$ and $m_{X A}^{\|_{A}}$ are very small. This is especially dramatic in the case of the XA channel, where $\left|m_{X A}^{\perp}\right| \simeq 45\left|m_{X A}^{\| X}\right|$, and thus $\tilde{D}_{X A}^{m, 1}$ is negligible in the whole range of harmonic numbers and ellipticities. We note that there is excellent agreement between the exact equations (46) and (47) and the approximate analytical equations (48) and (49) in most regions of the spectra. Only near the cutoff, and for high ellipticities, the agreement is not so good, which reveals that higher-order terms in the Taylor expansions play some role in this region of the HHG spectra.

The absolute values $\left|\tilde{D}_{m n}^{e}\right|$ and $\left|\tilde{D}_{m n}^{m}\right|$ are symmetric with respect to ellipticity and remain unaltered with the exchange of enantiomer. Chiral dichroism arises when $\tilde{D}_{m n}^{e}$ and $\tilde{D}_{m n}^{m}$ are added coherently because, whereas the phase of $\tilde{D}_{m n}^{e}$ remains unchanged with the reversal of light polarization and with the exchange of enantiomer, $\tilde{D}_{m n}^{m}$ flips sign, it is a pseudoscalar. Therefore, in order to have strong chiral response in a given HHG channel, there needs to be a good balance between electric
and magnetic contributions. If one of the two terms is significantly stronger than the other, $\left|\tilde{D}_{m n}(\varepsilon, N)\right|$ and $\left|\tilde{D}_{m n}(-\varepsilon, N)\right|$ will be very similar and therefore chiral dichroism will be weak.

### 1.4. Ellipticity dependence of recombination amplitudes

Finally, we note that within our primitive model, there is one more $\varepsilon$-dependent contribution that should be given a consideration, because it has the same order in $\varepsilon$ as the other terms considered here. This contribution is associated with the $\varepsilon$ dependent phase of the recombination matrix element introduced in equation (11). The phase of this matrix element can be written as

$$
\begin{equation*}
\Psi_{m n}^{\alpha}(\varepsilon, N) \simeq \Psi_{m n}^{\alpha(0)}+\varepsilon \Psi_{m n}^{\alpha(1)}(N) \tag{50}
\end{equation*}
$$

where $\Psi_{m n}^{\alpha(0)}$ is the phase of the recombination dipole in the direction of the $\hat{\mathbf{x}}$ axis, and the weak dependence on ellipticity is given by

$$
\begin{equation*}
\Psi_{m n}^{\alpha(1)}(N)=\frac{\partial \theta}{\partial \varepsilon} \frac{\partial \Psi_{m n}^{\alpha}}{\partial \theta}(0, N) \tag{51}
\end{equation*}
$$

where $\theta$ is the angle between the recombination direction and the $\hat{\mathbf{x}}$ axis:

$$
\begin{equation*}
\theta \simeq \frac{k_{y}}{k_{x}} \simeq \varepsilon \underbrace{\varepsilon \frac{\tilde{p}_{y}+a_{y}\left(t_{r}^{\prime}\right)}{\tilde{p}_{x}+a_{x}\left(t_{r}^{\prime}\right)}}_{=q(N)} \tag{52}
\end{equation*}
$$

with $k_{x}$ and $k_{y}$ being the projections of the recombination velocity onto the $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ axes in the laboratory frame, and $\tilde{p}_{x}$ and $\tilde{p}_{y}$ are given by [75]:

$$
\begin{align*}
& \tilde{p}_{x}=\frac{1}{t_{i}^{\prime}-t_{r}^{\prime}} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} a_{x}(\tau) \mathrm{d} \tau  \tag{53}\\
& \tilde{p}_{y}=\frac{1}{t_{i}^{\prime}-t_{r}^{\prime}} \int_{t_{i}^{\prime}}^{t_{r}^{\prime}} a_{y}(\tau) \mathrm{d} \tau \tag{54}
\end{align*}
$$

Thus, the linear $\varepsilon$-dependence of $\Psi_{m n}^{\alpha}$ is characterized by

$$
\begin{equation*}
\Psi_{m n}^{\alpha(1)}(N)=\frac{\partial \Psi_{m n}^{\alpha}}{\partial \theta}(0, N) q(N) \tag{55}
\end{equation*}
$$

Including this term into the integrals over $\alpha$ in equations (41), (42), (46) and (47) we obtain expressions that have the following general structure:

$$
\begin{gather*}
I_{1}=\int_{0}^{2 \pi} \mathrm{~d} \alpha \underbrace{\cos \left(\varepsilon \phi_{m n}^{y \alpha}(t)\right)}_{g_{1}^{\alpha}} \mathrm{e}^{\mathrm{i} \varepsilon \Psi_{m n}^{\alpha(1)}(N)}  \tag{56}\\
I_{2}=\int_{0}^{2 \pi} \mathrm{~d} \alpha \underbrace{\cos \left(\alpha_{m, 0}+\alpha\right) \sin \left(\varepsilon \phi_{m n}^{y \alpha}(t)\right)}_{g_{2}^{\alpha}} \mathrm{e}^{\mathrm{i} \varepsilon \Psi_{m n}^{\alpha(1)}(N)} . \tag{57}
\end{gather*}
$$

One can estimate the outcome of angular integration for small values of $\varepsilon$ as follows.


Figure 10. Same as figure 3 for laser parameters $F_{0}=0.05$ a.u. and $\omega=0.018$ a.u.

$$
\begin{align*}
I_{i} & \simeq \int_{0}^{2 \pi} g_{i}^{\alpha}\left[\cos \left(\varepsilon \Psi_{m n}^{\alpha(1)}(N)\right)+\mathrm{i} \sin \left(\varepsilon \Psi_{m n}^{\alpha(1)}(N)\right)\right] \mathrm{d} \alpha \\
& \simeq \int_{0}^{2 \pi} g_{i}^{\alpha}\left[1+\mathrm{i} \varepsilon \Psi_{m n}^{\alpha(1)}(N)\right] \mathrm{d} \alpha \simeq \mathrm{e}^{\mathrm{i} \varepsilon G_{i}} \int_{0}^{2 \pi} g_{i}^{\alpha} \mathrm{d} \alpha \tag{58}
\end{align*}
$$

where

$$
\begin{equation*}
G_{i}=\frac{\int_{0}^{2 \pi} \mathrm{~d} \alpha g_{i}^{\alpha} \Psi_{m n}^{\alpha(1)}(N)}{\int_{0}^{2 \pi} \mathrm{~d} \alpha g_{i}^{\alpha}} \tag{59}
\end{equation*}
$$

is a molecular-specific constant. The expansion is justified for weakly-elliptical fields, such as those used in [24], and also for bi-elliptical fields, since the electron returns to the core with nearly straight trajectory. We do not consider this molecularspecific contribution in this paper.

## 2. Enhancing chiral response in HHG

The HHG emission in a medium of randomly oriented molecules results from the coherent addition of radiation emitted from all the centers in the macroscopic sample. The model presented in the previous section shows that the linear Stark effect can induce cancellation of the achiral signal associated with the direct HHG channels while preserving the chiral response of the cross channels. In this section, we illustrate how to exploit this suppression mechanism to enhance chiral response in HHG.

Our analytical model reveals that the harmonic dipole associated with the direct HHG channels decreases quadratically with ellipticity, and that the degree of suppression is proportional to $F_{0}^{2} / \omega^{2}$ (see equation (27)). Thus, one can induce stronger cancellation of achiral background by increasing the field intensity and/or using longer wavelength radiation. In order to illustrate this possibility, we have evaluated the different channel contributions to HHG driven by bi-elliptical fields with amplitude $F_{0}=0.05$ a.u., frequency $\omega=0.018$ a.u. and ellipticity $\varepsilon \in[-1,1]$. As a result of increasing the ratio $F_{0} / \omega$, the cutoff value increases from


Figure 11. Same as figure 4 for laser parameters $F_{0}=0.05$ a.u. and $\omega=0.018$ a.u. The absolute values of $\left|\tilde{D}_{m n}\right|$ are presented in figure 10 .


Figure 12. Same as figure 5 for laser parameters $F_{0}=0.05$ a.u. and $\omega=0.018$ a.u.

H 60 to H 150 , for $\varepsilon=0$. The values of $\left|\tilde{D}_{m n}\right|$ that result from numerical solution of the TDSE are presented in figure 10, as functions of harmonic number and ellipticity. For a better analysis, we show in figure 11 the result of normalizing $\left|\tilde{D}_{m n}\right|$ to its maximum value, for each harmonic number.

The values of $\left|\tilde{D}_{m n}\right|$ in figures 10 and 11 exhibit similar overall trends to those presented in the previous section (figures 3 and 4), but we find some important differences. As a result using higher field amplitude and longer wavelength, the relative intensity of the cross channels is now stronger. A more intense field interacting with the ion during longer excursion times induces larger population transfer between ionic states. Nonetheless, direct channels are still dominant if the ellipticity of the driving field is weak. But, for large ellipticities, their intensity drops due to linear Stark shift. Increasing the ratio $F_{0} / \omega$ enhances this suppression. Indeed, our calculations show that $\tilde{D}_{X X}$ and $\tilde{D}_{A A}$ vanish completely in the region of ellipticities $75 \%-100 \%$ and harmonics numbers $120-150$, showing that the use of tailored fields can lead to complete cancellation of achiral background. The enantiosensitive cross channels dominate this region of the spectrum.

The chiral dichroism (equation (18)) associated with the cross channels XA and AX is presented in figure 12 . We obtain values that are significantly larger than those presented in the previous section (figure 5), calculated using a less
intense driving field with higher frequency. These results show that increasing the ratio $F_{0} / \omega$ not only leads to stronger cancellation of the achiral signal of the direct channels, but also to an amplification of the chiral response in the cross channels. The reason for this enhancement can be fully explained using the model presented in the previous section. As already stated, in order to obtain strong chiral dichroism in a cross HHG channel, the amplitudes of $\tilde{D}_{m n}^{e}$ and $\tilde{D}_{m n}^{m}$ need to be comparable. Electric dipole transitions between ionic states are usually more intense than magnetic transitions and, in general, $\left|\tilde{D}_{m n}^{e}\right| \gg\left|\tilde{D}_{m n}^{m}\right|$, as shown in figures 8 and 9 . One can significantly reduce the amplitude of $\tilde{D}_{m n}^{e}$ at high ellipticities by enhancing the ratio $F_{0} / \omega$, because $\tilde{D}_{m n}^{e, 1}$ drops with ellipticity in a similar way to the direct channels. In addition, increasing $F_{0}$ and reducing $\omega$ leads to an enhancement of the magnetic contribution $\tilde{D}_{m n}^{m}$. The combination of these two effects leads to a better balance between $\tilde{D}_{m n}^{e}$ and $\tilde{D}_{m n}^{m}$ and, as a result, to stronger chiral response in the cross channels.

## 3. Conclusions

Chiral dichroism in HHG results from the interplay between electric and magnetic interactions in the multi-electron dynamics driven in the ion between ionization and recombination. In order to observe strong chiral response in the harmonic spectrum of chiral molecules, the achiral background associated with the direct HHG channels needs to be suppressed. One suppression mechanism consists of destructive interference between different channels. This mechanism was exploited in the first cHHG experiments [24], that used weakly-elliptical drivers to record different harmonic signals from opposite enantiomers of propylene oxide in the dynamical region of destructive interference between the direct channels XX and AA.

Here we have demonstrated an alternative strategy to suppress achiral background in cHHG that does not require destructive interference between different channels. Our analytical model reveals that the use of bi-elliptical fields can induce destructive interference at the single-channel level, based on a fundamentally different mechanism: the linear Stark effect. HHG channels accumulate an additional phase due to the interaction of the ionic states with the strong field. This extra phase depends on the relative orientation of the molecule with respect to the field. Although partial orientation is induced by strong-field ionization, we have shown that, as long as the permanent dipole of the ionic state is not parallel to the main ionization direction, the coherent addition of harmonic radiation emitted from different molecules in the macroscopic sample leads to cancellation of the achiral background associated with the direct HHG channels. Our model reveals that this suppression mechanism can be controlled by tuning the parameters of the driving field, in particular its frequency, intensity and ellipticity.

We stress once again that our analytical model provides a simple vision for cHHG driven by chiral light pulses: (1) it quantifies the Stark suppression of achiral signal associated
with the direct HHG channels, (2) it shows that the delicate interplay between electric and magnetic interactions stops suppression of the enantiosensitive cross HHG channels, (3) it derives the rotationally invariant molecular pseudoscalars responsible for cHHG , and (4) it shows that one can control and enhance the chiral response in cHHG by tuning the parameters of the applied radiation. We expect that the recipes proposed here can be exploited in the design of future experiments for observing strong chiral response in cHHG using tailored driving fields.
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