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ABSTRACT
We investigate the long-run income and price elasticity of import demand functions with a
heterogeneous unbalanced panel of 34 countries over the period 1985:q1-2018:q3. To estimate
world elasticities the model is tested with the activity variables derived from the theoretical and
empirical literature: GDP, GDP minus exports, Private Demand, Aggregate Domestic Demand,
National Cash Flow, and Import intensity-Adjusted Demand (IAD). First, we evaluate time series
properties using second generation panel unit root and cointegration tests. Second, we rely on the
dynamic common correlated effects mean groups (CCEMG) estimator to deal with cross-sectional
dependence (CSD). We find that the IAD, whose world elasticity is close to one, is the best
performing specification. Our results confirm that the most appropriate activity variable to assess
import demand should encompass intermediate goods as suggested by the recent literature on
global supply chains. Moreover, we partially solve the puzzle of the recent trade slowdown since,
taking stock of the role of intermediates, the time needed to resort to the long run equilibrium in
the aftermath of a global turmoil is greater than that predicted by previous studies.
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I. Introduction

The empirical investigation of trade elasticities is still a
challenging topic in the research agenda of interna-
tional economics. Practitioners devoted considerable
efforts to assess import demand functions, and there is
a large literature that provides estimates on price and
income elasticities for both advanced and developing
countries (Houthakker and Magee 1969; Caporale
and Chui 1999; Hong 1999; Hooper, Johnson, and
Marquez 2000; Harb 2005; IMF 2016). These are
pivotal for addressing a wide range of important pol-
icy issues such as trade liberalization, the stability of
the foreign exchange market or a monetary union,
and the sustainability of external deficits (Marquez
2002). Perhaps, the most significant contribution
amongst the earliest works is due to Houthakker and
Magee (1969) who report an overall income elasticity
of about 1.62 for 15 leading economies and a value of
1.5 for the United States. A value larger than unity has
the puzzling implication that, in the absence of a
relative price increase, a country will change from a
self-sufficient economy to a nation unable to pay for
its imports. Harb (2005) obtains an income elasticity
of 2.77 in New Zealand and of 0.58 in South Africa,

and similar differences are found between emerging
markets and developed economies too (IMF 2016).
Such a large heterogeneity calls for an appropriate
specification of the import demand function at both
the country- and world-level.

The abovementioned debate has received renewed
attention after the last global financial crisis that
trigged an unprecedented contraction in commercial
flows (Baldwin 2009). After a sudden recovery, trade
growth has slowed with respect to its previous track.
Practitioners and policy makers are questioning
whether the actual slowdown is due to cyclical or
structural factors since trade is a vital channel to
allow for knowledge transfer and an important engine
for long-term growth. Demand for traded goods is
clearly a function of economic activity and several
studies use world’s GDP as a proxy for domestic
demand (Constantinescu, Mattoo, and Ruta 2015,
2016; Slopek 2015; OECD 2016). Another strand of
literature focuses on the components of GDP and
their different impact on imports using panel data
(Martinez-Martin 2016; Giansoldati and Gregori
2017; Konstantakopoulou 2018). Within this setting,
several scholars follow the innovation of Bussière et al.
(2013) who use Input-Output data to compute the
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Import intensity-Adjusted Demand (Jääskelä and
Mathews 2015; Morel 2015; IMF 2016; Martinez-
Martin 2016; Aslam et al. 2017).

Our contribution fits into the abovementioned
literature as we assess the world elasticity that
measures, ceteris paribus, the impact of a change
in the activity level on international trade.

This paper fills two gaps recorded in the literature.
First, we emphasize the role of intermediate imports,
extending the contributions which address consumer
behaviour only. We focus on the former since inter-
national trade nowadays largely concerns part and
components produced in several countries which are
sequentially assembled along global supply chains.
Our review allows us to identify the candidate activity
variables to better explain import behaviour. These
are Gross Domestic Product (GDP), Aggregate
Domestic Demand (ADD), Private Demand (PD),
GDP minus exports (GDP-X), National Cash Flow
(NCF), and Import intensity-Adjusted Demand
(IAD). Second, we estimate price and quantity elasti-
cities hinging on recent panel analysis that takes into
account how common factors affect imports as latent
variables.

We assess the relative performance of these activity
variables in an unbalanced panel of 34 countries from
1985:q1 to 2018:q3.1 Based on the most recent
advances in the nonstationary panel literature, we
discuss time series properties and provide estimates
ofworld income andprice elasticities for all the above-
mentioned activity variables. We take into account
both parameter heterogeneity and cross-sectional
dependence (CSD) since a copious literature shows
at least three relevant facts. First, there are large differ-
ences in elasticities across developed and emerging
economies (IMF 2016). Second, global shocks, such as
the great trade collapse and the following slowdown,
affect countries to a different extent (Yi 2010;
Constantinescu, Mattoo, and Ruta 2016). Third,
some supra-national agreements, such as a monetary
or a custom union, are in common to some but not all
the countries under investigation. To deal with these
issues we adopt a common factor approach and
employ the Common Correlated Effects Mean
Group (CCEMG) estimator recently developed by

Chudik and Pesaran (2015). This allows us to account
for local or global spillovers and common shocks.

We find that the specification based on the Import
intensity-Adjusted Demand (IAD) measure of eco-
nomic activity is the best performing. Using this
variable we estimate both world- and country-speci-
fic elasticities. We observe that the IAD worldwide
elasticity is close to one. It shows a large variability
across countries and has the smallest half-life value.
This aspect carries important implications as
researchers should rely on this measure, rather than
on other more traditional variables, to understand
international trade dynamics and compute the time
needed to resort to long run equilibrium. IMF (2016)
adopts IAD to address the world trade slowdown,
but it neglects to provide a precise indication on how
long the world economy should have taken to
recover after the trade collapse. Our study comple-
ments IMF’s approach and shows that about 2 years
would have been needed to restore the equilibrium.

The paper is organized as follows. In the next
section, we discuss the literature underpinning
import function specifications within a theoreti-
cally rigorous framework. Section 3 addresses time
series properties of our dataset. Section 4 presents
the estimates of the different specifications, whilst
Section 5 summarizes and provides some conclu-
sive remarks.

II. Modelling considerations

This section discusses the theoretical model behind
the import demand function.We distinguish between
a static approach that focuses on intermediate inputs
and an intertemporal model which builds on con-
sumption behaviour by a representative rational
agent. These models embrace different activity level
variables that are adopted for model comparisons in
the empirical analysis.

Intermediate imports

A large part of the import literature is based on the
assumption that producers find the mix of foreign

1We limit our analysis on these countries since no complete series are available for a larger set of nations. Nevertheless, the countries we selected represent a
large share of world GDP, ranging from 80% in 1990 to 68% in 2017 (World Bank 2019). The empirical analysis is based on a suite of panel time series
commands the interested reader can find at the following URL: https://sites.google.com/site/medevecon/code.
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intermediate and domestic primary inputs that
minimizes the cost of attaining a given output
(Kohli 1991). Within this setting, we can easily
derive a Marshallian demand function that relates
total imports to their price, the price of the domes-
tic bundle of primary factors, and the level of out-
put. If the production function exhibits constant
returns to scale then the demand for imports is
linearly homogeneous in output and its elasticity
is unity. This result is extendable to the profit
maximization case when aggregate factor endow-
ments are interpreted as national income, because
an efficient economy will maximize the net output
(GDP) subject to prices and availability of primary
factors.

Let’s assume GDP to be defined by the profit
function:

ν PM;P;Kð Þ ¼ Max
X;M

PX � PMM=f K;Mð Þ � X½ �;
(1)

where K is the vector of primary inputs, X output,M
imports, whose prices are, respectively, P and PM.
Hence, PX � PMM is nominal GDP. According to
Hotelling’s lemma, optimal demand for imports and
output supply are respectively given by:

M PM; P;Kð Þ ¼ � @ν PM; P;Kð Þ
@PM

; (2)

X PM; P;Kð Þ ¼ @ν PM; P;Kð Þ
@P

; (3)

Both functions are homogeneous of degree zero in
import and domestic prices. M PM;P;Kð Þ may be
approximated by a translog function. When factor
endowments are exogenous we get the traditional
import function where K is usually given by GDP
or National Income. This is the log-linear model
analyzed in earlier studies with unitary income
elasticity (Marquez 2002).

Equation (3) can be used to derive domestic
prices from equilibrium conditions with exogen-
ous demand, i.e. X PM; P;Kð Þ ¼ F, where F is final
demand. However, domestic prices are also the
solution of the following market clearing problem:

υ PM; F;Kð Þ ¼ min
P

ν PM; P;Kð Þ � PF½ �; (4)

where optimal prices are given by:

P PM; F;Kð Þ ¼ @υ PM; F;Kð Þ
@F

; (5)

which, in turn, take into account a different value
added function:

V PM; F;Kð Þ;υ PM; F;Kð Þ þ P PM; F;Kð ÞF: (6)

This yields a new import demand too:

M PM; F;Kð Þ;� @V PM; F;Kð Þ
@PM

: (7)

Then, the desired import function can be obtained
in two ways. Either we directly impose the trans-
log function in (7) or on υ PM; F;Kð Þ, as suggested
by Kohli (1978). Bussière et al. (2013) explore both
routes and allow for time-varying parameters in
final demand components. Using the first
approach, Bussière et al. (2013) differentiate the
first-order terms in the translog import function
to get the following specification:

Δ lnMt ¼ βD
X
k

Δ ωk;t ln Fk;t
� �þ ΔβP lnPM;t;

(8)

where Fk;t is the k-th component of (final) demand
and time-varying parameters ωk;t are given by an
Input-Output model with N sectors and K domes-
tic final demand components. Within this setting
gross output is given by:

x ¼ I� AD
� ��1

eþ FDiK
� �

; (9)

where x and e are, respectively, the N× 1 vectors of
total output and gross exports, FDis the N× Kmatrix
of domestic final demand components, iK a summa-
tion vector, while the input matrix A, which repre-
sents the technology of intra-industry relationships,
accounts for domestic (AD) and imported flows
(AM). The latter can premultiply the Leontief inverse

to obtain Q ¼ AM I� AD
� ��1

. This shows, in each
column, the bundle of imported intermediate goods
and services directly and indirectly activated by a unit
of the corresponding final demand item since qij
indicates total imports of commodity i required to
obtain one unit of final product of industry j. The
column sums of Q thus provide the total import
content in one unit of final product in each sector
(Chenery, Robinson, and Syrquin 1986). Hummels,
Ishii, and Yi (2001) revive attention for this matrix.
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They focus on exports and Vertical Specialization,
where the latter is defined as the value of imported
inputs embodied in goods that are exported. They
consider both intermediate imports directly activated
by exports, i.e. AMe, as well as the total value

AM I� AD
� ��1

e, because imported inputs are
allowed to circulate through value chains before
being exported.

Total imports can be expressed as the sum of
direct and indirect imports:

M ¼ Mdir þMindir ¼ FMiK þ AM I� AD
� ��1

FDiK;

(10)

where FM is the N× K matrix of imported final
demand. Then, we can compute the (relative) total
import content of each expenditure components
that is given by:

ωk ¼
iNFMk þ iNAM I� AD

� ��1
FDk

iNFMk þ iNFDk
; (11)

where k refers to private consumption, govern-
ment spending and investment. Since we do not
allow for reimported exports, the export weight is
given by:

ωe ¼
iNAM I� AD

� ��1
e

iNe
; (12)

Hence, Bussière et al. (2013) propose a new mea-
sure of aggregate demand, the already mentioned
IAD, that is computed as a weighted average of all
final demand components:

ln IADt ¼ ωC;t lnCt þ ωG;t lnGt þ ωI;t ln It
þ ωE;t lnEt:

(13)

Weights are time-variant but normalized in each per-
iod so that their sum is always equal to one.2

According to these authors, IAD is the best perform-
ing measure of activity level since final demand com-
ponents have different degrees of procyclicality and
import content. For instance, during the trade col-
lapse of 2008–2009 investment and exports fell much
more than private consumption, while government
spending was expansionary in several countries.

Final imports

Another strand of literature addresses con-
sumption and imports within an intertemporal
setting. Clarida (1994, 1996) considers an infi-
nitely lived representative agent who consumes
both a domestic good, Ht, and an imported
one, Mt:

Max
Ht ;Mt ;At

X1
t¼0

1þ ρð Þ�tU Ht;Mtð Þ (14)

s:t:Ht þ PMt Mt þ At ¼ 1þ rð ÞAt�1 þ Yt; (15)

where PMt is the relative price of imports, as the
domestic price is the numeraire, Yt is labour
income, At represents assets, r is the interest rate,
and ρ is the subjective rate of time preference.
Assuming an addilog instantaneous utility func-
tion with curvature parameters α and η, first-order
conditions yield the Euler equation and:

AtH
�α
t ¼ λt; (16)

BtM
�η
t ¼ Ptλt (17)

where At and Bt are exponential random shocks to
preferences, and λt is the Lagrange multiplier on the
accumulation constraint (15). Taking logs of the
latter:

lnMt ¼ 1
η
lnBt � 1

η
lnPM

t � 1
η
ln λt (18)

We obtain a log-linear import demand model
defined on the actual import price and the marginal
utility of wealth, which itself depends on the entire
future time path of labour income and import prices.
This utility index of permanent income is the activity
variable that should be included in the intertemporal
specification (Clarida 1994). Since data are not avail-
able, we can plug (16) and use consumption of
domestically produced goods as a noisy proxy.
Hence, we obtain the double log specification
where the activity variable is GDP minus exports
(Senhadji 1998):

lnMt ¼ β0 þ βA ln Yt � PMt Mt
� �þ βP lnP

M
t þ εt

(19)

2The IMF (2016) noted that if import intensity could be exactly measured in each period and its weights allowed to change over time, then it could be
possible to rely on a model that precisely takes into account the level of imports.



6

Emran and Shilpi (2010) include liquidity constraints,
while Xu (2002) deems a more general model where
output is no longer exogenous but it is obtained via a
production function that depends on capital, with
random productivity shocks. Home production can
be either consumed domestically, or invested without
depreciation, or exported. The solution of the model
provides an import demand equation which includes
a trend term that captures any trend-stationary shock
to consumption, and an activity variable, labelled
National Cash Flow, given byGDPminus investment,
government expenditure, and exports. However, in
several countries the National Cash Flow can take
negative values for very long time spans and may
lead to meaningless results in the standard econo-
metric framework (Tang 2003). Nonetheless, Xu
(2002) argues his import demand equation is more
general and flexible than the previous partial equili-
brium settings. These include Reinhart (1995), who
takes into account the steady-state budget constraint
and uses GDP as a proxy of permanent income, and
Amano and Wirjanto (1997), whose activity variable
is private consumption plus investment.

Finally, we note that an import demand equation,
which relates growth in real imports to changes in
aggregate demand and relative prices, can be derived
from virtually any international real business cycle
model (IMF 2016). However, the practice of first-
differencing is useful to deal with variables that
follow a I(1) process, but it has the drawback that
throws away the long-run level of information which
is instead the focus of our analysis.

In order to shed some light on these issues, we
decide to look at several specifications with six
different activity variables. These are GDP, IAD,
Private Demand (PD), GDP minus exports (GDP-
X), the National Cash Flow (NCF), and Aggregate
Domestic Demand (ADD) or absorption.

III. Data and preliminary analysis

Our objective is to compare the six specifications
we have introduced above, making use of an

unbalanced panel database, which is skewed
towards developed countries, but that nevertheless
allows us to take into account a number of non-
negligible developing nations. The 34 countries in
our investigation are Australia, Austria, Belgium,
Brazil, Canada, Czech Republic, Denmark,
Estonia, Finland, France, Germany, Great Britain,
Greece, Hungary, India, Indonesia, Ireland, Italy,
Japan, Korea, Latvia, Lithuania, Luxemburg,
Mexico, Nederland, Poland, Portugal, Russia,
Slovakia, Slovenia, Spain, Sweden, Turkey, USA.
The source of the quarterly data for imports,
exports, GDP and final demand components, as
well as the series of import prices and GDP defla-
tors, covering the period 1985:q1-2018:q3, is the
OECD Economic Outlook database. We compute
the relative import price (PrM) taking the ratio of
the import price of goods and services by the GDP
deflator for each country. We calculate IAD using
the recent release of WIOD (Timmer et al. 2015)
as suggested by Giansoldati and Gregori (2017).
Summary statistics are shown in Table 1.3

The time dimension of our panel is quite size-
able as it ranges from 90 to 135 quarters. Such a
large time span is required for satisfactory small
sample performances especially if the speed of
convergence towards the long-run relation is
quite slow (Chudik et al. 2016). The first step in
our empirical analysis is to establish the statistical
properties of the data by carrying out unit root-
tests.4 Researchers proposed a variety of panel
unit-root tests (Söderbom et al. 2015). First-gen-
eration tests do not account for CSD and tend to
overreject the null due to considerable size distor-

Table 1. Summary statistics.
Variable Obs Mean Std. Dev. Min Max

M 4133 4.187 0.570 1.980 5.271
IAD 4133 4.360 0.369 2.652 5.215
GDP 4133 4.412 0.290 2.971 5.153
ADD 4133 4.415 0.283 3.139 5.155
PD 4133 4.415 0.297 3.113 5.150
GDP-X 3855 4.598 0.029 4.148 4.694
NCF 3013 4.612 0.500 −0.370 6.251
PrM 4129 0.102 0.191 −0.366 1.265

Source: our elaboration from OECD and WIOD data

3We must discard negative values of GDP-X and NCF as we take logs of all the activity variables. We also get rid of some gaps recorded after the great trade
collapse. After this procedure, we are left with 25 and 32 countries for GDP-X and NCF, respectively.

4Following Eberhardt and Teal (2013), we first assess stationarity within each nation with standard ADF and KPSS tests. Then, we allow for structural breaks
through the Clemente, Montañés, and Reyes (1998) tests. Results are not reported here for the sake of brevity, but available upon request, and show
quantities are non-stationary in almost all the countries. When we impose the presence of two structural breaks, we observe that all the series are I(1), but
the relative price in Lithuania. These results point to a large heterogeneity on the timing of structural breaks across countries for each activity variable.
Thus, we cannot apply the approach proposed by Banerjee and Carrion-i-Silvestre (2015), as it is based common breaks.
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tion, while second-generation panel unit-root tests
relax this hypothesis. Hence, we must check
whether CSD is present. Table 2 presents average
absolute correlations for variable series as well as
the Pesaran (2004) cross-sectional dependence test
statistics (CD-test). The former are the simple
average of the pairwise correlation coefficients
between all countries series or the average of
their absolute values. Correlation is very large for
quantities, exception made for GDP-X and NCF.
The CD-test is based on the mean pairwise corre-
lation coefficients and is distributed as a standard
normal for a sufficiently large number of countries
under the null of cross-sectional independence
(Pesaran 2004). As we can observe in Table 2,

data overwhelmingly reject the null for variables
in levels and first differences.

Second generation tests with and without trend
are reported in Table 3, which also shows the
results for the test on first differences without a
trend.5 The cross-sectional augmented IPS (CIPS)
adds current and lagged cross-sectional averages
of the dependent variables and their changes to
the usual ADF equation. Pesaran (2007) argues the
unobservable processes driving CSD may be
represented by a single common factor that is
modelled by these cross-sectional averages. When
we include a trend, the CIPS is very supportive of
the null hypothesis the activity variables are I(1),
exception made for National Cash Flow but only
without lags. Without a trend, the CIPS rejects the
null for Aggregate Domestic and Private Demand
when we include more than two lags. On the
contrary, the relative price is stationary without a
trend, or with it only if less than two lags are used.
Finally, the behaviour of imports is puzzling, as, at
the usual confidence level and without a trend,
CIPS is supportive of stationarity, while the oppo-
site holds when we include a trend.

We may allow for more than a single common
factor and adopt the test introduced by Pesaran,

Table 2. Cross-sectional dependence test statistics (CD-test)
and pairwise correlation.

Variables in levels Variables in first differences

Variables
CD-
test

p-
value corr

abs
(corr)

CD-
test

p-
value corr

abs
(corr)

M 236.2 0.00 0.94 0.94 67.2 0.00 0.27 0.27
IAD 232.3 0.00 0.93 0.93 58.2 0.00 0.23 0.24
GDP 233.2 0.00 0.93 0.93 68.1 0.00 0.27 0.28
ADD 224.1 0.00 0.89 0.89 37.7 0.00 0.15 0.17
PD 218.8 0.00 0.87 0.87 40.1 0.00 0.16 0.18
GDP-X 51.8 0.00 0.22 0.65 11.1 0.00 0.05 0.1
NCF 17.7 0.00 0.12 0.6 5.9 0.00 0.04 0.1
PrM 118.8 0.00 0.46 0.55 36.6 0.00 0.14 0.22

Table 3. CIPS test.
Without trend With trend First differences Without trend With trend First differences

Wt-bar p-val Wt-bar p-val Wt-bar p-val Wt-bar p-val Wt-bar p-val Wt-bar p-val

M PD

0 −2.38 0.01 1.32 0.91 −28.10 0.00 0.50 0.69 4.07 1.00 −27.99 0.00
1 −1.79 0.04 2.00 0.98 −26.86 0.00 −0.13 0.45 3.69 1.00 −24.18 0.00
2 −2.06 0.02 1.85 0.97 −23.61 0.00 −1.25 0.11 2.91 1.00 −18.18 0.00
3 −2.56 0.01 1.33 0.91 −20.80 0.00 −2.50 0.01 1.75 0.96 −15.61 0.00
4 −2.36 0.01 1.87 0.97 −16.72 0.00 −1.92 0.03 2.35 0.99 −12.74 0.00

IAD GDP-X
0 0.19 0.57 3.22 1.00 −28.10 0.00 4.67 1.00 0.81 0.79 −26.83 0.00
1 0.18 0.57 3.95 1.00 −27.02 0.00 6.84 1.00 1.78 0.96 −25.57 0.00
2 −0.69 0.25 3.26 1.00 −21.87 0.00 6.94 1.00 1.74 0.96 −21.00 0.00
3 −1.65 0.05 2.73 1.00 −18.22 0.00 7.07 1.00 1.97 0.98 −17.65 0.00
4 −1.67 0.05 2.82 1.00 −14.62 0.00 6.85 1.00 2.13 0.98 −13.90 0.00

GDP NCF

0 3.71 1.00 6.51 1.00 −28.08 0.00 2.20 0.99 −2.22 0.01 −21.83 0.00
1 2.77 1.00 6.41 1.00 −25.66 0.00 4.33 1.00 1.09 0.86 −21.83 0.00
2 1.24 0.89 5.48 1.00 −19.38 0.00 5.62 1.00 3.55 1.00 −21.11 0.00
3 0.52 0.70 4.61 1.00 −16.09 0.00 6.51 1.00 4.26 1.00 −18.19 0.00
4 0.47 0.68 4.73 1.00 −12.29 0.00 6.36 1.00 4.24 1.00 −15.37 0.00

ADD PrM

0 0.57 0.72 4.22 1.00 −28.01 0.00 −5.31 0.00 −2.36 0.01 −28.10 0.00
1 −0.05 0.48 4.04 1.00 −24.11 0.00 −4.72 0.00 −2.08 0.02 −27.72 0.00
2 −1.21 0.11 3.09 1.00 −18.04 0.00 −3.26 0.00 −0.37 0.36 −25.34 0.00
3 −2.64 0.00 1.92 0.97 −15.88 0.00 −3.08 0.00 −0.13 0.45 −21.01 0.00
4 −2.21 0.01 2.56 1.00 −12.39 0.00 −2.51 0.01 0.36 0.64 −17.24 0.00

5We do not provide results for the first differences with a trend as results are similar to those with a trend.



8

Smith, and Yamagata (2013), which adds cross-
sectional averages of other variables to the ADF
equation, called CIPSM (Söderbom et al. 2015).
The intuition is that there exists a number of
macro-variables that are simultaneously affected
by the same set of multiple unobserved common
factors. The test is based on the null of non-sta-
tionarity in all country series, while the alternative
is stationarity in at least one country series. We
perform this test for imports only, using in turn
each one of all the (other) variables under inves-
tigation, exception made for NCF. Results are
shown in Table 4. We cannot reject the null of
non-stationarity in all the cases even at the 10%
confidence level. Since in a cointegrated frame-
work long-run relationships only exist between I
(1) variables, we can safely address import models
with multiple unobserved common factors.

Long-run relationships between variables in a
panel setting have been investigated with different
approaches, since there is no formal way to pre-
test them. These relationships can be addressed
either by analyzing the stationarity of residuals
or by checking the significance of the error-cor-
rection term. It is also possible to allow for cross-
sectional dependence.

Westerlund (2007) and Gengenbach, Palm, and
Urbain (2010) fit in the second generation category
tests. They are both based on structural rather than
residual dynamics. They test the null hypothesis of
no-cointegration by checking whether the error-cor-
rection term is equal to zero against the alternative of
at least one country with a negative term (group test)
or, either, all the other countries with the same

negative term (panel test). Persyn and Westerlund
(2008) also suggest to detect cross-sectional indepen-
dence in the residuals of a panel error-correction
model with the very same lags and leads for all the
countries. If results indicate CSD, they recommend to
use a bootstrap approach, which allows to perform
inference even under very general forms of CSD
(Westerlund 2007). This is indeed the case of all our
specifications. Hence, we estimate the error correc-
tion model relying on the Akaike Information
Criterion (AIC) to choose optimal lag and lead
lengths for each country series, while the Bartlett
kernel window is set to 4 T=100ð Þ2=9 following
Newey and West (1987).6

Results are provided in Table 5 for both mean
group and panel tests. Asymptotic tests are often
supportive of a long-run relationship, but probabil-
ities obtained from the bootstrapped distribution dra-
matically change this picture, exception made for
GDP. Since the homogenous alternative hypothesis
considered for this particular test may be overly
restrictive we do not wish to overemphasize the rele-
vance of such probabilities. In addition, this approach
suffers from at least two drawbacks. First, the boot-
strap technique is based on residual rather than struc-
tural analysis and tests may have potentially low
power. Second, the testing procedure is undertaken
in steps with no clear-cut indication of the final out-
come (Westerlund and Larsson 2009). Therefore, we
prefer to focus on a different approach with a very
general data generating process where the common
factors are allowed to enter both the short-run
dynamics and the cointegrating relationship in line
with Gengenbach, Urbain, and Westerlund (2016).

Table 4. CIPSM test.
Additional regressors without trend Critical values

lags IAD GDP ADD PD GDP-X PrM 1% 5% 10%

0 −2.095 −2.126 −2.166 −2.291 −1.755 −2.199 −2.56 −2.41 −2.33
1 −1.867 −1.959 −1.943 −2.085 −1.596 −1.942 −2.54 −2.40 −2.32
2 −1.829 −1.980 −1.909 −2.042 −1.643 −1.777 −2.51 −2.37 −2.28
3 −1.884 −2.074 −1.982 −2.113 −1.646 −1.720 −2.50 −2.35 −2.26
4 −1.915 −2.110 −2.054 −2.184 −1.650 −1.652 −2.48 −2.31 −2.23

Additional regressors with trend Critical values

lags IAD GDP ADD PD GDP-X PrM 1% 5% 10%

0 −2.077 −2.273 −2.157 −2.194 −2.042 2.171 −3.00 −2.86 −2.79
1 −1.787 −2.100 −1.873 −1.917 −2.064 −1.888 −2.99 −2.85 −2.77
2 −1.753 −2.068 −1.826 −1.892 −2.180 −1.717 −2.96 −2.81 −2.72
3 −1.815 −2.173 −1.904 −1.995 −2.240 −1.651 −2.94 −2.79 −2.71
4 −1.789 −2.146 −1.941 −2.043 −2.367 −1.531 −2.91 −2.75 −2.66

6The average lag length is often close to one, while the lead length is much often close to zero.
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These authors develop a new test based on the sig-
nificance of the error correction term in a model with
non-stationary common factors. Under the null of no
error correction they show the asymptotic distribu-
tions of the test statistics are not affected by nuisance
parameters. This result holds whether the factors are
treated as known or if they are estimated using the
cross-sectional averages of the observed data
(Gengenbach, Urbain, and Westerlund 2016).7

Ideally, each country equation should be estimated
with unit-specific optimal lag-length according to a
selection criterion. These could be either the more
traditional Schwartz Bayesian Criterion (BIC) or the
AIC, or emerge from careful judgment whether some
lags are needed or not according to the t-ratios, fol-
lowing the indications of Eberhardt (2012). All in all,
the results of the test suggested by Gengenbach,
Urbain, and Westerlund (2016) reported in Table 6
indicate that imports appear to be cointegrated with
the activity variables, exceptionmade for the National
Cash Flow.8

IV. Panel estimation results

The previous section showed all activity variables
follow a I(1) process, while relative prices are
stationary. Since higher series dominate, the linear
combination on the right side of our specifications
is always I(1), while imports are very likely to
follow the same process in the presence of one
or more common factors. If some conditions are

met, an autoregressive distributed dynamic panel
specification, ARDL(P, Q1,Q2), provides a suitable
framework to estimate long-run elasticities when
the underlying variables are I(0) or I(1) (Pesaran
and Smith 1995; Pesaran and Shin 1999). This
model is given by:

mc;t ¼ αc þ
XP

j¼1
γc;jmc;t�j þ

XQ1

j¼0
βYc;jyc;t�j

þ
XQ2

j¼0
βMc;jpc;t�j þ uc;t

(20)

where mc;t is the log of real imports of country c at
time t, yc;t is the log of the activity variable, and pc;t is
the log of its relative import price, while uc;t contains
unobservables and the error terms �c;t. Time trends
and other fixed covariates may be included in larger
specifications. This approach allows for heterogene-
ity since the parameters in (20) are not restricted to
be the same across countries. It also allows to
address the short- and long-run effects of activity
and prices on imports, reparametrizing (20) into the
well-known error correction model:

Δmc;t ¼ δc þ φc mc;t�1 � θc;yyc;t � θc;ppc;t
� �

þ
XP�1

j¼1
λm;jΔmc;t�j þ þ

XQ1�1

j¼0
μc;jΔyc;t�j

þ
XQ2�1

j¼0
ρc;jΔpc;t�j þ uc;t

(21)

φc ¼ � 1�PP
j¼1 γc;j

� �
is the error-correcting speed

of adjustment term, θc;y ¼ �PQ1
j¼1 β

Y
c;j=φc, θc;p ¼

�PQ2
j¼1 β

M
c;j=φc, λm;j ¼ �PP

l¼jþ1 γc;l for j ¼ 1; 2;

. . . ; P� 1, μc;j ¼
PQ1

l¼jþ1 β
Y
c;l for j ¼ 1; 2; . . . ;

Q1 � 1, ρc;j ¼
PQ2

l¼jþ1 β
M
c;l for j ¼ 1; 2; . . . ;Q2 � 1.

Parameters of particular interest are � φcθc;y and
� φcθc;p, i.e. long-run elasticities.
The standard ARDL approach assumes the

errors in (20) to be cross-sectionally independent.
This is hardly true when global shocks hit all
economies. A typical multifactor error structure
takes the following form:

Table 6. Gengenbach, Urbain, and Westerlund (2016) panel
error correction test.
lags IAD GDP ADD PD GDP-X NCF

No Trend
0 −4.022*** −3.904*** −3.739*** −3.806*** −3.906*** −2.846
1 −3.946*** −3.908*** −3.715*** −3.811*** −3.943*** −2.817
2 −3.859*** −3.790*** −3.638*** −3.752*** −3.788*** −2.713
3 −3.918*** −3.831*** −3.744*** −3.836*** −3.811*** −2.779
4 −3.817*** −3.767*** −3.588*** −3.701*** −3.801*** −2.740

With Trend
0 −4.436*** −4.086*** −3.991*** −4.049*** −3.290* −3.062
1 −4.364*** −4.132*** −3.987*** −4.072*** −3.381** −3.041
2 −4.319*** −4.041*** −3.989*** −4.074*** −3.357** −3.000
3 −4.388*** −4.148*** −4.131*** −4.186*** −3.371** −3.058
4 −4.264*** −4.119*** −4.014*** −4.051*** −3.293* −3.071

Critical values for the test: without trend 1%: −3.120; 5%: −2.981; 10%:
−2.909; with trend 1%: −3.460; 5%: −3.337; 10%: −3.269. *** significant
at 1%; ** significant at 5%; * significant at 10%

7Gengenbach, Urbain, and Westerlund (2016) simulate the error correction tests of Westerlund (2007), but they omit to publish the results as their
performance (in terms of size accuracy and power) is much lower than that of the tests we provide in Table 6.

8Tang (2004) finds a cointegrated relationship between NCF, imports, and import prices for two out of five ASEAN countries.
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uc;t ¼ α1c þ λcft þ �c;t (22)

where unobservables may contain country fixed
effects and unobserved common factors ft with het-
erogeneous factor loadings λc that capture CSD and
time-variant heterogeneity.9 Unfortunately, quite
often these unobserved factors cannot be modelled
by a simple linear trend that can be added in (21)
solving the CSD problem (Coakley, Fuertes, and
Smith 2006; Eberhardt and Teal 2011).

A different approach estimates the factors by prin-
cipal component analysis (Bai and Ng 2002), a path
we do not follow since it relies on routines that are
cumbersome in unbalanced panels. In addition, it is
very challenging to identify the appropriate number of
factors or distinguish between strong and weak ones
(Söderbom et al. 2015). Pesaran (2006) solves this
problem for static models by approximating the
unknown common factors with cross-sectional
means of the dependent and independent variables.
The so-called common correlated effect (CCE) esti-
mator is consistent under a variety of further assump-
tions on the idiosyncratic term with exogenous
regressors (Chudik, Pesaran, and Tosetti 2011;
Kapetanios, Pesaran, and Yamagata 2011), and can
be applied to non-dynamic panels (Chudik and
Pesaran 2015; Everaert and De Groote 2015).

The standard CCE estimator is consistent only in
static models and does not cover the case when the
panel includes a lagged dependent variable and/or
weakly exogenous variables as regressors. To solve
this issue Chudik and Pesaran (2015) propose the
CCEMG estimator that is the CCE augmented with
a sufficient number of lags of cross-sectional averages.
A necessary condition for the CCEMG estimator to
be valid in the case of panel ARDL data models is that
the number of cross-sectional averages based on
regressors must be at least as large as the number of
unobserved common factors minus one. These are
unlikely to be numerous in a macroeconomic setting
(Stock and Watson 2002, 2005). Whatever the num-
ber, we can easily check its appropriateness by testing
for weak CSD residuals (Pesaran 2004; Bailey,
Kapetanios, and Pesaran 2015). Then, if the matrix
of cross product of cross-sectional averages is full
rank, Chudik and Pesaran (2015) prove the

CCEMG estimator to be consistent and asymptoti-
cally normal even at the country level. If the rank
condition does not hold, but factors are serially
uncorrelated, then unit-specific estimates are incon-
sistent due to the correlation between regressors and
factors. Nevertheless, the mean group average para-
meters are consistent and asymptotically normal, and
the world trade elasticities can still be estimated.

Given these premises, we estimate and ARDL
with a homogeneous lag structure, by making use
of the command developed by Ditzen (2018). We
adopt the same lag orders for imports and regressors
because it is desirable to start with a balanced lag
structure to avoid potential problems arising from
persistent covariates (Chudik and Pesaran 2015).
Moreover, employing the same lag order across all
variables and countries should limit the potential
side effects associated with the data mining that
inevitably arise when country- and variable speci-
fic-lag orders are chosen on the basis of either AIC
or BIC (Chudik et al. 2016). A further justification to
the choice of a homogeneous lag structure is that our
research objective is estimating world long-run esti-
mates rather than country-specific dynamics. Long-
run elasticities and error correction term estimates
are provided in Table 7, where we address models
with different lags to investigate the sensitivity of the
results10 It is worth reminding here that sufficiently
long lags are necessary for the consistency of the
ARDL estimates, but specifying longer lags than
necessary can lead to estimates with poor small
sample properties (Chudik et al. 2016). We also
test for the presence of linear country-specific trends
and keep them since the estimated mean is almost
always statistically significant. Yet, their effects are
negligible.

Our analysis shows a key finding, which is clearly
visible to the reader who, for the sake of clarity, is
advised to concentrate only on the coefficients that
are statistically significant and reported between the
third and the sixth row of Table 7. Only the coeffi-
cient of the IAD elasticity is always close to one and
significant at the 1% level across all specifications.
Conversely, all other activity variables show long-
run coefficients that differ markedly across specifica-
tions (and, thus, lags), and may be quite misleading.

9It is worth noting that covariates can also be affected by ft .
10Long-run elasticities are derived from short-run ones as shown above. When significant, all the short-run activity coefficients are positive, whereas the few
significant price coefficients are always negative. Results on short-run elasticities are available from the authors upon request..
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For instance, GDP minus exports, whose elasticity
spans from 0.18 to 20.52, is never statistically differ-
ent from nihil. Similarly, the NCF specification
always yields (one significant) negative elasticity fig-
ures. This is in line with the findings of Tang (2003)
for China, but a negative income elasticity for
import demandmay be registered only if an increase
in domestic income leads to an increase in the pro-
duction of import substitutes (Bahmani-Oskooee
and Niroomand 1998). This result might be appro-
priate for an emerging economy, but it is incorrect
for world trade. The GDP coefficient plummets and
is no longer significant with more than two lags,
while the ARDL(2,2,2) model shows that a 10%
rise in GDP generates, ceteris paribus, a 14.2%
increase in imports, which grows to 27.2% when
only one lag is employed. The use of Aggregate
Domestic Demand leads to an even worse short-
coming as no elasticity is significant. Quite surpris-
ingly, simple dynamics offer a more precise estimate
for the main component of GDP, i.e. Private
Demand, whose elasticity is significant but small
(0.618) only in the ARDL(1,1,1) specification. All
significant long-run activity elasticities are in the
range between 0.62 and 2.72. This interval is even
smaller if we take into account the import content of
final demand as a 1% increase in IAD leads approx-
imatively to a 1% increase in imports.

As far as the relative price is concerned, the esti-
mated coefficients are mostly negative but only twice
statistically significant. Both refer to the NCF speci-
fications, whereas all other price elasticities display
quite large standard errors. Nonetheless, the IAD
specifications always yield negative point estimates.

Turning to the diagnostics, all the estimated mod-
els reject nonstationary residuals according to IPS,
Maddala-Wu, Fisher and CIPS tests. In addition, the
error correction term is always negative and signifi-
cant at 1% confidence level, despite its value is often
small, indicating a slow convergence towards a long-
run equilibrium. Half-lives range from three to more
than seven quarters. Cross-sectional independence is
never rejected, with the exception of GDP minus
exports. Robust Arellano and Bond (1991) as well as
Born and Breitung (2016) Lagrange tests suggest the
absence of residual serial correlation up to the fourth
order, exception made for a few models.

Since we wish to differentiate our empirical models
through the abovementioned testing procedure, the

conclusion is to discard GDP-X that should not be
employed to pursue further investigation as residuals
are affected by CSD, exception made for the ARDL
(1,1,1) that displays serially correlated residuals yet.
Actually, the last shortcoming is shared by all butNCF
activity variables in a model with only one lag that is
too parsimonious to capture import dynamics.
Furthermore, NCF provides meaningless long-run
elasticity estimates and it does not appear to be coin-
tegrated with imports and import prices according to
the Gengenbach, Urbain, and Westerlund (2016)
panel error correction test. Hence, this activity vari-
able should be put aside and the other ones must
deem more than a lag. Actually, Chudik et al. (2016)
show that sufficiently long lags are necessary for the
consistency of the ARDL estimates, but specifying
higher lags than necessary can lead to estimates with
poor small sample properties. We are left with speci-
fications with at least two lags which yield quite
imprecise world trade elasticities exception made for
GDP in ARDL(2,2,2) and IAD whose elasticity is
always significant and close to one. Finally, the mea-
sure of fit indicates that all the models have similar
residual standard deviations but IAD, which always
displays the smallest root mean square error for the
same lag order.

Taking into account both results and diagnostics,
IAD is the best specification that can also be used to
analyze elasticities at the country-level given that the
rank condition on matrix of cross product of cross-
sectional averages is satisfied. Hence, both mean
group and country-specific estimates are consistent
(Chudik and Pesaran 2015, Theorem 2). The latter are
reported in Table 8 for both the ARDL(4,4,4) and
ARDL(3,3,3). We observe that income and price elas-
ticities have the incorrect sign in some countries
whilst, as far as the activity elasticity is concerned,
negative coefficients are never significant. On the
contrary, long-run price elasticities are sometimes
positive and significantly different from zero, as in
the cases of Finland, Greece, Indonesia, and
Luxemburg.

Setting aside negative values, IAD elasticities range
between 0.18 in Sweden (although not different from
zero) to 2.33 in Denmark, whilst the smallest signifi-
cant digit is recorded in Russia (0.63). This variability
is not novel. Harb (2005), for example, shows a 0.40–
2.77 range, while Senhadji (1998) reports significant
values between 0.34 and 5.48. Most of our estimates
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are close to one as only Indonesia and Turkey out of
about 30 positive activity elasticities are statistically
different from one in both specifications.

Our point estimates of the import price elasticity
are negative for 20 countries in the ARDL(3,3,3) and
19 in the ARDL(4,4,4). Nonetheless, they are never
statistically different from zero even at 10% signifi-
cant level, and they extend on a very large span, i.e.
from −8.5 in Canada to 2.2 in Denmark. Large dif-
ferences have also been reported by Senhadji (1998),
whose bounds are −0.01 and −6.66, and by Harb
(2005), whose price elasticities range between −0.02
and −2.08. Our results are in any case more robust
than theirs because of the quite long spanned data
available for each country and becausewe control for
the presence of CSD.

One final remark is worth adding. We cannot split
the sample into the two categories of developed and
developing countries since most of the panel falls into
the first group. The only developing countries are

Brazil, Indonesia, India, Mexico, Russia, and Turkey.
Nonetheless, we do not neither find that elasticities in
developing countries are higher than those recorded
in developed countries as claimed byHarb (2005), nor
the opposite, as suggested by Houthakker and Magee
(1969) and confirmed by Senhadji (1998), IMF (2016)
and Borin et al. (2017).

Table 8 also shows that in some emerging
markets, such as Russia and Turkey, both income
and price elasticities are very small or not statis-
tically different from zero, while the opposite
holds in Mexico and India. Similarly, in some
advanced countries (Australia, Korea, and Italy)
IAD elasticities are large, while in others are
sometimes close to zero (Sweden and Japan) or
even negative (Canada and Germany), but statis-
tically insignificant. As expected, cross-country
differences matter.

V. Conclusions

The 2008–2009 financial crisis, the related great
trade collapse and the subsequent trade slowdown
have determined a renewed attention amongst
scholars and policy makers on the appropriate
measurement of levels, variations and interplay
between activity variables, prices and imports.
Amongst others, practitioners emphasized the
importance to properly study import functions in
an increasingly integrated world economy.

Within this setting, we assess long-run income and
price import elasticities using a panel ARDL up to
four lags. Our dynamic specifications are estimated
via the CCEMG technique proposed by Chudik and
Pesaran (2015) that provides robust results with
country heterogeneity and CSD. Equipped with this
tool we compare the behaviour of six activity variables
in a panel of 34 countries over the period 1985:q1-
2018:q3. We find IAD is the best performing. Long-
run IAD elasticity takes a world average close to one,
whereas country-specific estimates exhibit large varia-
bility. On the contrary, there is no significant mean
group long-run price elasticity.

IAD explicitly takes into account diverse weights
for different demand components and seems to be
the most accurate variable to describe worldwide
and country-specific import behaviours.

This finding has research and policy implications.

Table 8. Long-run income and price country-level elasticities.
IAD elasticity Price elasticity

ARDL(4,4,4) ARDL(3,3,3) ARDL(4,4,4) ARDL(3,3,3)

World 0.957*** 0.791*** −0.316 −0.461
Countries
AUS 1.578* 1.532* −0.439 −0.433
AUT 1.495 1.548 0.433 0.351
BEL 1.095* 1.157** −0.158 −0.104
BRA 0.678 0.372 −0.711 −0.766
CAN −1.25 −7.22 −2.68 −8.489
CZE −0.178 −0.35 −1.686 −1.252
DEU −0.780 −0.257 −4.22 −3.123
DNK 2.328 1.94 2.246 2
ESP 1.214 1.285 −0.543 −0.554
EST 1.464 1.408** 1.346 0.998
FIN 1.176*** 1.168*** 0.506*** 0.464***
FRA 1.579 1.46 0.145 0.024
GBR −1.113 0.674 −2.642 −1.211
GRC 1.092*** 1.06*** 0.663*** 0.234
HUN 1.248 1.29 0.652 0.6
IDN 1.435*** 1.096*** −0.064 −0.409
IND 2.160*** 2.204*** 0.882*** 0.87***
IRL 1.478*** 1.381*** 0.225 0.173
ITA 1.468** 1.433*** −0.215 −0.17
JPN 0.677 0.252 −0.089 −0.131
KOR 1.963*** 2.163** 0.017 −0.108
LTU 1.167*** 1.19*** 0.161 0.219
LUX 0.685 0.717* 0.685 0.725
LVA 0.988*** 0.988*** 0.838** 0.95***
MEX 2.192** 2.227*** −0.01 −0.179
NLD 1.140 1.03 0.125 0.039
POL 1.044** 1.094** −0.955 −0.727
PRT 1.079*** 1.057*** −0.154 −0.21
RUS 0.756*** 0.631** −0.71 −0.789
SVK −0.131 0.383 −2.023 −1.66
SVN 1.231* 1.219* 0.032 0.108
SWE 0.176 −0.826 −1.341 −1.838
TUR −0.488 −0.276 −0.66 −0.835
USA 1.888 1.872 −0.401 −0.435

*** significant at 1%; ** significant at 5%; * significant at 10%
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First, our estimates do not suffer from the
Houthakker and Magee puzzle. Actually, several
country studies report an estimate for the income
elasticity larger than unity so that, in the absence of
price increases, the GDP share of imports will even-
tually exceed one (Houthakker and Magee 1969;
Bahmani-Oskooee, Harvey, and Hegerty 2013;
Buzaushina 2015). These large income elasticities
point at an over-proportional demand for foreign
goods in case of increasing real domestic demand.
This finding is puzzling even if several countries,
such as Singapore, Malaysia, andHong Kong, nowa-
days record import penetration rates larger than one.
This situation is not tenable at the world level mak-
ing standard global trade estimates questionable.
However, we find that when we take into account
the different import content of final demand compo-
nents, a 10% increase in IAD generates an equal
increase in imports.

Second, scholars should take stock of the outcome
recorded by the IAD as a clear indication that product
differentiation and Global Value Chains are key fea-
tures of trade relations at the macro level too. We
claim that making use of IAD to understand import
demand behaviour on the basis of the role played by
intermediates is more appropriate than traditional
measures that merely considered final goods and ser-
vices. The international fragmentation of production
processes that has been featuring the world economy
in a pervasive fashion since the early ’90s, is a stylized
fact that strongly supports the adoption of compre-
hensive measures of import demand such as the IAD.
In this respect, previous studies that failed to account
for the role of intermediates are thus flawed and
caution must be used to draw conclusions from
usual activity variables such as GDP or domestic
demand.

Third, policymakers should putmore emphasis on
this measure of aggregate activity as it helps to prop-
erly define the timings of policy actions. IMF (2016)
adopts IAD in an effort to describe the world trade
slowdown and shows that estimating the import
demand model separately for each country has a
superior explanatory power than pooling panels.
However, it neglects to provide a precise indication
on how long the world economy should have taken to
recover after the trade collapse. Our study comple-
ments IMF’s approach and shows that about 2 years
would have been needed to restore the equilibrium.

Yet, the elasticity of trade may also be affected by
business cycle fluctuations as suggested by Borin et
al. (2017). This issue is beyond the scope of the present
investigation but is in the agenda of future research.
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