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FOREWORD

This book of Proceedings includes the contributions presented at the 11th International Workshop on Models and 
Analysis of Vocal Emissions for Biomedical Applications – MAVEBA 2019, held in Firenze from 17 to 19 December, 
2019. That is, 20 years since the very first MAVEBA in 1999!

Looking back to those days, I remember well the spirit of adventure that inspired this initiative, both on my side 
and on that of my colleague Piero Bruscaglioni, with whom I also shared many subsequent MAVEBA editions.

MAVEBA started because of our curiosity and continued thanks to the enthusiasm of the participants. And today? 
Curiosity and enthusiasm are still there, with the awareness of a fascinating and increasingly interdisciplinary world. 
The large number of contributions collected in this Proceedings is the clear demonstration of this.

The main subjects concern methods for analyzing hoarseness and retrieving features of the human voice related to 
particular physiological or neurological conditions, with the aim of assessing reliable procedures for objective, quan-
titative definition of levels of voice disorders, singing voice parameters, newborn cry features, vocal fold and vocal 
tract modelling. The interdisciplinarity, that has always characterized the MAVEBA workshops, is well highlighted 
by the themes addressed, listed below. 

I whish to give special thanks and greetings to the CoMeT Association, that is present at MAVEBA with a large 
number of its members. This year is a special one for CoMeT, celebrating the 50th anniversary from its foundation, 
and I am happy and proud to celebrate it together with the twenty-year anniversary of MAVEBA!

The papers presented at MAVEBA and collected in this volume are divided into nine Sessions, two Special Ses-
sions, professionally coordinated by Dr. Franco Fussi and Dr. Philippe Dejonckere, and a Keynote lecture given by 
Thanasis Tsanas.

SESSION I – PARKINSON’S DISEASE AND SPEECH
SESSION II – SINGING VOICE
SESSION IIII - SPECIAL SESSION – EDUCATION AND REHABILITATION OF THE ARTISTIC VOICE
Coordinator: Franco Fussi
SESSION IV - VOICE AND EMOTIONS
SESSION V - VOICE QUALITY
SESSION VI - VOCAL FOLDS DYNAMICS
SESSION VII - COMET SESSION – ACTOR’S AND ACTRESS’VOICES
Coordinator: Philippe Dejonckere
SESSION VIII – VOCAL FOLDS PARALYSIS/ABNORMALITIES
SESSION IX - KEYNOTE LECTURE
DEVELOPING NEW SPEECH SIGNAL PROCESSING ALGORITHMS FOR BIOMEDICAL AND LIFE SCI-
ENCES APPLICATIONS: PRINCIPLES, FINDINGS, CHALLENGES, AND A VIEW TO THE FUTURE
Thanasis Tsanas
SESSION X - BIOMECHANICS/DEVICES
SESSION XI – SPEECH
SESSION XII - VOICE VS OTHER PHYSIOLOGICAL SIGNALS/DISEASES

I am very grateful to the authors for their contribution and to all participants that stimulated the discussion and 
helped to propose new research themes and methodologies of analysis in a field that will always be evolving, even 
and hopefully in the next twenty years.

Claudia Manfredi

ACKNOWLEDGEMENTS
I greatly acknowledge the ScaramuzziTeam Congress Agency for its great professionalism, Dr.Eng. Alice Cava-

liere, who manages and constantly updates the website, and Dr. Eng. Lorenzo Frassineti, PhD student, who collabo-
rated in reviewing the Proceedings and solving the daily difficulties with patience and professionalism.
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Tab. 1: ASR and SV results measured in terms of word           
error rate (EER) and equal error rate (EER),        
respectively, on Librespeech corpus. 

 ASR system SV system 

 WER [%] EER [%] 

Original speech 10.1 14.7 

AM-only 14.9 26.5 

FM-only 53.9 25 

 
(iii) the speech reconstructed only from the FM        
sub-band components (i.e. carrier part alone).      
Subjective listening tests clearly show that the       
AM-only reconstructed signal sounds whispered. With      
the carrier part alone, the synthesized signal sounds        
message less.  
Dataset and tool: For ASR and SV experiments, we         
use Librispeech corpus [3] which consists of read        
speech from audio books. We employ 100 hours for         
training (train-clean-100) and 5.4 hours for testing       
(test-clean). Kaldi toolkit [2] is used for building both         
ASR and SV.  
ASR: the system is built around a conventional        
HMM-GMM framework. We use standard Kaldi (tri4)       
recipe comprising MFCC features projected by      
LDA+MLLT [1]. Roughly ~3.5K triphones and ~40k       
Gaussians are used to build HMM-GMM. 
SV: Gaussian Mixture Models (GMMs) with 32       
components are trained for each speaker in test set.         
Each GMM is built with the expectation-maximization       
algorithm to maximize the likelihood of the data [13].         
Only 10s of speech data were used for both GMM          
development and testing. Cross-pair trials for SV       
experiments were generated and trials comparing the       
same audio are excluded. T-norm is applied on the test          
scores.  
 

VI. DISCUSSIONS AND CONCLUSIONS 
The paper discusses employment of AM-FM      
decomposition to efficiently alleviate message bearing      
components from the speech. The technology is       
demonstrated on ASR and SV tasks. As can be seen          
from Tab. 1, the speech signal reconstructed from AM         
components yields WER~14.9%, close to the      
performance of the original signal (WER~10.1%) on       
the standard ASR task. On the other side, the speech          
reconstructed from FM-only components largely     
increases WER (~53.9%). In the case of SV task, the          
obtained results are less obvious. Original speech still        

provides the best performance (EER~14.7%) as the SV        
engine also exploits the content to model the speaker.         
Nevertheless, the speech signal reconstructed from      
FM-only components still outperform AM-only speech      
(EER~25%) which clearly indicates that the speaker       
related information is preserved by the Hilbert carrier. 
FDLP technique described in this paper, allowing to        
decompose the speech into AM and FM components,        
operates on large segments of signal at different        
frequencies. Empirically obtained results on automatic      
speech and speaker recognition tasks confirm our       
assumptions (determined by subjective listening) that      
the AM-FM decomposition can reliably separate the       
content and speaker related information from speech,       
which can be applied in various speech-oriented tasks.  
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Abstract: The Tomatis electronic ear is a device that 
could modify the natural audio feedback between 
the emitted voice and the ears of a talking or 
singing individual. Our aim was to test if the device 
causes quantifiable vocal variations having the 
subjects repeat sustained vowel sounds (i.e. /a/, /i/, 
/u/) with different frequency filters applied by the 
device. The subjects are 19 native adult Italian 
speakers (8 females) testing 4 different filtering 
methodologies: unfiltered feedback (control), low 
pass filter at 4 kHz, high pass filter at 4 kHz and a 
high pass filter at 8 kHz. All subjects quantifiably 
modified their vocalization in response to the 
varying methodologies for at least one letter of each 
filtering method: 81.29% of the sessions of all 
subjects were significantly different in fundamental 
frequency from the control (p<0.05, Kruskal-Wallis 
test). Among subjects, the variation trend was 
significant only for the fundamental frequency of 
the letter /u/ of a particular subgroups categorized 
by mean fundamental frequency. This initial work 
shows that the vocal variations caused by the 
Tomatis device are quantifiable but subject specific, 
laying the groundwork to test new parameters to 
find common trends of configurations. 
Keywords:  Tomatis, Electronic Ear, audio 
feedback, audio stimulation 

 
I. INTRODUCTION 

 
Alfred Tomatis was a French scientist, founder of 

Audio-Psycho-Phonology, an auditory rehabilitation 
methodology that stimulates the ear modifying the 
auditory input. This stimulation is delivered through a 
device called Electronic Ear. This device is based on a 
series of amplifiers, filters, and electronic controls, 
which receives the sound, emitted by a source, 
processes it and sends it back to the subject through a 
special headset. Tomatis's theory of listening is the 
product of a series of rigorous neurophysiological 
studies, based on the phylogenetic and ontogenetic 
analysis of the development of the nervous system 
[1][2][3]. It was fundamental to highlight the common 
origin and the consequent structuring of the organs 

responsible for vocal emission (for example, V cranial 
pair for the musculature of the mandible and for the 
muscle of the hammer, VII cranial pair for the upper 
part of the larynx, for facial muscles and for the muscle 
of the stirrup), thus evidencing the very close 
correspondence between listening and voice 
production. 
The conclusions reached by Tomatis are as follows: 
“the voice can only contain the frequencies that the ear 
can hear (the larynx emits only the harmonics that the 
ear can hear)” and “if one modifies the hearing, the 
voice is unconsciously and immediately 
modified”[4][5][6]. In 1957, the theory was 
experimentally corroborated by a team led by Raoul 
Husson in the Functional Physiology laboratory at the 
Sorbonne in Paris [7]. After this experiment, fewer 
than a dozen offshoot and the related training systems 
have been developed based on this effect, with mild 
claims of effectiveness [8]. Only a fraction of these 
studies used the voice of the subject as auditory input. 
Our aim, in this preliminary work, is to test a new 
model of the Electronic Ear and the vocal variations 
that it causes on subjects emitting simple sounds (i.e. 
single sustained vowels) that are modified and fed back 
to them through special earpieces. This experiment was 
chosen to test the effectiveness of the device at a 
fundamental level, as a first step to map the actual 
capabilities of the device and of the method. 
 

II. METHODS 
 

In total, 19 native Italian speakers, 8 females and 11 
males without speech impairments were recruited. The 
experimental setup included a microphone (Shure 
BETA 58A, Beyerdynamic TG V56c), the Tomatis 
system (Brain-Activator MBL), and an external 
recording device (M-AUDIO Fast Track Pro, sampling 
at 44100 samples/s, and a recording computer). The 
subjects were standing in a pre-marked position with 
their back and head touching a wall. The microphone 
was placed in a fixed position.  
This preliminary experiment consisted of 4 segments, 
each composed of three sessions. In the first task of 
each segment, the subjects had to repeat 20 times the 
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Table 1. Percentage of sessions, ordered by letter, 
fundamental frequency and formants, statistically 
different from the control group (Kruskal-Wallis, p < 
0.05). MeanV: mean change by letter for all the methods. 
MeanM: mean change by method for all the letters. 

  LP4K % HP4K % HP8K % MeanV % 
 /a/ 68.42 73.68 84.21 75.44 

F0 /i/ 78.95 84.21 84.21 82.46 
 /u/ 94.74 89.47 73.68 85.96 

MeanM 
% F0  80.70 82.46 80.70 81.29 

 /a/ 42.11 42.11 57.89 47.37 
F1 /i/ 36.84 47.37 57.89 47.37 

 /u/ 52.63 68.42 57.89 59.65 
MeanM 

% F1  43.86 52.63 57.89 51.46 

 /a/ 42.11 42.11 47.37 43.86 
F2 /i/ 63.16 47.37 68.42 59.65 

 /u/ 57.89 63.16 52.63 57.89 
MeanM 

% F2  54.39 50.88 56.14 53.80 

 

 
Fig. 1. First and second formants for the letter /i/ of four 
subjects, divided by methodology. A: subject 1, high F0 
group, B: subject 7, high F0 group; C: subject 13, low 
F0 group, D: subject 19, low F0 group. 
 

vocalization of /a/ described as the corresponding vocal 
sound in Italian; this is called “a” session. After this, 
they waited 60 seconds and repeated the task with the 
letters /i/ and /u/ (“i” session and “u” session). The 
three sessions together define a segment. 
In the first segment (NF), the Tomatis system acted as 
a straightforward audio loop, without any deliberate 
signal manipulation (no frequency filtering and no 
delay). NF is used as a control. The following three 
segments included a frequency filtering of the voice, 
first a low pass with -3dB cut-off frequency at 4 kHz 
(LP4K), then a high pass with the same cut-off 
frequency (-3dB at 4 kHz, named HP4K), and finally a 
high pass at 8 kHz (also -3dB cut-off, named HP8K). 
The total 4 segments of 3 sessions (NF, LP4K, HP4K 
and HP8K, for the sessions /a/, /i/, /u/) resulted in 80 
vocalizations per subject and letter. The vocalizations 
were segmented and analyzed with the software 
PRAAT (http://www.fon.hum.uva.nl/praat/,  
downloaded June 2019) and a built-in algorithm [9] to 
extract the fundamental frequency (F0) and the first 
two formants (F1 and F2 respectively). If the algorithm 
was not capable of detecting a formant within a 
predetermined interval IFi (1) the vocalization was 
discarded. 

IFi = MFVi· (1 ± 0.5)     (1) 
 

MFVi: mean vowel formant (based on data from [10]); 
i = 1: F1;  
i = 2: F2. 

III. RESULTS 
 
All subjects completed the experiment, resulting in 228 
sessions (76 segments), but we had to discard some 
poor quality samples; overall, we analyzed 18 
vocalizations for each session, for a grand total of 4104 
vocalizations. Among the segments, regarding F0, 
81.29 % of the sessions of all subjects were 
significantly different from the control NF (p<0.05, 
Kruskal-Wallis test) as shown in Table 1. The first and 
second formants were less influenced by the Tomatis 
loop than F0, with 51.46% of sessions significantly 
different from NF for F1 and 53.80% of sessions 
significantly different from F2 (Table I). Still, all 
subjects responded to some extent to the feedback, 
modifying their vocalization formants in response to a 
method for at least one letter. 
In Fig. 1 are shown the vocalizations of four different 
subjects of the letter /i/, even if some sessions are 
visually different from the control group (Fig. 3, C and 
D). 

 

 
To assess the presence of underlying trends, further 
analysis were conducted. 
Means and standard deviations were calculated for 
each session. Subjects were divided into two groups: 
high-F0 and low-F0 (the threshold was the total 
average of F0). The groups were composed of 8 female 
and 2 male subjects for the high-F0 category (in total 
10 subjects) and the remaining 9 male subjects for the 

 
 

Fig. 2: Difference for the F0 of letter /u/ between 
the HP4K method and control (NF), regarding the low 
F0 group. 

 
 
Fig. 3: First and second formant for the all-subject 
average vowel triangle of the letter /a/, /i/, /u/ for 
the LP4K and HP4K methods. At the top the high 
F0 group and at the bottom the low F0 group 
methods with the significant F2 drifts for the letter 
/u/ (top) and /a/ (bottom). 

low-F0 category. This classification was performed 
because group-specific filtering effects were observed 
in the preliminary analysis. 

In the low-F0 group there was a significant increase by 
4.3 Hz (p<0.04, Wilcoxon signed rank test, Fig. 2) in 
the fundamental frequency (F0) of the letter /u/ of the 
HP4K session. For the same vowel, between HP4K 
and LP4K,  F2 increased by 68.23 Hz (p<0.006, 
Wilcoxon signed rank test) in the high-F0 group, and 
increased for the letter /a/ by 33.63 Hz (p<0.02, 
Wilcoxon signed rank test) for the low-F0 group, as 
shown in Fig. 3. The standard deviation analysis had a 
statistical significance only in the F2 formant for 
vowels /a/ and /i/ in the high-F0 group: it decreased 
from HP8K to HP4K and increased from HP4K or 
HP8K to LP4K.  
In the low-F0 group, the standard deviation had 
statistical significance only for the letter /i/: it 
increased in F1 for HP8K compared to controls, and 
for LP4K compared to controls. It decreased in F2 for 
HP8K compared to HP4K. Fig. 4  shows the average 
values of F0 for all the subjects in the high-F0 and low-
F0 groups; all the letters showed a distinct increase 
between control NF and the methods, except for /a/ in 
the lower F0 group. However, these results are 
statistically different only for the letter /u/ in the lower 
F0 group between NF and HP4K (p<0.05, Wilcoxon 
signed rank test).  
 

IV. DISCUSSION 
 

As shown in the results section a clearly audible and 
statistically relevant response is evoked by the filtered 
Tomatis audio loop, even if a unified trend response 

among subjects is not clearly delineated. The first 
results we present in this paper indicate some ability of 
the Tomatis system to modify these covariances and as 
a consequence to act on general voice quality. Indeed, 
experiments in which the relationship among F0 and 
the F1 and F2 formants are synthetically modified are 
reported in the open literature (e.g., [11]). It was shown 
that the perceived quality of a voice depends on the 
covariance of the formants, which should correspond 
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and HP8K, for the sessions /a/, /i/, /u/) resulted in 80 
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were segmented and analyzed with the software 
PRAAT (http://www.fon.hum.uva.nl/praat/,  
downloaded June 2019) and a built-in algorithm [9] to 
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low-F0 category. This classification was performed 
because group-specific filtering effects were observed 
in the preliminary analysis. 

In the low-F0 group there was a significant increase by 
4.3 Hz (p<0.04, Wilcoxon signed rank test, Fig. 2) in 
the fundamental frequency (F0) of the letter /u/ of the 
HP4K session. For the same vowel, between HP4K 
and LP4K,  F2 increased by 68.23 Hz (p<0.006, 
Wilcoxon signed rank test) in the high-F0 group, and 
increased for the letter /a/ by 33.63 Hz (p<0.02, 
Wilcoxon signed rank test) for the low-F0 group, as 
shown in Fig. 3. The standard deviation analysis had a 
statistical significance only in the F2 formant for 
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from HP8K to HP4K and increased from HP4K or 
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for LP4K compared to controls. It decreased in F2 for 
HP8K compared to HP4K. Fig. 4  shows the average 
values of F0 for all the subjects in the high-F0 and low-
F0 groups; all the letters showed a distinct increase 
between control NF and the methods, except for /a/ in 
the lower F0 group. However, these results are 
statistically different only for the letter /u/ in the lower 
F0 group between NF and HP4K (p<0.05, Wilcoxon 
signed rank test).  
 

IV. DISCUSSION 
 

As shown in the results section a clearly audible and 
statistically relevant response is evoked by the filtered 
Tomatis audio loop, even if a unified trend response 

among subjects is not clearly delineated. The first 
results we present in this paper indicate some ability of 
the Tomatis system to modify these covariances and as 
a consequence to act on general voice quality. Indeed, 
experiments in which the relationship among F0 and 
the F1 and F2 formants are synthetically modified are 
reported in the open literature (e.g., [11]). It was shown 
that the perceived quality of a voice depends on the 
covariance of the formants, which should correspond 
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to an internalized representation of human voice. 
Even the perception of emotions of the speaker 
depends on the formants' properties [12]. 
Even if not statistically relevant, it is also worth of 
notice the precise pattern followed by the all-subject 
average of F0 shown in Fig. 4. The HP4K method is 
able to elicit bigger changes in the fundamental 
frequency compared to the controls. 

 
V. CONCLUSION 

 
In this preliminary experiment, we showed that the 

vocal changes elicited in the subjects by the Electronic 
Ear are quantifiable. The specific effects depend on the 
type of vocalization and on the class of the subject 
(high-F0 or low-F0).  A clear trend in the fundamental 
frequency was detected only for the /i/ and /u/ vowels. 
The standard deviation analysis suggests that a central 
(4 kHz cut-off frequency) high pass voice filter tends 
to increase the sound variation. This initial work may 
be useful to understand the capabilities of the 
Electronic Ear and the Tomatis methodology. 
 

REFERENCES 
 
[1] P. Sollier, Listening for Wellness. An Introduction 
to the Tomatis Method. Walnut Creek, CA: Mozart 
Center Press, 2005. 
[2] W. Coppola, Itinerari sonori. Corpo, linguaggio ed 
espressione nell'opera audio-psico-fonologica di 
Alfred Tomatis. Milan: Mimesis, 2015 

[3] C. Campo, L’orecchio e i suoni fonti di energia. Il 
metodo Tomatis, Riza Scienze, 74, 1993. 
[4] A. Tomatis, L’oreille et le langage, Paris: Édition 
du Seuil, 1963. 
[5] A. Tomatis, Vers l’écoute humaine, Tome I, Qu’est-
ce que l’écoute humaine? Tome II, Qu’est-ce que 
l’oreille humaine?, Paris: ESF, 1974. 
[6] A. Tomatis, L’oreille et la voix, Paris: Laffont, 
1987. 
[7] R. Husson, “Physiologie de la Phonation”, Practica 
Oto-Rhino-Laryngologica, 1957, vol. 50.2, pp. 123-
139. 
[8] B.M. Thompson and S.R. Andrews, “An historical 
commentary on the physiological effects of music: 
Tomatis, Mozart and neuropsychology”, Integrative 
Physiological and Behavioral Science, 2000, vol. 35, 
pp. 174.  
[9] D. G. Childers, Modern spectrum analysis. 1st ed., 
IEEE Computer Society Press, 1978, pp. 252-255.  
[10] P. Ladefoged,and , K. Johnson, A course in 
phonetics, 6th ed., USA: Wadsworth, 2011. 
[11] P.F. Assmann, and T.M. Nearey. "Relationship 
between fundamental and formant frequencies in voice 
preference,” The Journal of the Acoustical Society of 
America, 2007, 122.2 EL35-EL43.  
[12] W. Xixin, L. Songxiang, C. Yuewen, L.Xu, Y. 
Jianwei, D. Dongyang, M. Xi, H. Shoukang, W. 
Zhiyong, L. Xunying, M. Helen, ICASSP 2019 -  IEEE 
International Conference on Acoustics, speech and 
Signal Processing (ICASSP), 2019. 

 
Fig. 4: Average values of F0 for all the subjects of the  high-F0 and low-F0 groups. In U, Low F0, the differences 

between NF and HP4K are statistically significant (p<0.005, Wilcoxon signed rank test) 
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