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a b s t r a c t

We prove various representation formulae of solutions of second order di�erential
inequalities on R

N . As an outcome we obtain positivity results of the solutions of
≠Lu Ø 0, where L is a general second order elliptic operator in divergence form.
Results of this type are very useful for studying related Liouville theorems of second
order semilinear inequalities.

1. Introduction

The search of representation formulae of solutions of second order elliptic equations or inequalities has
been an active research area over the past several years. See for instance the book [5] and the references
therein for recent results and applications. Our goal in this paper is to find representation formulae of
solution of problems of the type,

≠ Lu Ø 0 on R
N

,

where L is a general second order elliptic operator in divergence form (see Section 2 for the precise
assumptions and important properties) possessing a fundamental solution. In general if u œ L

1

loc
(RN ) is

a distributional solution of ≠Lu Ø 0, then ≠Lu := ‹ Ø 0 is a nonnegative Radon measure, see [20]. One of
the motivations for searching representation formulae, besides their intrinsic interest, relies on the fact that
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under suitable assumptions, nonnegative solutions of the problem,

≠ Lu = f(u) in R
N

, (1.1)

where f : R æ R+ is a given continuous function, are indeed solutions of the integral equation

u(x) = l +
⁄

RN
� (x, y)f(u(y))dy,

where l = infRN u(x) and � is a fundamental solution of L. See [7,15] for some results in this direction.
When looking for Liouville theorems for (1.1), a typical simple statement can be formulated as follows.

Let L be a di�erential operator and let f : R æ R be a given continuous function. Consider u œ � (RN ),
where � (RN ) is a certain function class that depends on the di�erential operator L and on the properties
of f.

Liouville theorem. If u is a nonnegative solution of (1.1) then u © constant in R
N

.

General Liouville theorems can be proved for several classes of semilinear/quasilinear equations and
inequalities under some kind of homogeneity assumptions on L. See [8,11,21] and the references therein for
further information.

However, for operators L with variable coe�cients considered in this paper (see Section 2), the approach
based on the nonlinear capacity method developed in [21] needs to be modified. See 3.6.1. In the forthcoming
paper [13] we shall prove that the representation formulae proved here are a suitable substitute of the
nonlinear capacity method for studying Liouville theorems of (1.1).

Another motivation for searching representation formula of solution of (1.1) is the so called positivity
results. These kind of results are related to the following fundamental question:

Positivity problem. When f nonnegative implies that the possible solutions of (1.1) are positive?
Some contributions to this problem have been obtained in [15,22] for some semilinear inequalities and

in [11,10] in the quasilinear context.
This paper is organised as follows. In Section 2 we state our main assumptions on the operator L and

we present some important examples. Section 3 is devoted to the formulation of the main results, while in
Section 3.1, we prove some necessary lemmata that we will use throughout the paper. In Section 3.6.1 we
comment and prove some results related to the ring condition, see (3.2). Finally Section 4 is devoted to some
applications in the Carnot group setting.

2. Main assumptions and examples

Let A be an N ◊ N matrix with entries aij œ C 1(RN ). We shall deal with the operator L of the form

L(u) := div(AÒu) =
Nÿ

ij=1

ˆ

ˆxi

3
aij(x) ˆu

ˆxj

4
. (2.1)

Throughout this paper we shall suppose that the following conditions H1. . . . H7. hold.

H1. The matrix A is semi-positive definite, that is:

(A(x)› · ›) Ø 0 for any x, › œ R
N

.

H2. For any x œ R
N there exists a fundamental solution �x = � (x, ·) œ L

1

loc
(RN ) of ≠L. This means that

� : RN ◊ R
N \ {(x, y) | x = y œ R

N } æ R is smooth and
⁄

RN
≠L(„)(y)� (x, y) dy = „(x)

for any test function „ œ C Œ
0

(RN ). Denote with A
Õ the transpose matrix of A and with L

ú the adjoint
operator of L. We have L

ú(u) = div(AÕÒu) and ≠L
ú(�x) = ”x.
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H3. limyæx� (x, y) = +Œ for any x œ R
N

H4. lim|y|æŒ� (x, y) = 0 for any x œ R
N

H5. � (x, y) > 0 for any x ”= y.
H6. For any y œ R

N , � (·, y) is a fundamental solution of ≠L
ú, that is ≠L(� (·, y)) = ”y.

H7. For any x œ R
N and r > 0, we set

⌦r(x) :=
)

y œ R
N |� (x, y) >

1
r

*
fi {x}.

On the family ⌦r(x), we shall assume that

lim inf
‘æ0

|⌦‘(x)|
‘

= 0 for any x œ R
N

. (2.2)

From the above assumptions on � , it is easy to see that

• For any x œ R and r > 0, ⌦r(x) is a bounded, open set;
• For any x œ R and r > 0, there exists ‘ > 0 such that B(x, ‘) µ ⌦r(x);
• For any x œ R, ⌦r(x) is a family of sets nondecreasing by inclusion such that ⌦r(x) ¬ R

N (as
r æ +Œ).

Notice that if A is symmetric then assumption H6. implies � (x, y) = � (y, x) and L = L
ú
.

The above hypotheses are fulfilled in several concrete cases.

Example 1. Let L =
q

l

i=1
X

2

i
where Xi are smooth vector fields in R

N satisfying Hörmander’s condition
of hypoellipticity:

rank Lie [X1, . . . , Xl] = N at every x œ R
N

.

Assuming that: X
ú
i

= ≠Xi, where X
ú
i

is the formal adjoint of Xi, there exists a symmetric semi-positive
definite matrix A such that L can be written as Lu = div(AÒu).

In this setting hypotheses H1, .H2. . . . .H7. and the properties on the family ⌦ hold. See [9,23] and the
reference therein.

Further special cases are when it is possible to endow R
N with a Lie groups law and the vector fields Xi

are invariant by translation with respect to a such law.

Example 2 (Carnot Groups). We begin quoting some preliminary results concerning Carnot groups (for
more informations and proofs we refer the interested reader to [5,16,17]; see also the survey [19]). A Carnot
group is a connected, simply connected, nilpotent Lie group G of dimension N Ø 2 with graded Lie algebra
G = V1 ü · · ·üVr such that [V1, Vi] = Vi+1 for i = 1 . . . r ≠1 and [V1, Vr] = 0. A Carnot group G of dimension
N can be identified, up to an isomorphism, with the structure of homogeneous Carnot group (RN

, ¶, ”⁄)
defined as follows. We identify G with R

N endowed with a Lie group law ¶. We consider R
N split in r

subspaces R
N = R

n1 ◊R
n2 ◊ · · · ◊R

nr with n1 + n2 + · · · + nr = N and › = (›(1)
, . . . , ›

(r)) with ›
(i) œ R

ni .
We shall assume that there exists a family of Lie group automorphisms, called dilation, ”⁄ with ⁄ > 0 of the
form ”⁄(›) = (⁄›

(1)
, ⁄

2
›

(2)
, . . . , ⁄

r
›

(r)). The Lie algebra of left-invariant vector fields on (RN
, ¶) is G. For

i = 1, . . . , n1 = l let Xi be the unique vector field in G that coincides with ˆ/ˆ›
(1)

i
at the origin. We require

that the Lie algebra generated by X1, . . . , Xn1 is the whole G.
With the above hypotheses, we call G = (RN

, ¶, ”⁄) a homogeneous Carnot group. The canonical sub-
Laplacian on G is the second order di�erential operator L =

q
l

i=1
X

2

i
. Let Y1, . . . , Yl be a basis of

span{X1, . . . , Xl}, the second order di�erential operator �G =
q

l

i=1
Y

2

i
is called a sub-Laplacian on G. We

denote by Q =
q

r

i=1
ini the homogeneous dimension of G. In what follows we shall assume that Q Ø 3.
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We shall list some properties and know results about Homogeneous Carnot groups.
The Lebesgue measure is the bi-invariant Haar measure. For any measurable set E µ R

N , we have
|”⁄(E)| = ⁄

Q|E|. Since Y1, . . . , Yl generate the whole G, any sub-Laplacian �G satisfies the Hörmander’s
hypoellipticity condition. Moreover, the vector fields Y1, . . . , Yl are homogeneous of degree 1 with respect to
”⁄.

In what follows we fix such vector fields Y1, . . . , Yl and when we shall refer to this setting we shall use the
symbol ÒL to denote the vector field (Y1, . . . , Yl). As particular case of Example 1 there exists a symmetric
semi-positive definite matrix A such that �G can be written as �G = div(AÒu).

A nonnegative continuous function N
ú : RN æ R+ is called a homogeneous norm on G, if N

ú(›) = 0
if and only if › = 0 and it is homogeneous of degree 1 with respect to ”⁄ (i.e. N

ú(”⁄(›)) = ⁄N
ú(›)). We

say that a homogeneous norm is symmetric if N
ú(›≠1) = N

ú(›). A homogeneous norm N
ú defines on G a

pseudo-distance defined as d(›, ÷) := N
ú(›≠1 ¶÷). The function d satisfies. display formula (2.3). with C Ø 1.

d(›, ÷) Æ Cd(›, ’) + Cd(’, ÷) (›, ’, ÷ œ G) (2.3)

with C Ø 1. Hence in general d, is not a distance. For a given homogeneous norm N
ú
, the symbol BNú(÷, R)

denotes the ball BNú(÷, R) := {› œ R
N |Nú(÷≠1 ¶ ›) < R}. Then |BNú(x, R)| = |BNú(0, R)| = cNúR

Q.
If N

ú and Ñ are two homogeneous norms, then they are equivalent, that is, there exists a constant C > 0
such that C

≠1
N

ú(›) Æ Ñ(›) Æ CN
ú(›).

Let N
ú be a homogeneous norm, then there exists a constant C > 0 such that C

≠1 |›| Æ N
ú(›) Æ C|›|1/r,

for N
ú(›) Æ 1 and |·| stands for the Euclidean norm. An example of symmetric homogeneous norm is the

following

NS(›) :=
A

rÿ

i=1

|›i|2r!/i

B1/2r!

. (2.4)

Notice that if N
ú is a homogeneous norm di�erentiable a.e., then |ÒLN

ú| is homogeneous of degree 0 with
respect to ”⁄, hence |ÒLN

ú| is bounded.
In [16] it is proved that for any sub-Laplacian �G there exists a homogeneous symmetric norm N2 on G ,

often called gauge, such that �÷(›) := (N2(÷≠1 ¶ ›))2≠Q is a fundamental solution of ≠�G at ÷ (see also [5]).
Such a homogeneous norm (by hypoellipticity of ≠�G) is smooth o� of the origin. We shall denote by Â÷

the quantity Â÷ :=
--ÒLN2(÷≠1 ¶ ·)

--. Since YiN2 is homogeneous of degree 0 with respect to ”⁄, we have
||Â÷||Œ = ||Â0||Œ by left invariance of Yi.

With the symbols used at point H7. above we have that ⌦r(x) = {y œ R
N |N2(x≠1 ¶ y) < r

1
Q≠2 } and

hence |⌦r(x)| =
---BN2(r

1
Q≠2 )

--- = Cr

Q
Q≠2 .

In what follows a relevant role will be played by the quantity (Ò�÷ ·AÒ�÷)

�÷
, which in the Carnot group

setting can be rewritten as (Q ≠ 2)2
Â

2
÷(›)

N
Q
2 (÷≠1¶›)

= (Q ≠ 2)2 Â
2
0

N
Q
2

(÷≠1 ¶ ›).
Finally, we remind that in the Carnot group setting a Liouville theorem holds. Namely if L is a sublaplacian

then any L-harmonic nonnegative function is constant. See [4,5].

Example 3. Simple examples of Carnot groups are the usual Euclidean spaces R
Q. Moreover, if Q Æ 3

then G is the ordinary Euclidean space R
Q.

The simplest nontrivial example of a Carnot group is the Heisenberg group H
1 = R

3. For an integer n Ø 1,
the Heisenberg group H

n is defined as follows. Let › = (›(1)
, ›

(2)) = (x1, . . . , xn, y1, . . . , yn, t) = (x, y, t) œ
R

2n ◊ R. The Heisenberg group H
n is the set R

2n+1 endowed with the group law

›̂ ¶ ›̃ := (x̂ + x̃, ŷ + ỹ, t̂ + t̃ + 2
nÿ

i=1

(x̃iŷi ≠ x̂iỹi)).
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For i = 1, . . . , n, consider the vector fields

Xi := ˆ

ˆxi

+ 2yi

ˆ

ˆt
, Yi := ˆ

ˆyi

≠ 2xi

ˆ

ˆt
,

and the associated Heisenberg gradient as follows ÒH := (X1, . . . , Xn, Y1, . . . , Yn). The Kohn–Laplacian �H

is then the operator defined by �H :=
q

n

i=1
X

2

i
+Y

2

i
. The family of dilation is given by ”⁄(›) := (⁄x, ⁄y, ⁄

2
t).

In H
n is defined the homogeneous norm

|›|
H

:=

Q

a
A

nÿ

i=1

x
2

i
+ y

2

i

B2

+ t
2

R

b
1/4

.

The homogeneous dimension is Q = 2n + 2 and the fundamental solution of the sub-Laplacian ≠�H at
point ÷ is given by �÷(›) = N

2≠Q

2
(÷≠1 ¶ ›) = c

--÷≠1 ¶ ›
--≠2n

H
.

Example 4. A particular case of Example 1 is when the vector fields satisfying some further conditions.
Namely, let {X1, . . . , Xl} be a fixed set of linearly independent smooth vector fields on Euclidean space R

N ,
satisfying the following properties:

• There exists a family of non-isotropic diagonal maps ”⁄ of the form

”⁄(x) = (⁄‡1x1, . . . , ⁄
‡N xN ) with 1 = ‡1 Æ · · · Æ ‡N .

We assume that such X1, . . . , Xl are ”⁄-homogeneous of degree 1 with respect to the family of non-isotropic
dilations {”⁄}⁄Ø0.

• X1, . . . , Xl satisfy Hörmander’s rank condition at 0, i.e.,

dim{X(0) : X œ Lie{X1, . . . , Xl}} = N.

•
q

j
‡j > 2.

In this case by a lifting technique in [3] the authors proved that for the operator L =
q

l

i=1
X

2

i
all the

hypotheses H1, .H2. . . . .H7. are fulfilled. We emphasise that even the hypothesis that � vanishes at infinity
is satisfied.

More precisely they show the existence of a homogeneous Carnot group (RN+p
, ¶, ”̃) and vector fields

Z1, . . . , Zl, such that
q

l

i=1
Z

2

i
is a sub-Laplacian on R

N+p and the projection of Zi on R
N is Xi (i = 1, . . . , l).

This last remark implies that for the operator L =
q

l

i=1
X

2

i
Liouville theorem holds, that is any L-

harmonic nonnegative function is constant.1

Example 5. The Grushin operator

ˆ
2

x
+ x

2
ˆ

2

y

acting on R
2, satisfies our assumptions H1, .H2. . . . .H7. Indeed this operator is of the type described

in Example 4. See also the seminal paper [18] and the references in [3].
The Grushin type operator

ˆ
2

x
+ x

4
ˆ

2

y

is of the same type, see [3]. Our results apply to this operator too.

1
Indeed if u is a nonnegative function such that Lu = 0, then by lifting L̃u =

ql

i=1Z
2
i u = 0, and since L̃ is a sub-Laplacian, it

follows that u is constant.
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For further generalisations of these operators (dealing with several variables, as well as several weights),
the explicit fundamental solutions have been computed in [2].

As a final example taken from [3], consider the following Engel-type operator where the vector fields
acting on R

3 are given by

X1 = ˆx1 ; X2 = x1ˆx2 + x
2

1
ˆx3 .

Our results apply to this operator too.

3. Representation theorems

Let L be an operator of type (2.1) satisfying the assumptions H1. . . . H7. of Section 2. In this section we
study the solutions of the inequality

≠ L(u) Ø 0 on R
N

. (3.1)

If u œ L
1

loc
(RN ) is a distributional solution of (3.1) it follows that ≠L(u) is in general a distribution. In

our case it is a nonnegative distribution, therefore it is, actually, a nonnegative Radon measure. See [20].
Consequently, in general we may assume that ≠L(u) =: ‹ is a nonnegative Radon measure.

The following representation theorem of the solutions of (3.1) has its roots in [15].

Theorem 6 (Riesz Representation). Let u œ C 2(RN ) be such that ≠L(u) = ‹ Ø 0.

A. Let x œ R
N and lx œ R be such that

lim inf
Ræ+Œ

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

(u ≠ lx)dy = 0. (3.2)

Then

u(x) = lx +
⁄

RN
� (x, y)‹(y)dy. (3.3)

Assume that for any x œ R
N (3.2) holds and set l(x) := lx. Then

(a) inf u = inf l (finite or not), sup u Ø sup l (finite or not), and the following alternative holds,

either u(x) > l(x), ’x œ R
N

, or u © l and ‹ © 0. (3.4)

(b) If w(·) :=
s
RN � (·, y)‹(y)dy œ L

1

loc
(RN ) or equivalently l œ L

1

loc
(RN ), then the function l is a

distributional solution of

≠ L(h) = 0, on R
N

.

Moreover if ‹ ”© 0, then there exists a constant C > 0 such that

lim inf
Ræ+Œ

R

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

(u ≠ lx)dy Ø C > 0, (3.5)

where C depends on ‹ and it is independent on u nor to the particular structure of the operator L,
namely if ‹ ”© 0 on the set ⌦s(o) for some s > 0 and o œ R

N then

C = M

⁄

⌦s(o)

‹(y)dy,

where M is a universal constant.
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(c) if u Ø 0, then w œ L
1

loc
(RN ).

(d) Finally, if lx does not depend on x, lx = l œ R, then for any x œ R
N

u(x) = l +
⁄

RN
� (x, y)‹(y)dy. (3.6)

B. If u is bounded from below then (3.2) is fulfilled for any x œ R
N

. Hence the claims in A hold true.
C. If there exists a function h œ C 2(RN ) such that L(h) = 0 and

u(x) = h(x) +
⁄

RN
� (x, y)‹(y)dy,

then for any x œ R
N

,

h(x) = 1
ln 2 lim inf

Ræ+Œ

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

u dy. (3.7)

Remark 7. We notice, see (3.37), that condition (3.2) is equivalent to require that

lx = 1
ln 2 lim inf

Ræ+Œ

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

u dy (3.8)

exists and it is finite. See also Remark 10.

The next result deals with an assumption on the gradient of Òu assuring that (3.2) is satisfied. For
additional results of this type see Lemma 29.

Theorem 8. Let x œ R
N and u œ C 2(RN ) be such that ≠L(u) = ‹ Ø 0. Assume that |AÕÒ� | œ L

1

loc
(RN ).

If

lim inf
ræ+Œ

⁄

⌦r(x)

(Ò�x · AÒu)dy < +Œ,

then there exists lx œ R such that (3.2) is satisfied and (3.3) holds. Moreover, we have

lim
ræ+Œ

⁄

⌦r(x)

(Ò�x · AÒu)dy =
⁄

RN
� (x, y)‹(y)dy.

Remark 9. The fact the integral in (3.3) is well posed (finite) is a consequence of our result.

Remark 10. Theorem 6 can be read as that an L-superharmonic function u (with no assumptions on its
sign) can be decomposed into a positive L-superharmonic function (w) and an L-harmonic function (l).
Clearly in general, this fact is not true without further assumptions. Indeed the function u(x) := ≠|x|2 is
superharmonic: ≠�u = 2N , but it cannot be written as u = l + w with l harmonic and w nonnegative and
superharmonic.2 In this respect, the hypothesis (3.2) plays a crucial role. Roughly speaking, the limit (3.2)
or more explicitly (3.8), can be seen as a procedure to extract from a superharmonic function its harmonic
component.

Notice that if we assume that the integral in (3.3) is finite everywhere, then this kind of decomposition
is immediate. Hence we can claim that,

If the equation

≠ L(h) = ‹ Ø 0 (3.9)

2
Indeed if this would be true, since w is nonnegative it must satisfy w(x) Ø C

s
|x ≠ y|2≠n

2Ndy = +Œ.
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has a solution u œ C 2(RN ) satisfying (3.2), then any solution v of (3.9) can be decomposed into an L-
harmonic function and a nonnegative L-superharmonic function.

Finally a natural question arises: is the ring condition (3.2) necessary to obtain such a decomposition?
That is if ≠Lu = ‹ Ø 0 and assume that u can be decomposed as above, i.e. u(x) = h(x)+

s
RN � (x, y)‹(y)dy.

Is the limit in (3.8) finite? A positive answer to this question is given by the claim C of Theorem 6.

Remark 11. We emphasise that in Theorem 6-A. we do not assume that u is bounded from below. Indeed
this fact is a consequence of the positivity of the fundamental solution and (3.6). In particular if (3.2) holds
with l Ø 0, this gives a first answer to the positivity problem.

We note that a di�erent representation formula under di�erent assumptions (see in particular the
assumptions on the symmetry of the matrix A and on the not-totally degeneracy of A) has been proved
in [1], under the hypothesis that u is bounded from below. See Theorem 2.4.5 and Corollary 2.4.6 of [1] for
details.

Remark 12. The ring condition (3.2) plays a central role in Theorem 6, and the relation (3.5) give us a
rate of convergence in the limit in (3.2), namely

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

(u ≠ lx)dy Ø C

R
, ’x œ R

N
and for R large. (3.10)

Therefore if the integral, for some x œ R
N , vanishes too fast as R æ +Œ, then the function u is L-harmonic.

Furthermore the estimate (3.10), at least in this generality is sharp, in the sense that there exists a
solution of ≠L(u) Ø 0 such that

lim sup
Ræ+Œ

R

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

(u ≠ lx)dy Æ C
Õ
< +Œ.

To this end consider L = � the Euclidean Laplacian operator, N > 2, u(z) = (1 + |z|2)(2≠N)/2 and x = 0
and l = 0. It is clear that u is a strict positive superharmonic function. By computation, taking into account
that

AR := ⌦2R(0) \ ⌦R(0) = {(2R)≠1
< |y|2≠N

< R
≠1} = B

(2R)1/N≠2 \ B
R1/N≠2 ,

we have
⁄

AR

(Ò�0 · AÒ�0)
�0

udy =
⁄

AR

(N ≠ 2)2

|y|N
1

(1 + |y|2)(N≠2)/2
dy Æ cR

≠ N
N≠2 R

≠1|AR| = cR
≠1

,

proving the sharpness of the rate (3.10).

The proof of Theorems 6 and 8 as well as some other su�cient conditions that guarantee the representation
formulae (3.3) or (3.6) is contained in Lemmata 26 and 29.

Remark 13. In the case L = �, if u is a nonnegative superharmonic function then from Theorem 6 it
follows that l is a positive classical harmonic function. Hence l is a nonnegative constant by the classical
Liouville theorem. In our general setting, the Liouville theorem may not be true. Actually, the next results
claim the equivalence between Riesz representation result, Liouville type theorem and the validity of some
ring condition as in (3.2).

Theorem 14. Assume that if u œ L
1

loc
(RN ) is a distributional solution of Lu = 0, then u coincides almost

everywhere with a C
2(RN ) function.

The following statements are equivalent.
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1. Let u œ C 2(RN ). Then ≠L(u) = ‹ Ø 0 and inf u = m œ R if and only if

u(x) = m +
⁄

RN
� (x, y)‹(y)dy ’x œ R

N
. (3.11)

2. Let u œ C 2(RN ). If u is bounded from below and ≠L(u) = 0 then u is constant.
3. Let u œ C 2(RN ) be such that ≠L(u) Ø 0 and l œ R. Then, inf u = l if and only if

lim inf
Ræ+Œ

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

(u ≠ l)dy = 0 ’x œ R
N (3.12)

if and only if

lim
Ræ+Œ

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

|u ≠ l|dy = 0 ’x œ R
N (3.13)

if and only if

lim inf
Ræ+Œ

⁄

ˆ⌦R(x)

(Ò�x · AÒ�x)
|Ò�x| (u ≠ l)dHn≠1 = 0 ’x œ R

N (3.14)

if and only if

lim
Ræ+Œ

⁄

ˆ⌦R(x)

(Ò�x · AÒ�x)
|Ò�x| |u ≠ l|dHn≠1 = 0 ’x œ R

N (3.15)

if and only if

l = lim
Ræ+Œ

1 + –

R1+–

⁄

⌦R(x)

(Ò�x · AÒ�x)
� 2+–

x

udy – > ≠1 ’x œ R
N

. (3.16)

4. Let u œ C 2(RN ). Suppose that u is bounded from below and ≠L(u) Ø 0. Set

cx := lim inf
Ræ+Œ

1
ln 2

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

udy ’x œ R
N

, (3.17)

then cx does not depend on x: cx = c œ R.

If one of the above statements is true then l = m = c.

Remark 15. Condition 3. of Theorem 14, can be restated as

inf u = lim inf
Ræ+Œ

1
ln 2

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

udy ’x œ R
N

, (3.18)

provided the quantities involved are finite. A natural question arises: does the relation (3.18) hold even when
the quantities are not finite?

If for some x œ R
N

lim inf
Ræ+Œ

1
ln 2

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

udy = ≠Œ,

then from (3.37) one deduces that inf u = ≠Œ. The converse is not true as the following example shows.
Let L = � the Laplacian in the Euclidean case, and let u be a non constant harmonic function. Clearly u

is superharmonic and inf u = ≠Œ. However, since u is harmonic, we have (see (3.44)),

lim
Ræ+Œ

1
ln 2

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

udy = 1
ln 2

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

udy = u(x) œ R.
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Remark 16. An alternative formulation of Theorem 14 is the following. The classical Liouville theorem
holds for the operator L if and only if a representation formula for nonnegative supersolution holds. These
properties are equivalent to the fact that the infimum of a supersolution can be characterised by the ring
condition (3.12). Finally all the above statements are equivalent to the fact that the limits of the means
involved in the conditions (3.12)–(3.17) on the ring centred at x do not depend on x. Indeed they are
constant.

Remark 17. The main Theorems 6 and 14 can be formulated even in a more general situation, for instance
replacing the whole Euclidean space R

N with a domain ⌦ (open connected set).
To this end the hypotheses on the operator (and hence on the fundamental solution) must be changed

accordingly replacing in all H1. . . . H7., RN with ⌦ . In addition since H4. involves a limit at infinity, we
need to change it in the following way,

H4. for any x œ R
N and for any z œ ˆ⌦ , limyæz� (x, y) = 0 uniformly, that is

’‘ > 0, ÷n > 0 such that ’y œ ⌦ \ Cn : � (x, y) < ‘

where Cn is the compact set Cn := {z œ ⌦ : dist(z, ˆ⌦) Ø 1/n and |x| Æ n}.
With these changes Theorems 6 and 14 hold as they are stated replacing R

N with ⌦ .
Very simple examples related to the Euclidean Laplacian are for instance, bounded regular domains for

which there exist a Green function and half spaces.

Remark 18. In what follows we are going to show a variant of Theorem 14. For a given operator L described
in Section 2, the classical Liouville theorem may not be true. However, it may be true for functions belonging
to some subspace of C 2(RN ). For instance for bounded functions or more generally for functions with a
prescribed growth at infinity or even for a summability space. In this case the equivalences of Theorem 14
remain valid.

Indeed we have,

Theorem 19. Let X be a subspace of C 2(RN ) satisfying3

if u œ X and v œ C 2(RN ) such that |v| Æ u, then v œ X.

If in Theorem 14 we replace the space C 2(RN ) with C 2(RN )flX, then the equivalences 1. … 2.. … 3. … 4.

hold.

See Sections 3.1–3.5 for the proof.

Remark 20. In order to reformulate the ring condition (3.2) in particular cases we shall use the following
notation. Fix x œ R

N and choose a real number Dx > 2. Next we define gx(y) := �
1

2≠Dx
x (y). The function

gx : RN æ R is continuous, positive and smooth in R
N \ {x} and gx(x) = 0. We set h

2

x
:= (Ògx · AÒgx).

The function gx plays the same role that the gauge N2(x≠1 ¶ ·) plays in the Carnot group setting. Notice
that y œ ⌦R(x) … gx(y) < R

1/(Dx≠2).
We wish to point out that the choice of Dx > 2 is left free.

3
For instance X = L

p
(RN

) fl C 2
(RN

) or if G : RN æ]0, +Œ] is a positive function then X could be the space of functions with

a growth prescribed by the weight G, namely

X := {u œ C 2
(RN

) : ÷c > 0, |u(x)| Æ c G(x) ’x œ RN }.

.
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Let us to explicitly compute some relevant quantities involved in this paper. From definition of gx we
have

(Ò�x · AÒ�x)
�x

= (2 ≠ Dx)2
g

2≠2Dx
x

(Ògx · AÒgx)
g

2≠Dx
x

= (2 ≠ Dx)2
h

2

x

g
Dx
x

= (Dx ≠ 2)2�
Dx

Dx≠2 h
2

x
. (3.19)

Hence from Lemma 26 (see below) we see that
⁄

⌦2R(x)\⌦R(x)

�
Dx

Dx≠2 h
2

x
dy = 1

(2 ≠ Dx)2

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

dy = ln 2
(2 ≠ Dx)2

, (3.20)

for any R > 0 and x œ R
N . This justifies why we shall refer to the integral

1
ln 2

⁄

⌦r(x)\⌦r/2(x)

(Ò�x · AÒ�x)
�x

udy,

as a mean.
With this notation the ring conditions (3.2), see also Lemma 26, can be stated as

lim inf
Ræ+Œ

⁄

R<gx(y)<2R

h
2

x

g
Dx
x

(u ≠ lx)dy = 0, (3.21)

while the rate of vanishing (3.10) reads as
⁄

R<gx(y)<2R

h
2

x

g
Dx
x

(u ≠ lx)dy Ø c

RDx≠2
. (3.22)

For instance in the case L is a sub-Laplacian on a Carnot group, Dx = Q > 2 is constant and
gx(y) = N2(x≠1 ¶ y) where N2 is a symmetric homogeneous norm. With this notation, h

2

x
= Â

2

x
and it

is bounded, ⌦r(x) = {y œ R
N |N2(x, y) < r

1
Q≠2 } and since |⌦r(x)| =

---BN (r
1

Q≠2 )
--- = Cr

Q
Q≠2 , for functions

that are bounded from below the condition (3.21) and hence (3.2), becomes

lim inf
Ræ+Œ

≠
⁄

R<N2(x≠1¶y)<2R

--ÒLN2(x≠1 ¶ y)
--2(u ≠ l)dy = 0, (3.23)

where ≠
s

U
:= 1

|U |
s

U
.

See Section 4 for the analysis in Carnot Groups.
Moreover in the special case in which the Carnot group is the classical Euclidean space with L = �, then

(3.2) for functions that are bounded from below can be read as follows,

lim inf
Ræ+Œ

≠
⁄

R<|x≠y|<2R

(u ≠ l)dy = 0. (3.24)

3.1. Lemmata

In this subsection we prove some lemmata which will be used in proving Theorems 6, 8 and 14.
In similar settings in [15,8,7] the authors proved the implication 3. ∆ 1. of Theorem 14 directly using

a technique based on the test functions method. Even in our setting this technique can be applied: in this
case we have to choose tests functions that depend on the fundamental solution of L. A modification of that
idea is used in subsections Sections 3.2 and 3.6.1. However in this paper for the proof of the representation
formulae we shall use a di�erent pattern. Indeed we will give a proof which is based on the local representation
formulae (3.26) and (3.27). This choice is motivated by the fact that even the other implications are based
on the local representation formula for a function u.
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As a consequence of divergence theorem, we have that
⁄

U

Lu dy =
⁄

ˆU

(AÒu · ‹) dH
N≠1

, (3.25)

for any smooth open set U and any u smooth function on U . In (3.25), ‹ denotes the exterior normal unitary
vector to ˆU and dH

N≠1 denotes the (N ≠ 1)-dimensional Hausdor� measure.
We shall use (3.25) with U = ⌦r(x). We notice that by Sard’s Lemma these sets are regular for almost

every r > 0.
Arguing as in [9], we have the following.

Lemma 21. Let u œ C 2(RN ), x œ R
N , R > 0, 0 < ” < 1, – ”= ≠1, for a.e. r > 0, then

u(x) =
⁄

ˆ⌦r(x)

(Ò�x · AÒ�x)
|Ò�x| udHn≠1 +

⁄

⌦r(x)

(≠Lu)(�x ≠ 1
r

)dy (3.26)

u(x) = 1
≠ ln ”

I⁄

⌦R(x)\⌦”R(x)

(Ò�x · AÒ�x)
�x

udy+ (3.27)

+
⁄

R

”R

1
r

⁄

⌦r(x)

(≠Lu)(�x ≠ 1
r

)dy dr

J
,

u(x) = – + 1
(1 ≠ ”–+1)R–+1

I⁄

⌦R(x)\⌦”R(x)

(Ò�x · AÒ�x)
�–+2

x

udy+ (3.28)

+
⁄

R

”R

r
–

⁄

⌦r(x)

(≠Lu)(�x ≠ 1
r

)dy dr

J
,

and ” = 0 is allowed in (3.28) provided – > ≠1.
Moreover if |AÕÒ� | œ L

1

loc
(RN ), then

u(x) =
⁄

ˆ⌦r(x)

(Ò�x · AÒ�x)
|Ò�x| udHn≠1 +

⁄

⌦r(x)

(Ò�x · AÒu)dy. (3.29)

Proof. In what follows the dependence on x will be omitted, hence ⌦s stands for ⌦s(x) and � stands for
�x. Let 0 < ‘ < r and set U‘ := ⌦r \ ⌦‘. Since ≠L

ú� = 0 on U‘, we have
⁄

U‘

(AÕÒ� · Òu) =
⁄

ˆU‘

(AÕÒ� · ‹)u dH
N≠1 ≠

⁄

U‘

(Lú� )u

=
⁄

ˆ⌦r

(AÕÒ� · ‹)u dH
N≠1 ≠

⁄

ˆ⌦‘

(AÕÒ� · ‹)u dH
N≠1

. (3.30)

On the other hand,
⁄

U‘

(AÕÒ� · Òu)dy =
⁄

1
r <�<

1
‘

(Ò(� ≠ 1
r

) · AÒu)dy

=
⁄

ˆ⌦r

(� ≠ 1
r

)(AÒu · ‹)dH
N≠1 ≠

⁄

ˆ⌦‘

(� ≠ 1
r

)(AÒu · ‹)dH
N≠1 ≠

⁄

1
r <�<

1
‘

(� ≠ 1
r

)Lu dy

= ≠(1
‘

≠ 1
r

)
⁄

ˆ⌦‘

(AÒu · ‹)dH
N≠1 ≠

⁄

1
r <�<

1
‘

(� ≠ 1
r

)Lu dy

= ≠(1
‘

≠ 1
r

)
⁄

⌦‘

Lu dy ≠
⁄

1
r <�<

1
‘

(� ≠ 1
r

)Lu dy,

where in the last identity we have used (3.25).
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Let „ œ C Œ
0

(RN ) such that „ = 1 on ⌦‘. By hypotheses we have

u(x) = ≠
⁄

RN
�xL(u„) dy = ≠ lim

‘æ0

⁄

�Æ 1
‘

�xL(u„) dy. (3.31)

Therefore integrating by parts, and taking into account that „(y) = 1 for �x(y) = 1

‘
, we obtain

≠
⁄

�Æ 1
‘

�xL(u„)dy =
⁄

�Æ 1
‘

(AÕÒ�x · Ò(u„))dy ≠ 1
‘

⁄

ˆ⌦‘

(AÒ(u„) · ‹)dH
N≠1

= ≠
⁄

�Æ 1
‘

L
ú(�x)(u„)dy ≠

⁄

ˆ⌦‘

(AÕÒ�x · ‹)u„dH
N≠1 ≠ 1

‘

⁄

ˆ⌦‘

(AÒu · ‹)dH
N≠1

= ≠
⁄

ˆ⌦‘

(AÕÒ�x · ‹)u dH
N≠1 ≠ 1

‘

⁄

⌦‘

Lu dy, (3.32)

where in the last identity we have used the fact that L
ú(�x(y)) = 0 for y ”= x and the relation (3.25). Gluing

together the last relations, and observing that the normal ‹ can be written as ‹ = ≠ Ò�
|Ò� | we have

u(x) =
⁄

ˆ⌦r

(AÕÒ�x · Ò�x

|Ò�x| )u dH
N≠1 ≠

⁄

⌦r

(� ≠ 1
r

)Lu dy + lim
‘æ0

(1
r

≠ 2
‘

)
⁄

⌦‘

Lu dy.

From (2.2) we get (3.26).
The identity (3.29) follows formally from (3.26) by integration by parts. In a more precise way, as before

gluing (3.31), (3.30) and (3.32), we have

u(x) = lim
‘æ0

⁄

U‘

(AÕÒ� · Òu) dy ≠
⁄

ˆ⌦r

(AÕÒ� · ‹)u dH
N≠1 ≠ 1

‘

⁄

⌦‘

Lu dy,

which yields (3.29).
In order to obtain the missing relations, it is enough to multiply (3.26) by r

–, then integrate with respect
to variable r between [”R, R] and using the coarea formula to show that

⁄
R

”R

3
r

–

⁄

ˆ⌦r

(Ò�x · AÒ�x)
|Ò�x| u dH

N≠1

4
dr =

⁄
R

”R

⁄

ˆ⌦r

(Ò�x · AÒ�x)
�– |Ò�x| udr

=
⁄

⌦R(x)\⌦”R(x)

(Ò�x · AÒ�x)
�–+2

x

u dy.

This completes the proof of (3.27) and (3.28) for ” > 0.

In order to get the proof for ” = 0, we remark that choosing u = 1 in (3.28) we have

1 = – + 1
(1 ≠ ”–+1)R–+1

⁄

⌦R(x)\⌦”R(x)

(Ò�x · AÒ�x)
�–+2

x

dy.

By letting ” æ 0 we have that (Ò�x·AÒ�x)

�–+2
x

œ L
1

loc
(RN ), and hence we can pass to the limit (as ” æ 0) in

(3.28) completing the proof. ⇤
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Remark 22. With the notation of Remark 20, by a rescaling (r æ r
Dx≠2), the identities (3.26), (3.27) and

(3.28) of Lemma 21, for any x œ R
N , R > 0, 0 < ” < 1, — ”= 0, and for a.e. r > 0, read respectively as

u(x) = Dx ≠ 2
rDx≠1

⁄

gx=r

h
2

x

|Ògx|udHn≠1 +
⁄

gx<r

(≠Lu)(�x ≠ 1
rDx≠2

)dy (3.33)

u(x) = 1
≠ ln ”

I
(Dx ≠ 2)

⁄

”R<gx<R

h
2

x

g
Dx
x

u dy+ (3.34)

+
⁄

R

”R

1
r

⁄

gx<r

(≠Lu)(�x ≠ 1
rDx≠2

)dy dr

J
,

u(x) = —

(1 ≠ ”—)R—

I
(Dx ≠ 2)

⁄

”R<gx<R

h
2

x

g
Dx≠—

x

udy (3.35)

+
⁄

R

”R

r
—

r

⁄

gx<r

(≠Lu)(�x ≠ 1
rDx≠2

)dy dr

J
,

and ” = 0 is allowed in (3.35) provided — > 0.

Choosing u © 1 in Lemma 21 we have

Corollary 23. Let x œ R
N , – > ≠1, then

⁄

ˆ⌦r(x)

(Ò�x · AÒ�x)
|Ò�x| dHn≠1 = 1 for a.e. r > 0; (3.36)

1
ln ÷

⁄

⌦÷R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

dy = 1 ’R > 0, ÷ > 1; (3.37)

– + 1
R–+1

⁄

⌦R(x)

(Ò�x · AÒ�x)
�–+2

x

dy = 1 ’R > 0. (3.38)

Lemma 24. Let u œ C 2(RN ) be such that ≠L(u) Ø 0. For any x œ R
N , the functions

r ‘≠æ Nx(r) :=
⁄

ˆ⌦r(x)

(Ò�x · AÒ�x)
|Ò�x| udHn≠1, (3.39)

r ‘≠æ Mx(r) :=
⁄

⌦r(x)

(≠Lu)(�x ≠ 1
r

)dy, (3.40)

are nonincreasing and nondecreasing, respectively.
Moreover for any x œ R

N and R > 0, we have

u(x) Ø
⁄

ˆ⌦r(x)

(Ò�x · AÒ�x)
|Ò�x| udHn≠1, (3.41)

u(x) Ø 1
ln ÷

⁄

⌦÷R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

udy, ÷ > 1 (3.42)

u(x) Ø – + 1
(1 ≠ ”–+1)R–+1

⁄

⌦R(x)\⌦”R(x)

(Ò�x · AÒ�x)
�–+2

x

u dy, (3.43)

for any R > 0, – > ≠1, 1 > ” Ø 0. In particular if L(u) = 0 then

u(x) =
⁄

ˆ⌦r(x)

(Ò�x · AÒ�x)
|Ò�x| u dHn≠1, (3.44)

u(x) = 1
ln ÷

⁄

⌦÷R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

u dy, ÷ > 1. (3.45)

14



Proof. Let s > r. Since the integrand in Mx is nonnegative and ⌦r µ ⌦s, we have

Mx(s) =
⁄

⌦s(x)

(≠Lu)(�x ≠ 1
s

)dy Ø
⁄

⌦r(x)

(≠Lu)(�x ≠ 1
s

)dy Ø Mx(r).

On the other hand from (3.26), Mx(r)+Nx(r) = u(x) is constant with respect to r. Thus Nx is non-increasing.
The remaining relations are an easy consequence of the identities in Lemma 21 and the fact that

≠L(u) Ø 0. ⇤

Lemma 25. Let ‹ be a regular measure. Let w œ L
1

loc
(RN ) defined by

w(x) :=
⁄

RN
� (x, y)‹(y)dy a.e x œ R

N
.

Then ≠L(w) = ‹ in the distributional sense.

Proof. To this end it is enough to show that, for any „ œ C Œ0(RN ) we have,
⁄

RN
≠L

ú(„)(x)w(x)dx =
⁄

RN
„(x)‹(x)dx.

Indeed, multiplying w by ≠L
ú(„) we have,

⁄

RN
≠L

ú(„)(x)w(x)dx =
⁄

RN

⁄

RN
≠L

ú(„)(x)� (x, y)‹(y)dydx =
⁄

RN
„(y)‹(y).dy

Here we have used the fact that � (·, y) is a fundamental solution of ≠L
ú. ⇤

Lemma 26. Let u œ C 2(RN ) be such that ≠L(u) Ø 0. Let x œ R
N and lx œ R. Then the following

implications hold.
(3.48) ∆ (3.47) ∆ (3.52) … (3.51) … (3.55)

» « Ì Ì
(3.50) ∆ (3.49) ∆ (3.54) … (3.53)

(3.46)

where, for ÷ > 1,

lim inf
Ræ+Œ

⁄

ˆ⌦R(x)

(Ò�x · AÒ�x)
|Ò�x| |u ≠ lx| dHn≠1 = 0; (3.47)

lim
Ræ+Œ

⁄

ˆ⌦R(x)

(Ò�x · AÒ�x)
|Ò�x| |u ≠ lx| dHn≠1 = 0; (3.48)

lim inf
Ræ+Œ

⁄

⌦÷R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

|u ≠ lx| dy = 0; (3.49)

lim
Ræ+Œ

⁄

⌦÷R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

|u ≠ lx| dy = 0; (3.50)

lim inf
Ræ+Œ

⁄

ˆ⌦R(x)

(Ò�x · AÒ�x)
|Ò�x| u dHn≠1 = lx; (3.51)

lim
Ræ+Œ

⁄

ˆ⌦R(x)

(Ò�x · AÒ�x)
|Ò�x| u dHn≠1 = lx; (3.52)

lim inf
Ræ+Œ

1
ln ÷

⁄

⌦÷R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

u dy = lx; (3.53)

lim
Ræ+Œ

1
ln ÷

⁄

⌦÷R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

u dy = lx; (3.54)

lim
Ræ+Œ

1 + –

R1+–

⁄

⌦R(x)

(Ò�x · AÒ�x)
� 2+–

x

u dy = lx – > ≠1. (3.55)
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Moreover, if one of the above statements holds, then

u(x) = lx +
⁄

RN
� (x, y)‹(y) dy.

Here ‹ := ≠L(u). If (3.53), or equivalently (3.54) or (3.51) or (3.52), holds and u(y) Ø lx for any y œ R
N ,

then all the above statements are equivalent.

Proof. Taking into account Corollary 23, the implications (3.48)∆(3.47), (3.48)∆(3.52)∆(3.51),
(3.50)∆(3.49), (3.50)∆(3.54)∆(3.53), are obvious.

Without loss of generality we can assume lx = 0. Let us also remind that Nx(r) is non increasing with
respect to r as stated in Lemma 24. We will use the following notation

Kx := (Ò�x · AÒ�x)
|Ò�x| ,

Kx := (Ò�x · AÒ�x)
�x

.

(3.47)∆(3.52). Since lim infR(x)æŒ
s

ˆ⌦R(x)
Kx |u| dHn≠1 = 0, there exists a divergent sequence (Rn) such

that limn

s
ˆ⌦Rn (x)

Kx |u| dHn≠1 = 0. Therefore limn

s
ˆ⌦Rn(x)

Kx |u| dHn≠1 = 0, that is Nx(Rn) æ 0. From
the monotonicity of Nx we get the claim.

(3.51)∆(3.52). It follows from monotonicity of Nx.
(3.49)∆(3.47). Arguing by contradiction, we suppose that

lim inf
r

⁄

ˆ⌦r(x)

Kx |u| dHn≠1 = c > 0.

This implies that for r large, we have
⁄

ˆ⌦r(x)

Kx |u| dHn≠1 Ø c/2.

Using the coarea formula we have
⁄

⌦÷R(x)\⌦R(x)

Kx |u| dy =
⁄

÷R

R

1
r

⁄

ˆ⌦r

Kx |u| dHn≠1 Ø c

2

⁄
÷R

R

dr

r
= c ln ÷

2 > 0,

which contradicts the assumption (3.49).
(3.48)∆(3.50) Let ‘ > 0. By assumption (3.48) there exist r0 > 0 such that for r > r0 we haves

ˆ⌦r(x)
Kx |u| dy < ‘. Integrating we have

⁄

⌦÷R(x)\⌦R(x)

Kx |u| dy =
⁄

÷R

R

1
r

⁄

ˆ⌦r

Kx |u| dHn≠1 < ‘

⁄
÷R

R

dr

r
= ‘ ln ÷.

(3.52)∆(3.54) Since Nx is nonincreasing we have

ln ÷Nx(÷R) =
⁄

÷R

R

Nx(÷R)dr

r
Æ

⁄
÷R

R

Nx(r)dr

r
=

⁄

⌦÷R(x)\⌦R(x)

Kxu dy

ln ÷Nx(R) =
⁄

÷R

R

Nx(R)dr

r
Ø

⁄
÷R

R

Nx(r)dr

r
=

⁄

⌦÷R(x)\⌦R(x)

Kxu dy.

Since N(R) æ 0 (as R æ Œ), these inequalities imply the claim.
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(3.53)∆(3.51) Let

b := lim inf
ræŒ

Nx(r).

Arguing as in the proof of the implication (3.52)∆(3.54) we have that

lim inf
RæŒ

1
ln ÷

⁄

⌦÷R(x)\⌦R(x)

Kxu dy = b.

This implies b = 0.

(3.52)∆(3.55) Since Nx is nonincreasing we have,

R
1+–

1 + –
Nx(R) =

⁄
R

0

Nx(R)r–
dr Æ

⁄
R

0

Nx(r)r–
dr =

⁄

⌦(R)

Kx

� 1+–
x

u dy.

Hence,

Nx(R) Æ 1 + –

R1+–

⁄

⌦(R)

Kx

� 1+–
x

udy, (3.56)

which implies

0 Æ lim inf 1 + –

R1+–

⁄

⌦(R)

Kx

� 1+–
x

u dy.

The reverse inequality follows from the simple calculation,

1 + –

R1+–

⁄

⌦(R)

Kx

� 1+–
x

u dr = 1 + –

R1+–

⁄
R

0

r
–

Nx(r) dr =

1 + –

R1+–

A⁄
s

0

r
–

Nx(r)dr +
⁄

R

s

r
–

Nx(r)dr

B
Æ 1 + –

R1+–

⁄
s

0

r
–

Nx(r)dr + 1 + –

R1+–
Nx(s)

⁄
R

s

r
–

dr =

1 + –

R1+–

⁄
s

0

r
–

Nx(r)dr + Nx(s)R
1+– ≠ s

1+–

R1+–

where 0 < s < R. Indeed, letting R æ +Œ we get,

0 Æ lim sup
R

1 + –

R1+–

⁄

⌦(R)

Kx

� 1+–
x

u dy Æ Nx(s),

which implies the claim.
(3.55)∆(3.52) Let b := lim infræŒNx(r) = limræŒNx(r). We note that b = ≠Œ is allowed. From (3.56)

we get b Æ 0. Taking the limit for R æ +Œ in (3.1) we obtain Nx(s) Ø 0 which implies the claim.
To conclude the proof assume that (3.52) is satisfied and u(y) Ø lx for any y œ R

N . Therefore
|u(y) ≠ lx| = u(y) ≠ lx then (3.48) holds. Thus from the scheme (3.46) it follows that all implications
are verified. ⇤

Remark 27. The missing implication (3.54)=∆(3.49) in general is not true. Indeed, in the Euclidean
setting with L = �, we choose u(x) = u(x1, . . . , xN ) := x1. This function is harmonic in R

N . Hence by
(3.27) and using the notation of the above proof, we have

u(0) = 0 = 1
ln 2

⁄

⌦2R(x)\⌦R(x)

Kxu dy.

However
1

ln 2

⁄

⌦2R(x)\⌦R(x)

Kx |u| dy = CR æ +Œ.
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3.2. A priori estimates and the ring condition

In this section we do not make any assumption on the sign of the solution u. We begin with a universal
estimate which involves a ring condition.

Let q > 1, in what follows by q-admissible function we mean a function „ œ C Œ
0

(R) in the form „ = Ï
“

0

with “ >
2q

q≠1
an integer and Ï0 œ C Œ

0
(R) such that 0 Æ Ï0 Æ 1, Ï0(t) = 1 if |t| Æ 1, Ï0(t) = 0 if |t| Ø 2.

Theorem 28. Let q > 1. For any „1 œ C Œ
0

(R) q-admissible function, there exists M such that if u is a
weak solution of ≠L(u) Ø ‹ Ø 0, then we have

⁄

⌦2R(x)

„R(y)‹(y)dy Æ M

R2

⁄

⌦2R(x)\⌦R(x)

|u(y)| „
1/q

R
(y) (Ò�x(y) · A(y)Ò�x(y))

� 4
x

(y) dy (3.57)

for any R > 0 and a.e. x œ R
N , where „R(y) := „1( 1

R�x(y)
).

In particular we have
⁄

⌦2R(x)

„R(y)‹(y)dy Æ 8MR

⁄

⌦2R(x)\⌦R(x)

|u(y)| „
1/q

R
(y) (Ò�x(y) · A(y)Ò�x(y))

�x(y) dy. (3.58)

Here the constant M depends only on „1: M := sup
1<t<2

|„ÕÕ
1 (t)+2„

Õ
1(t)/t|

„
1/q
1 (t)

< +Œ.

Proof. In what follows we shall omit to write the dependence on x (⌦R = ⌦R(x), � = �x) and the
integration variable y.

From our choice of „R it follows that it vanishes outside ⌦2R(x) and „R = 1 in ⌦R(x). Using „R as test
function, we have

⁄

RN
„R‹ Æ ≠

⁄

RN
uL

ú(„R) Æ
⁄

RN
|u| |div(AÕÒ„R)| .

By computation we have

aÒ„R = ≠„
Õ
1
( 1
R�

)Ò�

R�
, L

ú(„R) = div
3

A
Õ Ò�

R�
„

Õ
1
( 1
R�

)
4

= ≠„
Õ
1
( 1
R�

)L
ú�

R�
+ (Ò� (y) · AÒ� (y))

3
„

ÕÕ
1
(t)

R2� 4
+ 2„

Õ
1
(t)

R� 3

4

t=1/R�

= 0 + (Ò� (y) · AÒ� (y))
R2� 4

3
„

ÕÕ
1
(t) + 2„

Õ
1
(t)
t

4

t=1/R�

where we have used the fact that „
Õ
R

= 0 in a neighbourhood of x and L
ú(� ) = 0 away from x. Therefore

we have,
⁄

⌦2R(x)

„R‹dy Æ
⁄

⌦2R(x)\⌦R(x)

|u| (Ò� · AÒ� )
R2� 4

----„
ÕÕ
1
(t) + 2„

Õ
1
(t)
t

----
t=1/R�

dy

Æ M

R2

⁄

⌦2R(x)\⌦R(x)

|u| (Ò� · AÒ� )
� 4

dy,

thereby completing the proof. ⇤
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3.3. Ring condition (3.2) related to Òu

The results of this subsection deal with some conditions on the gradient of u assuring that some form of
the ring condition as in Lemma 26 is satisfied.

Lemma 29. Assume that |AÕÒ� | œ L
1

loc
(RN ). Let u œ C 2(RN ) be such that ≠L(u) Ø 0 and let x œ R

N .
Then the following statements are equivalent.

1. There exists lx œ R such that (3.51) holds that is

lim inf
Ræ+Œ

⁄

ˆ⌦R(x)

(Ò�x · AÒ�x)
|Ò�x| u dHn≠1 = lx.

2.

lim inf
ræ+Œ

⁄

⌦r(x)

(Ò�x · AÒu)dy < +Œ.

3.

sup
r>0

⁄

⌦r(x)

(Ò�x · AÒu) dy < +Œ,

4. Let Dx > 2 and set gx := �
1

2≠Dx
x . Then

(2 ≠ Dx)
⁄

+Œ

1

dt

tDx

⁄

gx(y)<t

(Ògx · AÒu) dy < +Œ.

5.
⁄

+Œ

1

dt

t2

⁄

ˆ⌦t(x)

(Ò�x · AÒu)
|Ò�x| dHn≠1 < +Œ.

6. Let ‡ := ‡(x) > 1. Then
⁄

+Œ

1

dt

t‡

⁄

⌦t(x)

(Ò�x · AÒu)
�x

‡≠1
dHn≠1 < +Œ.

Moreover, if one of the above statements holds, then

u(x) = lx +
⁄

RN
� (x, y)‹(y)dy.

Here ‹ is the Radon measure ‹ := ≠L(u) and

lim inf
ræ+Œ

⁄

⌦r(x)

(Ò�x · AÒu)dy =
⁄

RN
� (x, y)‹(y)dy.

Remark 30. We notice that after combining the above lemma with what we have already proved and
Theorem 6, we have now completed the proof of Theorem 8.

Before proving the lemma we state another result which seems to be of some interest in itself.

Proposition 31. Let x œ R
N and let u œ C 2(RN ) be such that ≠L(u) Ø 0. Then
⁄

ˆ⌦r(x)

(Ò�x · AÒu)
|Ò�x| dHn≠1 Ø 0, for a.e. r > 0; (3.59)

⁄

⌦r(x)\⌦1(x)

(Ò�x · AÒu)
�x

“
dy Ø 0 for any r > 1 and “ œ R. (3.60)
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Proof. Let R > 1 and “ œ R. By using the coarea formula we have
⁄

1>�x>
1
R

(Ò�x · AÒu)
�x

“
dy =

⁄
R

1

A⁄

ˆ⌦r(x)

(Ò�x · AÒu)
� “≠2

x |Ò�x|
dHn≠1

B
dr (3.61)

=
⁄

R

1

r
“≠2

A⁄

ˆ⌦r(x)

(Ò�x · AÒu)
|Ò�x| dHn≠1

B
dr. (3.62)

In particular if “ = 0, the above identity becomes

Mx(R) ≠ Mx(1) =
⁄

R

1

r
≠2

A⁄

ˆ⌦r(x)

(Ò�x · AÒu)
|Ò�x| dHn≠1

B
dr. (3.63)

Since M is nondecreasing with respect to R it follows that its derivative is a.e. nonnegative, and (3.59)
follows.

Finally, inequality (3.60) follows from (3.59) and (3.61). ⇤

Proof of Lemma 29. From Lemma 21, and Lemma 24 we know that for any r > 0

u(x) = Nx(r) + Mx(r),

where Mx(r) =
s
⌦r(x)

(Ò�x · AÒu)dy.
Therefore the equivalence 1. … 2. easily follows.
The monotonicity of Mx(r) gives the equivalence 2. … 3.

The equivalence 2. … 5. follows directly from identity (3.63).
Since Mx(r) is nondecreasing statement 3., can be rewritten as

lim
ræ+Œ

⁄

⌦r(x)\⌦1(x)

(Ò�x · AÒu)dy < +Œ.

Let ‡ > 1. Observing that

1
s‡≠1

=
⁄

+Œ

s

‡ ≠ 1
t‡

dt,

we obtain
⁄

⌦R(x)\⌦1(x)

(Ò�x · AÒu)dy =
⁄

1>�x>
1
R

(1/�x)‡≠1
(AÒ�x · Òu)

(1/�x)‡≠1
dy

=
⁄

1>�x>
1
R

(1/�x)‡≠1(Ò�x · AÒu) dy

⁄
+Œ

1/�x

‡ ≠ 1
t‡

dt

= (‡ ≠ 1)
⁄

+Œ

1

dt

t‡

A⁄

1>�x>max(
1
t ,

1
R )

(Ò�x · AÒu)
�‡≠1

x

dy

B

= (‡ ≠ 1)
⁄

+Œ

1

dt

t‡

A⁄

⌦tfl⌦R\⌦1

(Ò�x · AÒu)
�‡≠1

x

dy

B
.

Since the integrand of
⁄

⌦tfl⌦R\⌦1

(Ò�x · AÒu)
�‡≠1

x

dy,

is nonnegative we can pass to the limit as R æ +Œ, and by using Beppo Levi theorem the equivalence
3. … 6. follows.

Hence the equivalence 3. … 4. is proved.
The equivalence 4. … 6. follows by the substitution �x = g

2≠Dx
x

and a suitable ‡. ⇤
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3.4. Proof of Theorem 6

We begin noticing that the proof of the representation (3.3) in Theorem 6 follows from Lemma 26.
It remains to prove the other claims of the statement.

Proof (Aa). First we prove that inf l Ø inf u. Without loss of generality we assume that inf u > ≠Œ. From
the ring condition (3.2) we have

l(x) = 1
ln 2 lim inf

RæŒ

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

u dy

Ø 1
ln 2 lim inf

RæŒ

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

inf u dy = inf u.

Hence inf l Ø inf u.
Next, since u(x) Ø l(x), let (xn) be a minimising sequence of u. From the inequality

u(xn) Ø l(xn) Ø inf u,

the claim follows.
Analogously we obtain the estimate of sup.
The alternative (3.4) follows directly from (3.3).

Proof (Ab). The first claim follows from Lemma 25.
In order to prove (3.5), we set v(z) := u(z) ≠ l(x) therefore v is a distributional positive solution of

≠L(v) = ‹. Therefore from the estimate (3.58) (see Theorem 28), for R large we have
⁄

⌦s(0)

‹(y)dy Æ
⁄

⌦R(x)

‹(y)dy Æ 8MR

⁄

⌦2R(x)\⌦R(x)

v(y) (Ò�x(y) · A(y)Ò�x(y))
�x(y) dy, (3.64)

and hence the claim follows.

Proof (Ac). The function w is finite on the whole space, and it is measurable. Therefore l is measurable
too. Since l and w are nonnegative and their sum is the regular function u, it follows that they belong to
L

1

loc
(RN ).

Proof (Ad). It follows directly from (3.3).

Proof (B). Without loss of generality we can assume that u is nonnegative.
From Lemma 24, it follows that the function N(r) is nonincreasing and since the integrand is nonnegative,

N admits a finite nonnegative limit (as r æ +Œ), that is (3.52) is fulfilled and by Lemma 26, we get the
claim.

Proof (C). Set

Kx := 1
ln 2

(Ò�x · AÒ�x)
�x

, and AR(x) := ⌦2R(x) \ ⌦R(x).

Let w(x) :=
s
RN � (x, y)‹(y)dy. Since w œ C 2(RN ) is nonnegative and ≠L(w) = ‹ from B of Theorem 6 it

follows that for w satisfying (3.8) and

w(x) = h1(x) +
⁄

RN
� (x, y)‹(y)dy, (3.65)
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we have h1(x) © 0. On the other hand, h1 is the L-harmonic function given by

h1(x) = lim inf
RæŒ

⁄

AR(x)

Kxw dy.

Hence,

lim inf
RæŒ

⁄

AR(x)

Kxw dy = 0 ’x œ R
N

.

Therefore, from the decomposition of u, by using (3.44) for the L-harmonic function h we have
⁄

AR(x)

Kxu dy =
⁄

AR(x)

Kxh dy +
⁄

AR(x)

Kxw dy = h(x) +
⁄

AR(x)

Kxw dy.

By taking the limit as R æ Œ we get the claim.

3.5. Proof of Theorems 14 and 19

Theorem 14 can be seen as a particular case of Theorem 19 by taking X © C 2(RN ). So we shall present
the proof for functions belonging to C 2(RN ) fl X.

The implications 1. ∆ 2. and 3. ∆ 4. are immediate.
2. ∆ 3. Let u œ C 2(RN ) fl X be such that ≠L(u) = ‹ Ø 0. Let l œ R and assume that the ring

condition (3.12) holds. We have to prove that inf u = l.
Since the (3.12) holds for any x œ R, we are in the position to apply point A of Theorem 6 and from

point Aa of the same theorem, we have that inf u = inf lx = l.
To prove the converse implication, assume that inf u = l œ R, we have to prove (3.12). Since u is bounded

from below, from B of Theorem 6 it follows that the ring condition (3.2) holds for any x. Now our claim is
to prove such a function l(x) is constant.

From Ac and Ab of Theorem 6 we deduce that l(x) is a distributional solution of L(h) = 0, and hence
by hypothesis it results that l(x) is smooth. From (3.3) we get u Ø l which implies that l œ X. From the
hypothesis 2., we have that l(x) = l is constant, that is the claim.

4. ∆ 1. Let u œ C 2(RN ) fl X. Assume that u can be represented as in (3.11), we have to prove that
≠L(u) = ‹ and inf u = m. From Lemma 25 we have that u is a solution of ≠L(u) = ‹. By hypothesis 4.,
the ring condition is satisfied with a constant function cx = c. Therefore, the remaining claim follows from
Theorem 6.

We prove the converse implication. Let u œ C 2(RN ) fl X be such that ≠L(u) = ‹ Ø 0 and inf u = m œ R:
we need to prove that (3.11) holds. Since u is bounded from below, from hypothesis 4. for u the ring
condition (3.2) holds with a constant function. The conclusion follows applying Theorem 6.

Remark 32. We point out that the proof of Theorem 14 depends on the validity of Lemma 21. Consequently
a version of Theorem 14 for distributional solutions u œ L

1

loc
(RN ) holds provided (3.26) and (3.27) are

satisfied in the L
1

loc
(RN ) setting and ≠L(u) Ø 0. We do not know if this is possible in the general framework

of Section 2.
In the context of homogeneous Carnot group this is possible as we shall see in the following Section 4.

3.6. Additional remarks on the ring conditions

In this section we show some cases when the ring conditions are satisfied. We also present some examples
of applications of our results.
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3.6.1. Ring condition and semilinear problems
In this section we investigate the connection between the ring condition and the solution of the inequality

≠ L(u) Ø |u|q on R
N

. (3.66)

As in Section 3.6.1, here we do not make any assumption on the sign of the solution u and from the universal
estimate in Section 3.6.1 we derive that, in some cases the ring conditions (3.2) and (3.49) hold.

For several reasons that will be clarified at the end of this section, we shall deal with more general
inequalities involving a bounded coe�cient a (see (3.66)).

In order to formulate the results, we shall use the same notation of Remark 20, that is, fix x œ R
N and

choose a real number Dx > 2. Next we define gx(y) := �
1

2≠Dx
x (y). The function gx : RN æ R is continuous,

positive and smooth in R
N \ {x} and gx(x) = 0. We set h

2

x
:= (Ògx · AÒgx).

Theorem 33. Let q > 1, a œ L
Œ(RN ) and x œ R

N . There exists a constant C = C(x) > 0 such that if
u œ L

q

loc
(RN ) is a distributional solution of

≠ L(au) Ø h
2

x
|u|q on R

N
, (3.67)

then for any R > 0 we have,
⁄

⌦R(x)

h
2

x
|u|qdy Æ ÎaÎŒCR

Dx≠2qÕ
Dx≠2 , (3.68)

where C = C1(q)(Dx ≠ 2)
2

q≠1 . Moreover the following chain of inequalities hold,
⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

|au| dy Æ (3.69)

c

⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

|u| dy Æ (3.70)

c

A⁄

⌦2R(x)\⌦R(x)

(Ò�x · AÒ�x)
�x

|u|qdy

B1/q

Æ CR
≠ 2

q≠1
1

Dx≠2 . (3.71)

Therefore, if au is smooth, we have

a(x)u(x) Ø
⁄

RN
� (x, y)hx(y)|u(y)|qdy. (3.72)

In particular, if

hx is bounded on R
N \ ⌦S(x) for a large S, (3.73)

and for a positive constant c > 0, u solves also

≠ L(u) Ø c|u|q on R
N

, (3.74)

then
⁄

⌦R(x)

|u|q dy Æ CR

Dx≠2qÕ
Dx≠2 , for R > S. (3.75)

Proof. From Theorem 28, with ‹ = h
2

x
|u|q, we have

⁄

⌦2R(x)

h
2

x
|u|q„R dy Æ 8MRÎaÎŒ

⁄

⌦2R(x)\⌦R(x)

|u| „
1/q

R

(Ò� · AÒ� )
�

dy
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= cR

⁄

⌦2R\⌦R(x)

|u| „
1/q

R
h

2

x
�

Dx
Dx≠2 dy.

Using Hölder inequality we obtain
⁄

⌦2R

h
2

x
|u|q„R Æ cR

A⁄

⌦2R(x)\⌦R

h
2

x
|u|q„R

B1/qA⁄

⌦2R(x)\⌦R

h
2

x
�

Dx
Dx≠2 q

Õ
B1/q

Õ

dy

which implies,
⁄

⌦R(x)

h
2

x
|u|q dy Æ

⁄

⌦2R(x)

h
2

x
|u|q„R dy Æ cR

q
Õ
⁄

⌦2R(x)\⌦R(x)

h
2

x
�

Dx
Dx≠2 �

Dx
Dx≠2 (q

Õ≠1)
dy

Æ cR

Dx≠2qÕ
Dx≠2

⁄

⌦2R(x)\⌦R(x)

�
Dx

Dx≠2 h
2

x
dy Æ cR

Dx≠2qÕ
Dx≠2 .

Here we have used the fact that if y œ ⌦2R(x) \ ⌦R(x) then � (y) Æ 1

R
and (3.20) holds.

The chain of inequalities follow directly from Hölder inequalities, (3.20) and (3.68).
A slight modification of the above argument proves the estimate (3.75). ⇤

An immediate application of above result yields several Liouville type theorems for semilinear elliptic
inequalities as well as qualitative information on the solutions. We refer the interested reader to [13].

Here for sake of brevity, we point out simple examples.

Example 34. This first example is an easy consequence of the solely Theorem 33. Let u œ L
q

loc
(RN ) be a

distributional solution of (3.67). If 1 < q Æ Dx
Dx≠2

, then h
2

x
u = 0 a.e. on R

N . Indeed, this fact follows from
(3.68) if q <

Dx
Dx≠2

. The case q = Dx
Dx≠2

can be proved by classical argument by a slight modification of the
argument in the proof of Theorem 33.

For more general situation see the forthcoming paper [13].

Example 35. First of all from (3.72) we immediately get the information that if u œ C
2(RN ) is non trivial

solution of (3.67) with a œ L
Œ(RN ) fl C 2(RN ) then a(x)u(x) > 0. Therefore if the weight a vanishes in one

point x then (3.67) has no nontrivial solution (without any assumption on the sign).

Example 36. Looking at “coercive” inequality

L(u) Ø h
2

x
|u|q on R

N
,

from (3.72) it follows that either u(x) < 0 or u © 0. Hence we can state the following.

Theorem 37. Let q > 1 and u œ C 2(RN ) be a solution of the equation

L(u) = |u|q≠1
u on R

N
. (3.76)

If for some point x œ R
N there exists Dx > 2 such that the function h

2

x
(as defined at the beginning of this

section and in Remark 20) satisfies (3.73), then u © 0.

Proof. By computation we have that u
2 satisfies

L(u2) = 2(AÒu · Òu) + 2uL(u) = 2(AÒu · Òu) + 2|u|q+1 Ø 2|u|q+1 Ø ch
2

x
|u|q+1

.

Therefore, as observed before, u
2(x) < 0 or u

2 © 0, which concludes the proof. ⇤

The above results when L = � in the Euclidean space and for distributional solution have been proved
by Brezis in [6]. While for distributional solutions in the Carnot group setting and for sub-Laplacians see
Corollary 4.5 of the author’s paper [14]. See also [12] for some quasilinear generalisations.
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3.6.2. Other assumptions
In this section we shall present some condition on u that assure the validity of the ring conditions (3.2)

and (3.49) with lx = 0.
We recall that for a given positive measure µ on an open set U and q > 1 the weak-Lq space is set

L
q

w
(U, µ) of the functions f œ L

1

loc
(U) such that

sup
µ(A)<Œ

(µ(A))≠1/q
Õ
⁄

A

|f(y)| dµ(y) < +Œ,

here A is a measurable set contained in U.

Theorem 38. Let x œ R
N be fixed. In what follows µx shall denote the measure h

2

x
(y) dy or if (3.73) holds

µx stands for the Lebesgue measure.
Assume that u œ L

q

w
(RN \ ⌦S(x), µx) for S large and q > 1. Then u satisfies (3.49) with lx = 0.

In addition, if u œ C 2(RN ) and ≠L(u) Ø 0 with 1 < q < Dx/(Dx ≠ 2) then u © 0.

The threshold Dx/(Dx ≠ 2) is sharp. Indeed in the Euclidean setting there exist positive superharmonic
functions in L

q

w
(RN ) with q Ø N/(N ≠ 2) (i.e. u(z) = (1 + |z|2)(2≠N)/2).

We notice that from Corollary 23 it follows that,

µx(⌦2R(x) \ ⌦R(x)) ¥ R
Dx

Dx≠2 for R > 0.

Proof. Set AR := ⌦2R(x) \ ⌦R(x). Taking into account that u œ L
q

w
(RN \ ⌦S(x), µx) and the estimate on

µx(AR), we have
⁄

AR

(Ò�x · AÒ�x)
�x

|u| dy ¥ 1

R
Dx

Dx≠2

⁄

AR

|u| dµ Æ c
1

R
Dx

Dx≠2
µx(AR)1/q

Õ
Æ cR

≠ 1
q

Dx
Dx≠2 . (3.77)

Letting R æ +Œ, we get the claim.
The second part of the theorem follows from Theorem 6. Indeed u can be represented as in (3.3) with

lx = 0. If 1 < q < Dx/(Dx ≠ 2), then from (3.77) it follows that,

lim
Ræ+Œ

R

⁄

AR

(Ò�x · AÒ�x)
�x

|u| dy = 0.

Therefore necessarily L(u) = 0, otherwise (3.5) would be contradictory (see Remark 12). Finally, from (3.3)
we deduce the claim. ⇤

4. Applications in the Carnot groups setting

In the setting of Carnot groups the previous results can be extended to distributional solutions. The
main ingredient for this goal is a regularisation procedure by a family of mollifiers that commutes with the
sub-Laplacian. See [5].

Therefore all the result in previous section can be restated for distributional solutions and the
representation formula hold almost everywhere. For the convenience of the reader we shall rewrite them
here. We state the results in terms of the balls BN2 generated by the gauge N2 instead of ⌦r(x).

Lemma 39. Let u œ L
1

loc
(RN ) be weakly superharmonic and let ‹ be its Radon measure, that is ≠�Gu = ‹

in distributional sense. Then, for any — ”= 0, R > 0, 0 < ” < 1, and a.e. x œ R
N and a.e. r > 0, the

identities (3.33), (3.34), (3.35) in Remark 22 hold by replacing Dx = Q, gx(y) = N2(x≠1 ¶ y), and h
2

x
= Â

2

x
.
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The first representation formula for distributional solutions in the Carnot group setting can be stated as
follows. This is the analogue of Theorem 6.

Theorem 40. Let u œ L
1

loc
(RN ) be such that ≠�Gu = ‹ Ø 0. Let x œ R

N and lx œ R be such that

lim inf
Ræ+Œ

⁄

BN2 (x,2R)\BN2 (x,R)

Â
2

0

N
Q

2

(x≠1 ¶ y)(u ≠ lx)dy = 0. (4.1)

Then if x is a Lebesgue point for u we have

u(x) = lx +
⁄

RN

d‹(y)
N

Q≠2

2
(x≠1 ¶ y)

. (4.2)

In particular, if (4.1) holds for a.e. x œ R
N , and lx = l does not depend on x, then

l = ess infRN u œ R and

u(x) = l +
⁄

RN
� (x, y)‹(y)dy. a.e. x œ R

N
. (4.3)

Similarly Theorem 14, can be formulated as follows.

Theorem 41. The following statements are equivalent.

1. Let u œ L
1

loc
(RN ) be such that ≠�Gu = ‹ Ø 0 and ess infRN u = l œ R. Then

u(x) = l +
⁄

RN

d‹(y)
N

Q≠2

2
(x≠1 ¶ y)

a.e. x œ R
N

. (4.4)

2. Let u œ L
1

loc
(RN ). If ess infRN u = l œ R and ≠�Gu = 0 then u © l a.e. in R

N
.

3. Let u œ L
1

loc
(RN ) be such that ≠�Gu = ‹ Ø 0. Then, ess infRN u = l œ R if and only if

lim inf
Ræ+Œ

≠
⁄

BN2 (x,2R)\BN2 (x,R)

Â
2

x
(u ≠ l)dy = 0 a.e. x œ R

N (4.5)

if and only if

lim
Ræ+Œ

≠
⁄

BN2 (x,2R)\BN2 (x,R)

Â
2

x
|u ≠ l|dy = 0 a.e. x œ R

N
. (4.6)

Remark 42. In the Carnot group setting a classical Liouville theorem has been proved in [4] for
distributional solutions. See also [5]. Therefore the representation formula holds and the infimum of
superharmonic function can be characterised by (4.5) and (4.6).

In the same framework a proof of the representation formula based on harmonic analysis argument is
contained in the book [5] under the assumption that u is bounded from below. Notice that in [15] the
authors prove the first implication of Theorem 40. That is if u œ L

1

loc
(RN ) is a distributional solution of

≠�Gu = f Ø 0 and satisfies (4.6) then

u(x) = l +
⁄

RN
� (x, y)f(y)dy,

a.e. on R
N

. Finally we want to point out that if u œ L
q

w
(RN ) for some q > 1 then u satisfies (4.6) with l = 0.
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