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Overview of the thesis 

        The present phD thesis is focused on the simulation and interpretation of X-Ray Photoelectron 

(XP) and Near Edge X-ray Absorption Fine Structure (NEXAFS) spectra of molecules in gas phase 

and adsorbed on metal surfaces. Core-electron spectroscopies allow to obtain detailed information 

on the local geometric and chemical environment of the absorbing atom, due to the highly localized 

nature of the core-hole
1
. NEXAFS spectroscopy is also useful to determine the orientation and 

geometry of molecules adsorbed on surfaces, giving an atomistic rationalization of factors 

controlling both the molecular assembly at surfaces and changes in electronic structure following 

the adsorption process
1
. The main collaborations implicated in these studies have involved 

experimentalists afferent to the Gas Phase Photoemission and ALOISA beam lines of the Elettra 

Synchrotron in Trieste, the Department of Physics and Astronomy, Molecular and Condensed 

Matter Physics of Uppsala University (Sweden), and the Molecular Solids Group of the Philipps 

University of Marburg (Germany). To establish and quantify the relationship between the measured 

spectral features and the electronic structure information, XPS and NEXAFS experimental 

measurements have been supported by theoretical calculations by means of density functional 

theory (DFT) and its time-dependent generalization (TDDFT) in the linear response regime, which 

both represent, in conjunction with core-electron spectroscopies, a well-established tool for the 

electronic structure characterization of materials
2,3

. In many instances, the simulation of the 

measured XP and NEXAFS spectra has provided a sound assignment of the experimental spectral 

features as well as a detailed insight on the nature of the virtual states implicated in the X-ray 

absorption process.  

    The first systems investigated have been the indole molecule and its 2,3-dihydro-7-azaindole (7-

AI) and 3-formylindole (3-FI) derivatives. The choice of these systems has been determined by the 

fact that indole derivatives play a crucial role in bacterial physiology, ecological balance, and 

human health
4
. These three heterocycles also find potential applications in chemistry as coating 

materials, selective electrodes and biosensors
5,6

. The electronic structure of these systems has been 

investigated through a combined experimental, Outer Valence Green’s function (OVGF) study of 

valence band (VB) and C, N, and O 1s XP spectra, in collaboration with the Gas Phase 

Photoemission beam line of the Elettra Synchrotron in Trieste, and the Ruđer Bošković Institute of 

Zagreb (Croatia). 
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         A large part of the research activity has dealt with the computation of XP and NEXAFS 

spectra of a series of gas phase π-conjugated molecular complexes of rising interest in the field of 

organic molecular electronics
7-9

, in collaboration with the Elettra Synchrotron of Trieste and the 

Department of Physics and Astronomy, Molecular and Condensed Matter Physics of Uppsala 

University. The investigated material has been the ambipolar 2,8-bis(diphenylphosphoryl)-

dibenzo[b,d]thiophene (PPT), exploited as host of blue phosphorescent organic light-emitting 

diodes (PhOLEDs) thanks to its wide bandgap and high triplet energy level
9-11

; it is composed by an 

electron-rich dibenzothiophene (DBT) core, which promotes the hole transport, and two electron-

withdrawing diphenylphosphoryl (dPPO) side arms. A first investigation has involved the small 

thiophene precursor and its benzo-annulated derivatives, namely, benzo[b]thiophene (BBT) and 

DBT, with the aim of describing the electronic structure of the single electron-rich thiophene and 

the modification determined by the presence of the benzo-annulated rings in both BBT and DBT. 

Further studies have been devoted to PPT and its building block moieties, namely, DBT and 

triphenylphosphine oxide (TPPO), in order to evaluate their impact on the electronic structure of the 

whole PPT molecular system; this investigation was also expected to show the π-conjugation 

breaking between the central DBT core and the peripheral dPPO counterparts, which makes the 

PPT molecular system an interesting ambipolar material, maintaining its characteristic triplet energy 

level
12

. Another objective was to provide a clearer perspective on the structure of the P−O bond, 

since its description is still controversial
13

. The XP and NEXAFS spectra have been simulated at the 

C,O K-edge and S,P LII,III-edges through DFT by using the Transition Potential (TP) method, and 

TDDFT within the ZORA approximation, respectively. 

      The research activity has then focused on a metal phtalocyanine (Pc), namely, the titanyl 

phtalocyanine (TiOPc), a widely-used organic p-type semiconductor and photoconductor which 

also finds promising application in the development of high performance OLEDs and solar cells
14-

17
. The aim was the determination of the nature of the TiOPc interaction with the Ag(111) surface 

through angle-resolved NEXAFS spectra at C, N, and O K-edge, since the orientation of the 

molecule with respect to the surface is still debated
18-20

. This study has been carried out in 

collaboration with the Molecular Solids Group of the Philipps University of Marburg.  

        Afterwards, the research activity has been devoted to a series of gas phase boronic systems, 

namely, boric acid [B(OH)3], phenyl boronic acid (PBA), and 1,4-phenyl diboronic acid (PDBA), 

important building blocks of Covalent Organic frameworks (COFs)
21-23

. This investigation has been 

motivated by the results of a recent study
24

 which hinted at the importance of correlation effects in 

B1s core-excited state of boronic acid derivatives. Hence, B K-edge NEXAFS spectra of B(OH)3, 
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PBA, and PDBA have been calculated through different computational schemes of increasing 

complexity to evaluate the influence of electron correlation effects; in particular, the purely one-

electron scheme of the DFT-TP approach
25

, TDDFT
26

, and the explicitly correlated wave function 

multiconfigurational self-consistent field (MCSCF)
27,28

 method have been employed. Theoretical 

spectra have been then compared with the experimental ones performed at the ALOISA beam line 

of the Elettra Synchrotron in Trieste. 

        Further studies have been devoted to the investigation of the interaction between a series of 

boronic networks and the Au(111) surface, in collaboration with experimentalists working at the 

Elettra Synchrotron in Trieste. The modeling of the molecule/metal interface has been facilitated by 

Scanning Tunnelling Microscopy (STM) images followed by a preliminar optimization of the 

surface and the adsorbed molecules through a periodic slab methodology within the DFT 

formalism
29

. Hence, suitable finite size clusters have been cut out for the calculation of B K-edge 

NEXAFS spectra, since it is well known that the finite size cluster model can be efficiently applied 

to the representation of events localized on the surface or within the bulk of solid systems. 

Furthermore, it has proven to be very accurate to simulate NEXAFS spectra
30-32

. Hence, the nature 

of the adsorbate-substrate interaction has been discussed in terms of the differences between the 

spectral profile of the gas phase molecule and that on the molecule adsorbed on the surface.      

     The present phD thesis is divided into two parts, of which the first one (Chapters 1-2) gives a 

general overview of the theoretical concepts, i.e., the main aspects of NEXAFS spectroscopy, 

regarding molecules in gas phase and adsorbed on metal surfaces, and the salient steps of DFT and 

TDDFT, with a special emphasis on the treatment of relaxation effects upon core excitations. The 

second part of the thesis collects selected research outputs of the three-year period of phD which 

have been introduced above. Conclusions and perspectives on the research activity will be finally 

provided. 
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Riassunto della tesi  

       La presente Tesi di Dottorato ha per oggetto la simulazione e l’interpretazione di spettri XPS 

(X-Ray Photoelectron Spectroscopy) e NEXAFS (Near Edge X-ray Absorption Fine Structure) di 

molecole in fase gassosa e adsorbite su superfici metalliche. Le spettroscopie dei livelli di core 

consentono di ottenere informazioni dettagliate sull’intorno chimico dell’atomo assorbitore e sulla 

natura degli orbitali virtuali del sistema investigato, dal momento che gli elettroni di core sono ben 

localizzati sull’atomo e risentono della simmetria e dell’intensità del campo generato dagli atomi 

contigui
1
. La spettroscopia NEXAFS è anche utile alla determinazione dell’orientazione e della 

geometria di molecole adsorbite su superfici, fornendo una razionalizzazione atomistica dei fattori 

che regolano sia l’assemblaggio su superfici sia i cambiamenti in termini di struttura elettronica in 

seguito al processo di adsorbimento
1
. Le principali collaborazioni implicate in questi studi hanno 

coinvolto ricercatori sperimentali afferenti alle beam lines Gas Phase Photoemission ed ALOISA 

del Sincrotrone Elettra di Trieste, al Dipartimento di Fisica ed Astronomia, Fisica della Materia 

Molecolare e Condensata dell’Università di Uppsala (Svezia), al gruppo di Solidi Molecolari 

dell’Università Philipps di Marburgo (Germania). Allo scopo di stabilire e quantificare la relazione 

tra le strutture spettrali misurate e l’informazione sulla struttura elettronica, le misure sperimentali 

XPS e NEXAFS sono state supportate da calcoli teorici effettuati per mezzo della Teoria del 

Funzionale Densità (DFT) e la sua generalizzazione dipendente dal tempo (TDDFT) nel regime di 

risposta lineare, le quali, affiancate alle spettroscopie dei livelli di core, rappresentano uno 

strumento ben consolidato per la caratterizzazione della struttura elettronica dei materiali2,3. In 

molti casi, la simulazione degli XPS e NEXAFS spettri misurati ha fornito una solida assegnazione 

delle strutture spettrali sperimentali, nonché una conoscenza dettagliata della natura degli stati 

virtuali implicati nel meccanismo di assorbimento dei raggi X. 

       I primi sistemi investigati sono stati la molecola di indolo e due suoi derivati, il 2,3-diidro-7-

azaindolo (7-AI) e 3-formilindolo (3-FI). La scelta dei sistemi è stata determinata dal fatto che i 

derivati dell’indolo rivestono un ruolo fondamentale nella fisiologia batterica, nel bilancio 

ecologico e nella salute umana4. Questi tre eterocicli trovano anche potenziali applicazioni nella 

chimica come materiali di rivestimento, elettrodi selettivi e biosensori5,6. La struttura elettronica di 

questi sistemi è stata investigata attraverso uno studio sperimentale e OVGF (Outer Valence 

Green’s Function) della banda di valenza (VB) e C, N, e O 1s XPS, in collaborazione con la Gas 

Phase Photoemission beam line del Sincrotrone Elettra di Trieste, e l’Istituto Ruđer Bošković di 

Zagabria (Croazia). 
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     Una larga parte dell’attività di ricerca ha riguardato il calcolo degli spettri XPS e NEXAFS di 

una serie di complessi molecolari π-coniugati in fase gassosa di crescente interesse nel campo 

dell’elettronica molecolare organica
7-9

, in collaborazione con il Sincrotrone Elettra di Trieste ed il 

Dipartimento di Fisica ed Astronomia, Fisica della Materia molecolare e condensata dell’Università 

di Uppsala. Il materiale investigato è stato l’ambipolare 2,8-bis(difenilfosforil)-dibenzo[b,d]tiofene 

(PPT), sfruttato come host di diodi organici emettitori di luce blu fosforescenti (PhOLEDs) grazie al 

suo ampio bandgap e all’alta energia del livello dello stato di tripletto9-11; esso è composto da un 

core elettron-ricco dibenzotiofenico, che favorisce il trasporto delle buche, e da due bracci esterni 

difenilfosforilici (dPPO) elettron-attrattori. Una prima indagine ha coinvolto il piccolo precursore 

tiofene e i suoi derivati benzo-annulati, benzo[b]tiophene (BBT) e DBT, allo scopo di descrivere la 

struttura elettronica del tiofene isolato e le modificazioni determinate dalla presenza degli anelli 

benzo-annulati nel BBT e nel DBT. Ulteriori studi sono stati dedicati al PPT ed ai suoi building 

blocks, DBT e ossido di trifenilfosfina (TPPO), allo scopo di valutare l’impatto di questi ultimi sulla 

struttura elettronica dell’intero sistema molecolare del PPT; questa indagine era atta inoltre a 

dimostrare la rottura della coniugazione tra il core centrale dibenzotiofenico e le braccia periferiche 

dPPO, che rende il sistema molecolare del PPT un interessante materiale ambipolare12. Un altro 

obiettivo era quello di fornire una visione più chiara sulla struttura del legame P−O bond, dal 

momento che la sua descrizione è tuttora controversa
13

. Gli spettri XPS e NEXAFS sono stati 

simulati alla soglia K degli atomi di C e O per mezzo della DFT, usando il metodo del Transition 

Potential (TP), e alle soglie LII,III degli atomi di S e P mediante la TDDFT con l’approssimazione 

ZORA. 

     L’attività di ricerca è stata poi focalizzata su una ftalocianina (Pc) metallica, la titanil 

ftalocianina (TiOPc), largamente impiegata come semiconduttore organico di tipo p nonché come 

fotoconduttore che trova applicazioni promettenti anche nello sviluppo di OLEDs ad alta 

prestazione e celle solari
14-17

. L’obiettivo era la determinazione della nature dell’interazione della 

TiOPc con la superficie di Ag(111) mediante spettri NEXAFS angle-resolved alla soglia K degli 

atomi di C, N e O, dal momento che l’orientazione della molecola rispetto alla superficie è tuttora 

discussa
18-20

. Questo studio è stato condotto in collaborazione con gruppo di Solidi Molecolari 

dell’Università Philipps di Marburgo. 

      In seguito, l’attività di ricerca ha avuto per oggetto una serie di sistemi boronici in fase gassosa, 

l’acido borico [B(OH)3], l’acido fenilboronico (PBA), e l’acido 1,4-fenil diboronico (PDBA), 

importanti building blocks dei cosiddetti Covalent Organic frameworks (COFs)
21-23

. Questo studio è 

stato motivato dai risultati ottenuti in un recente lavoro
24

, che accenna all’importanza degli effetti di 
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correlazione nello stato eccitato del core 1s degli atomi di B di derivati dell’acido boronico. Quindi 

sono stati calcolati gli spettri NEXAFS alla soglia K degli atomi di B del B(OH)3, PBA, e PDBA 

attraverso schemi computazionali di complessità crescente, al fine di valutare l’influenza degli 

effetti di correlazione elettronica; in particolare sono stati impiegati lo schema puramente mono-

elettronico dell’approccio DFT-TP
25

, la TDDFT
26

, ed il metodo multiconfigurazionale self-

consistent field (MCSCF)
27,28

. Gli spettri teorici sono stati confrontati con quelli sperimentali 

misurati alla beam line ALOISA del Sincrotrone Elettra di Trieste. 

       Ulteriori studi hanno riguardato l’interazione di una serie di networks boronici con la superficie 

di Au(111), in collaborazione con ricercatori sperimentali afferenti alla beam line ALOISA del 

Sincrotrone Elettra di Trieste. La modellizzazione dell’interfaccia molecola/superficie è stata 

facilitata da immagini STM (Scanning Tunnelling Microscopy) seguita da un’ottimizzazione 

preliminare della superficie e delle molecole adsorbite attraverso una metodologica periodic slab 

mediante il formalismo DFT
29

. Quindi, opportuni clusters di dimensioni finite sono stati ritagliati 

per il calcolo degli spettri NEXAFS alla soglia K degli atomi di B, dal momento che il modello di 

clusters di dimensioni finite si è dimostrato essere particolarmente adeguato alla rappresentazione di 

eventi che avvengono sulla superficie o entro il bulk di sistemi solidi, nonché molto efficiente ed 

accurato per simulare spettri NEXAFS
30-32

. Quindi, la natura dell’interazione adsorbato-superficie è 

stata discussa in termini di differenze tra il profilo spettrale della molecola in fase gassosa e quello 

della molecola adsorbita sulla superficie. 

    La presente Tesi di Dottorato si suddivide in due parti, delle quali la prima (Capitoli 1-2) fornisce 

una panoramica generale sui concetti teorici, ovvero sugli aspetti principali della spettroscopia 

NEXAFS, riguardante molecole in fase gassosa ed adsorbite su superfici, e i punti salienti della 

DFT e della TDDFT, con particolare enfasi sul trattamento degli effetti di rilassamento in seguito 

alle eccitazioni di core. La seconda parte della Tesi riporta risultati selezionati dell’attività di ricerca 

ottenuti durante i tre anni di Dottorato che sono stati illustrati in precedenza. Infine verranno 

illustrati i possibili sviluppi futuri dell’attività di ricerca condotta. 
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1. Core-level spectroscopy  

      In the last decades, the use of third-generation synchrotrons has boosted the development of a 

series of spectroscopic methods, among which, core-level spectroscopies have particularly grown in 

popularity. These spectroscopies are based on the creation of an atomic/molecular excited state 

characterized by a core-hole; this occurs when the excitation energy of the incident radiation is 

comparable to the binding energy (BE) of the core levels. The excitation energies fall in the region 

of X-Rays: 100 eV-3 keV (Soft X-Rays, in the case of low Z atoms), and above 3 keV (Hard X-Rays, 

for heavy atoms, e.g., transition metals). During the absorption of the incident radiation, two 

different phenomena may occur, namely, the excitation of the core electron to a virtual bound state 

or to the continuum, i.e., above the ionization threshold. XAS (X-Ray Absorption Spectroscopy) and 

XPS (X-Ray Photoelectron Spectroscopy) provide a complementary information on the electronic 

structure of the investigated system: XAS characterizes the virtual bound states, while XPS 

provides information on the occupied molecular states, in particular on the BE (i.e., ionization 

potential) of core electrons. 

1.1 X-Ray Absorption Spectroscopy (XAS) 

         XAS (X-Ray Absorption Spectroscopy) is a widely used spectroscopic technique, particularly 

suitable to study the local geometric and/or electronic structure of matter (in gas-phase, solution or 

condensed). It was first applied to gas phase molecules during the 1930’s
33,34

, after the unveiling of 

the shell structure of atoms. X-ray absorption investigations have known a great development with 

the introduction of the synchrotron light (electron synchrotron sources, with E<1 GeV in the 1960s 

and early 1970s, and electron storage rings, with E>1 GeV in the 1970s
35

). 

       XAS is focused on the behavior of the absorption coefficient 𝜇 of the sample as a function of 

the incident photon energy. The absorption coefficient of a particular inner shell corresponds to the 

cross section for a photoexcitation of an electron from that shell. Due to the direct connection 

between the definition of 𝜇 and the concept of cross section, the following treatment will be firstly 

focused on the derivation of an expression for the latter, then, the fundamental aspects of the X-ray 

absorption process will be described. 

  1.1.1 The X-Ray Absorption Cross Section 

       The X-ray absorption cross section (x) of an atom or molecule is defined as the number of 

excited electrons per unit time divided by the number of incident photons per unit time per unit 

area; it is therefore expressed in units of an area, namely, in cm
2
 or barn (1 cm

2
 = 10

24
 barn). In the 

case of photon absorption, one can adopt a semi-classical approach, classically representing the 
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electromagnetic field but describing the atomic molecular states by means of quantum-mechanics. 

If one considers only the interaction between the photon field and the electronic charge, and 

employs first order time dependent perturbation theory, the Fermi's Golden Rule for the transition 

probability per unit time Pif from the initial state |𝑖⟩ to the final state |𝑓⟩ driven by a plane 

electromagnetic wave can be obtained: 

          𝑃𝑖𝑓 =
2𝜋

ħ
|⟨𝑓|𝐻(1)|𝑖⟩|

2
𝜌𝑓(E)                                                                                                   (1.1) 

where 𝜌𝑓(E) is the energy density of final states, and 𝐻(1) is the interaction Hamiltonian. The latter 

is dominated by a perturbative term which describes the interaction of the electronic charge with the 

electromagnetic field: 

       𝐻(1) = −
𝑒

𝑚𝑐
 A ∙ p                                                                                                                                       (1.2) 

where e and m are respectively the elemental charge and the mass of the electron, while p =  ∑ pii  

is the sum of the linear momentum operators of the electrons. 

        In the case of K-shell excitations, Pif represents the number of electrons excited per unit time 

from the 1s shell to a final state |𝑓⟩, which can be either a bound or a continuum state. The inner 

shell excitation is driven by a plane electromagnetic wave with electric field vector E and vector 

potential A. The latter can be written in the following way: 

     A = ε̂𝐴0cos (k ∙ x − 𝜔𝑡) = ε̂ 
𝐴0

2
 (𝑒𝑖(k ∙x −𝜔𝑡) + 𝑒−𝑖(k ∙x −𝜔𝑡) )                                                   (1.3) 

where k and  are the wave vector and the frequency of the plane electromagnetic wave, 

respectively, while ε̂ is the unit electric field vector. 

       By substituting equations (1.2) and (1.3) into Eq. (1.1) and considering that only the time 

dependent term 𝑒−𝑖𝜔𝑡 in Eq. (1.3) is responsible for transitions that absorb energy, one can obtain an 

expression for Pif: 

         𝑃𝑖𝑓 =
𝜋𝑒2

2ħ𝑚2𝑐2
 𝐴0

2|⟨𝑓|𝑒𝑖k∙xε̂  ∙ 𝒑|𝑖⟩|
2
𝜌𝑓(E)                                                                               (1.4)                                                                           

      The dipole approximation (i.e., first order expansion of the exponential) can be efficiently 

applied to Eq. (1.4); this leads to the following expression for the X-ray absorption cross section: 

        𝜎𝑥 =
4𝜋2ħ2

𝑚2
𝑒2

ħ𝑐

1

ħ𝜔
|⟨𝑓|ε̂  ∙ 𝒑|𝑖⟩|2𝜌𝑓(E)                                                                                                   (1.5) 
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where 𝒑 is the total linear momentum of the electrons. The expression for 𝜌𝑓(E) relies on the 

normalization of the wave functions; in particular, bound states have unit normalization, whereas 

continuum states are normalized to a Dirac delta function in the kinetic energy of the 

photoelectron
36

. The calculation of the spectral resonance features according to Eq. (1.5) requires 

the wave function of the molecule in its ground state, the wave functions of the bound and/or quasi-

bound (continuum) final states, and the energy differences between the ground state and the various 

resonant excited states. Transition intensities are determined by the wave functions through the 

dipole matrix element, while the corresponding energies are given by the energy differences.  

1.1.2 Dipole selection rules 

  Within the electric dipole approximation, the probability of transition between two electronic 

states of a system, Ψi (initial state) and Ψf (final state), induced by an oscillating electric field, is 

proportional to the square modulus of the transition moment, 𝑀𝑖𝑓, between the initial and final state: 

       𝑀𝑖𝑓 = ∫Ψ𝑓
∗ 𝝁Ψ𝑖𝑑𝜏                                                                                                                   (1.6)                                                                                 

where μ is the electric dipole moment which is defined as: 

       μ = ∑ 𝑞𝑖𝑖 𝒓𝑖                                                                                                                                               (1.7)    

where 𝑞𝑖 and 𝒓𝑖 are the charge and the i-th particle position vector, respectively.                                                                                                                                                                                                                     

   From group-theory, a transition is allowed if the direct product between the irreducible 

representations of the initial state, the final state and the µ component contains the total-symmetric 

representation of the point group of the molecule: 

     TotSymmif                                                                                                             (1.8) 

Moreover, when spin-orbit interaction can be neglected, the spin selection rule requires the 

conservation of the total electronic spin (i.e., ΔS = 0). Therefore, in the case of closed-shell systems, 

as those investigated in this thesis work, only singlet → singlet transitions are allowed. 

      As in NEXAFS spectroscopy the electronic transitions start from core orbitals strongly localized 

on the atomic sites, the dipole selection rule can be expressed as ∆𝑙 = ±1, i.e., transitions are 

allowed only if the difference between the angular momenta relative to the initial and final state 

changes by only one unit. The oscillator strengths are directly connected with the atomic site dipole-

allowed component of the virtual orbitals. Hence, K-edge spectra can be essentially read in terms of 

s →  p transitions, while LII,III-edge spectra in terms of p → d and p → s transitions (the latter are in 

most cases 1 or 2 orders of magnitude lesser than the former, especially in the case of transition 
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metal compounds); this means that the intensity reflects the amount of the p and s,d character of the 

excited atom in the unoccupied electronic states, respectively. 

1.1.3 The X-ray Absorption Process 

        In XAS experiments, the wavelength of the incident X-ray photon is tuned, and the 

corresponding absorption is measured as a function of the photon energy. The X-ray absorption 

process is governed by the Lambeer-Beer law. When a photon beam of intensity I passes through an 

absorbing sample, the infinitesimal intensity loss 
𝑑𝐼

𝐼
 following the absorption process is equal to:       

     
𝑑𝐼

   𝐼(𝑧)
 = −𝜇𝑑𝑧                                                                                                                               (1.9) 

where dz is the infinitesimal thickness at a depth z from the surface of the sample (see Figure 1.1). 

 

                  (a)                                                                       (b) 

Figure 1.1 – (a) Description of the absorption process. (b) Absorption coefficients of Pb, Cd and Fe elements 

as a function of the incident photon energy. 

       If I(z=0)=I0 (with I0 the incident beam intensity at z = 0), the solution of the differential Eq. 

(1.9) is: 

 
xeII  

0                                                                                                                     (1.10) 

where 𝐼0 is the intensity of the incident light beam, 𝐼 is the transmitted intensity, and 𝑥 is the 

thickness of the sample. 

        Eq. (1.10) represents the fundamental relation of XAS spectroscopy. The absorption 

coefficient 𝜇 can be experimentally determined as the ratio of the beam intensities with and without 

the samples. In non-resonant regions, it is inversely proportional to the energy of the incident 

photon; this implies that photons with higher energies are more penetrating except at the absorption 

edges. The latter correspond to the energy of the lowest energy state reached by the core excitations. 

Approaching to a certain absorption edge, the energy of the photon is not enough to photoemit 

electrons to the continuum, but is able to promote them to higher empty states: the incident X-ray 
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photon energy is scanned through the BE of the core shell, determining an increase in the 

absorption cross section. It is therefore evident that measuring the absorption cross section in the 

vicinity of an absorption edge provides direct information on the empty states of the system. At 

these energies, the material displays a strong X-ray absorption, referred to as atomic absorption 

edge; above the latter, the absorption probability monotonically decreases. The energy at which the 

electron is ejected into the continuum defines the ionization threshold or ionization potential (IP).  

 

        XAS is involved in the study of 𝜇 around the absorption edge. Each edge represents a different 

initial state |𝑖⟩, and is conventionally labeled according to the principal quantum number n of the 

excited electron (K,L,M,... for n = 1, 2, 3...). For instance, K, LI, LII, LIII, etc. correspond to the 

creation of core-holes in the 1s(
2
S1/2), 2s (

2
S1/2), 2p (

2
P1/2) and 2p (

2
P3/2), etc. atomic sub-shells. The 

Roman numbers stand for the orbital angular momentum, l, and the total angular momentum, J, i.e., 

s1/2, p1/2, p3/2, … → I, II, III, … (see Figure 1.2).  

 
                                              Figure 1.2 – Nomenclature of the absorption edges. 

 

        The X-ray absorption spectrum is commonly divided into regions (see Figure 1.3), according 

to the energy of the incident photon, and following on the distinct interpretation of the spectral 

features and on the kind of the provided information: they are respectively addressed to as 

NEXAFS (Near-Edge X-ray Absorption Fine Structure) and EXAFS (Extended X-ray Absorption 

Fine Structure). To a first approximation, the boundary between these two regions corresponds to 

the wavelength that equals the distance between the absorbing atom and its first neighbors
37

. 

NEXAFS is one of the few non-destructive structural probes for non-crystalline and highly 

disordered materials, such as solutions and complex systems (e.g., polymers). However, the 

interpretation of NEXAFS spectra is considerably harder than that of the EXAFS ones; therefore, 

accurate calculations are fundamental for a reliable interpretation of the measured spectral features. 
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Figure 1.3 – Representation of NEXAFS and EXAFS energy regions. 

 

      The NEXAFS fine structure observed near the absorption edges was first known as "Kossel 

structure" from the theory of Kossel
38

. The NEXAFS spectrum is further subdivided into three 

energy regions: the lower-energy pre-edge region, where the incident photon energy is lower than 

the ionization potential of the core electrons (E0), the region around E0 (main-edge), and the 

multiple-scattering region, in which the incident photon energy is larger than E0, and the observed 

features are essentially explained by means of multiple-scattering resonances. In this thesis work, 

the analysis of NEXAFS spectra will be exclusively focused on the pre-edge region, since the 

computational protocol adopted is able to accurately characterize only transitions toward virtual 

bound states.  

        In 1920, during an investigation on solids, Siegbahn discovered the influence of the chemical 

environment on the X-ray absorption spectra of bonded atoms
39,40

. Indeed, NEXAFS spectroscopy 

represents a well-suited tool for obtaining atom-specific and symmetry-selective electronic structure 

information thanks to the highly localized nature of the core-hole. Moreover, the energy shift of 

core MOs substantially depends only on the absolute strength of the field produced in the vicinity of 

the nucleus by the directly bonded neighboring atoms. NEXAFS spectroscopy is also able to 

provide a useful “mapping” on virtual MOs, according to the atomic contribution on different sites. 

Therefore, the position and intensity of NEXAFS spectral features are good probes to determine the 

nature of the virtual states in terms of atomic orbitals (AOs) centered on the atom carrying the core-

hole. The near-edge absorption structures can be theoretically analyzed in terms of discrete below 

edge transitions of the core electron toward virtual orbitals with well-defined excitation energies 

and intensities, and of continuum transitions which give rise to the photoionization cross section 

profiles above the ionization threshold. The below edge excitations can be treated by means of the 

Linear Combination of Atomic Orbitals (LCAO) approach in terms of one-electron transitions 

which usually represent the main contribution to the discrete structures of NEXAFS spectra. 
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      The energy region that starts from the upper limit of NEXAFS and spreads for hundreds of eV 

past the ionization edge is referred to as EXAFS, and the signal is due to single scattering of the 

ejected photoelectron; it is usually exploited for the determination of interatomic distances, 

coordination numbers and species of neighbors surrounding the absorbing atom. EXAFS was firstly 

denoted as "Kronig structure", in honor of the homonym scientist
41

. In the 1980s, the Kronig near 

edge structure was mostly referred to as the X-ray Absorption Near Edge Structure (XANES)
37

 or 

NEXAFS
42

. The acronyms XANES and NEXAFS are roughly equivalent, even if, over the years, 

“XANES" has been more often employed for solids and inorganic complexes, while "NEXAFS" 

has been mostly used for molecules absorbed on surfaces. Currently, "NEXAFS" is by far the most 

commonly used terminology, and the term "XANES" is employed only to denote the lower-energy 

NEXAFS region (up to 10 eV above the absorption edge).  

 

1.1.4 The fate and nature of core-excited states 

      In NEXAFS experiments, the sample is irradiated with monochromatic X-rays. The energy of 

the X-rays is changed in a range of few eV around the ionization threshold of one of the electron 

shells of the investigated element; in this energy range, transitions toward unoccupied virtual 

orbitals form a core-hole and a “particle” state. The lifetime of the core-hole is very short: the decay 

of the excited atomic state generally occurs within 10
-15 

s through recombination either radiatively 

or non-radiatively, involving two competitive processes, namely, fluorescence and the Auger Effect, 

respectively (see Figure 1.4). 

 

Figure 1.4 – Schematic diagram of a photon absorption process resulting in a photoelectron and a core hole. 

The hole is filled by an electron from a higher shell, either radiatively by emission of a fluorescent photon, or 

non-radiatively by emission of an Auger electron (adapted from [1]). 

 

      When a higher-energy core level electron fills the deeper core-hole and ejects an X-ray photon 

of well-defined energy, characteristic of the atom, fluorescence occurs; this represents the  

predominant process for high-Z atoms. The Auger effect instead involves the dropping of an 
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electron from an external shell, and the emission of a second electron into the continuum; the 

energy due to the electron decay is transferred to an Auger electron. The Auger effect is faster (by 

more than two orders of magnitude) than fluorescence in the case of the K-shell excitation of low Z 

atoms and the L-shell excitation of all atoms with Z<90. Auger electrons are conventionally labelled 

through three letters, identifying the shell with the core hole, the energetic level of the electron that 

fills the hole, and the emission shell of the Auger electron, respectively. For instance, the KLL 

nomenclature denotes an Auger electron emitted from the n=2 shell when an electron from the same 

shell fills a core hole in the n=1 shell. For most samples, the transmitted intensity is difficult to be 

detected; therefore, the detection of the Auger electrons is preferred. Indeed, electron detection is 

more surface sensitive with respect to the fluorescence detection due to the short mean free path of 

electrons in materials.  

      NEXAFS spectra can be measured in three modes, namely, in total, partial or Auger electron 

yield. In the total yield mode, all electrons emitted from the sample (i.e., the photoelectrons and the 

Auger electrons) are revealed by a multi-channel plate detector, while, in the partial yield mode, 

only electrons of kinetic energy larger than a defined energy threshold are detected; within the 

latter, a retarding voltage is set in front of the XAS detector to retard the low-kinetic energy 

electrons. Finally, in the Auger yield mode, a dispersive-type electron energy spectrometer is 

employed by choosing an appropriate energy window defined by the kinetic energy of the Auger 

transitions of the element of interest. Due to the different mean free path between the electrons 

emitted from the surface and fluorescent photons, the most surface-sensitive techniques are those 

based on the recording of NEXAFS spectra in partial and Auger electron yield modes.  

 

      The K-shell NEXAFS spectra of atoms and molecules show a variety of resonances arising from 

electronic transitions of a 1s core electron to delocalized final states near the vacuum level; the 

interpretation of these spectra is favored by the particularly simple symmetry and localized nature 

of the 1s initial state. Moreover, core levels are energetically separated from each other, so that one 

can observe a threshold at a time; the same is not valid in the case of valence absorption spectra, 

where the electrons are excited from several valence MOs lying close together, resulting in the 

overlap and interference of lines with one another. As the interaction of the electron hole in the 

atomic core with the excited electron is relatively small, NEXAFS spectra can be interpreted within 

the one-electron model, i.e., by treating the core electron as “active” and the N-1 remaining 

electrons as “passive” (i.e., not involved in the excitation process). As pointed out by Dehmer et 

al.
43

, the analysis of valence shell spectral features is instead hampered by the delocalized nature of 
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the valence-hole state, leading to electron correlation and screening effects as well as to strong 

particle-hole interactions.  

 

     A typical K-shell NEXAFS spectrum of a diatomic unsaturated molecule (e.g., CO) is 

represented in the upper panel of Figure 1.5.  

 

Figure 1.5 – Schematic potential and corresponding K-shell NEXAFS spectrum of a diatomic unsaturated  

molecule. Upper panel: spectral features arising from the core-electron excitation toward empty states. 

Lower panel: occupied and virtual bound states (adapted from [44]). 

        Virtual MOs can be divided into two classes, namely, MOs deriving from the valence electron 

shells of the atoms, which usually have antibonding character, and MOs lying outside the valence 

electron shells (Rydberg orbitals, i.e., orbitals having non-bonding character, with principal 

quantum number greater than that of any occupied orbital of the ground state). Moreover, 

unoccupied MOs can be labeled as σ or π according to their spatial displacement and orientation, 

along and perpendicularly to the bond between two atoms, respectively. In the case of K-shell 

NEXAFS spectra, the observed resonances are associated to dipole-allowed transitions from an 

initial 1s state, which always has σ symmetry, to a final state of σ or π symmetry. In K-shell 

NEXAFS spectra of low-Z molecules with π bonding, the lowest-energy structure is associated to 

π* resonances, and its energy position falls below the ionization threshold, as a result of the 

increased electron-hole Coulomb attraction. The core-hole is responsible of an upward (i.e., smaller 

BE) relaxation shift of the 1s orbital as well as of a downward shift of the outer excited orbitals. π* 

resonances usually display very sharp peaks due to the localized nature of these states and to the 

fact that the lifetime of the final state is determined by the de-excitation of the excited electron.  
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      Between π* resonances and the ionization threshold, several sharp and weak resonances can be 

visible; these transitions can be either associated to pure Rydberg MOs or to a mixture of Rydberg 

and H-derived antibonding MOs, in the presence of bonds to H atoms in the molecule. Two 

observations on the intensities of the implicated transitions are in order. In the energy region close 

to the ionization threshold, Rydberg features are usually weaker; this can be rationalized by 

considering the decreased size of the 1s orbital, which leads to a smaller spatial overlap with the 

Rydberg orbital. On the other hand, the more compact nature of the valence orbitals increases the 

intensity of transitions toward mixed valence H-derived-Rydberg MOs.  

     Finally, in the higher-energy region of the spectrum, σ* resonances can be found; for most low-Z 

molecules, these usually occur above the ionization threshold, but, when the sum of Z of the two 

bonded atoms is higher than 15 (e.g., O2), they fall below it
45

. Broader peaks are expected for these 

resonances due to the shorter lifetime of the final state determined by the increased decay 

probability of the electron to continuum states. Moreover, asymmetric broadenings deriving from 

the vibrational motion of atoms are observed for these resonances.  

  

1.1.5 NEXAFS spectroscopy of adsorbed molecules 

        Another precious information provided by NEXAFS spectroscopy regards the extent of the 

modifications induced on the electronic and molecular structure of adsorbed molecules by the 

interaction with a surface. The employment of NEXAFS spectroscopy to determine the molecular 

orientation is particularly well-established, especially by means of the polarized XAS. In this 

respect, the comparison between the NEXAFS spectral profiles of the free and adsorbed molecule is 

particularly useful to determine the nature of the molecule–substrate interaction. Although 

NEXAFS profiles are still dominated by intramolecular excitations, the influence of the substrate on 

both positions and intensities of the transitions allows an interpretation of the adsorption process in 

terms of electronic structure modifications.  

        The adsorbates can bind to the surface either through a physical (physisorption) or a chemical 

interaction (chemisorption). Physisorption occurs when the surface-molecule interaction is weak 

(i.e., mediated via long-range van der Waals forces), while chemisorption is a strong and site-

specific process. In physisorption, the overlap between adsorbate and substrate orbitals is small; 

therefore, only minor changes in the resonance positions relative to the gas phase spectrum are 

expected. On the other hand, in chemisorption, the overlap between adsorbate and substrate leads to 

a re-hybridization of the valence levels with consequent modifications of the spectral profile of the 

gas phase molecule. The first measurement of a NEXAFS spectrum of a chemisorbed molecule was 
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that of CO on the Ni(100) surface, and was performed at the Stanford Synchrotron Radiation 

Laboratory in 1980; the related results were published in conjuction with those relative to NO on 

the same surface
46

. This publication was focused on the polarization dependence of the near edge 

resonances, which was used to determine the molecular orientation on the surface; a more detailed 

study also involved N2 on Ni(l00) and reported the derivation of the equations for the angular 

dependence of the resonances
42

. 

     The spectrum of the free molecule is usually not dramatically affected by the extra-molecular 

interaction between the molecule and the surface upon chemisorption. Extra-molecular effects can 

be essentially investigated in two steps, namely, by employing condensed or physisorbed 

molecules, where van-der-Waals type inter-molecular or molecule-surface bonds are very weak 

with respect to covalent intra-molecular bonds, and chemisorbed molecules or organometallic 

compounds, where the molecule-metal bonds can be much weaker or comparable to intra-molecular 

bond strengths. An example of extra-molecular interaction analysis is shown in Figure 1.6 for the 

carbon monoxide (CO) molecule in different chemical environments. In particular, the C K-shell 

NEXAFS spectrum of gas phase CO (upper panel) is shown together with those of CO in 

Mn2(CO)10 (middle panel) and strongly bonded via the C atom to the Mo(100) surface, with the C-

O axis along the normal to the surface (lower panel). 

 

Figure 1.6 – C K-shell NEXAFS spectra of CO in different chemical environments: gas phase (upper panel), 

Mn2(CO)10 (middle panel) and strongly chemisorbed on the Mo(110) surface (lower panel) (adapted from 

[1]). 
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      Before analyzing the evolution of the spectral shape in passing from the gas phase to the 

chemically bonded CO, some important aspects regarding the bonding of CO to metal atoms in 

carbonyls and on surfaces have to be considered. The bonding is formed by the interaction of the 5 

HOMO and 2* LUMO orbitals with metal orbitals (Blyholder model
47,48

). It consists of a donor 

bond formed by the C 5 lone pair orbital; this bond is stabilized by the back-bonding of metal d-

p orbitals with the 2* antibonding orbitals of the molecule. This implies that the nature of the 

metal-molecule back-bonding interaction sensitively affects the * resonance. Furthermore, the 

width of the * resonance is associated to the strength of the back-bond as well as to the nature of 

the metal states. In particular, if the bond strength increases, the metal d-p contribution to the 2* 

orbital will also increase, while the * resonance intensity will decrease. 

     From a general overview of Figure 1.6, all three spectra display a similar shape, being all 

characterized by a strong * resonance around 287.5 eV and a * shape resonance around 304 eV; 

the energy position of the * resonance is therefore not substantially changed by the extra-

molecular interactions. This can be rationalized by the fact that bonding shifts of the 1s level 

associated with bonding to a transition metal are small
49-51

. In the CO/Mo(100) spectrum, the * 

resonance appears broadened; this is due to the fact that the excited electron can decay into the 

conduction band, thus reducing the lifetime of the excited state. Moreover, in that spectrum, one can 

notice, on the low energy side of the * resonance, the presence of a shoulder deriving from 

transitions to metal conduction band states. In the case of chemically bonded CO, Rydberg 

resonances are not visible. Another interesting aspect is the lowering of the IP value in the 

chemisorbed CO case; this can be ascribed to extra-molecular relaxation effects, i.e., the final hole 

state is well screened, either by metal conduction electrons or by the excited 1s electron in the * 

state. 

     NEXAFS spectroscopy can be used to determine the orientation of molecules with respect to a 

surface by means of angular resolved spectra
44

. The strong directionality of the covalent bonds 

between low-Z atoms in combination with the polarized nature of the synchrotron radiation leads to 

a strongly polarization-dependence of * and * resonances (dichroism) in K-shell NEXAFS 

spectra, even in the case of chemisorbed molecules, although the overall symmetry of the adsorbate 

complex is generally different from that of the gas phase molecule.  

     Before discussing the polarization-dependence of resonances, it is useful to point out that light 

can be linearly polarized in two different modes, denoted as s and p, respectively. The s-polarization 

(from the German word senkrecht, which means “perpendicular”) occurs when the electric field 
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vector is perpendicular to the incidence plane (the plane that contains the propagation direction of 

the incident wave and the normal to the interface), whereas the p-polarization (from the German 

word parallele, which means “parallel”) is observed when the electric field vector is parallel to the 

incidence plane (see Figure 1.7).  

 

Figure 1.7 – Coordinate system for a coherent X-ray scattering process from an atom for linearly polarized 

X-rays. ki is the incident wave vector along the y-axis, ks is the scattered wave vector. The E vector lies 

along the x-axis. The s-polarization is observed for ψ = 0°, while the p-polarization for ψ =90° (adapted 

from [1]). 

     Within a MO approach, one can correlate the polarization dependence of the resonance 

intensities to the spatial displacement of the final MO (i.e., the direction of maximum orbital 

amplitude on the excited atom relative to the nuclear framework). In particular, there is a one-to-one 

correlation between the molecular geometry and the spatial orientation of the final MO; this implies 

that a single orbital can be represented by a vector, and two orthogonal orbitals by a plane. 

Moreover, it follows that the intensities of resonances associated to final states of different 

symmetry display a strong and opposite angular dependence. Furthermore, the orientation of the 

electric field vector of the incident light is thought to be not affected by the surface. The angular 

dependence is contained in the dipole matrix element ⟨𝑓|𝒆 ∙ 𝒑|𝑖⟩; according to Eq. (1.5) and 

assuming that the X-rays are linearly polarized in the direction of the unit electric field vector e, one 

obtains for the transition intensity associated to the dipole matrix element:  

       𝐼 ∝ |𝒆 ∙ ⟨𝑓|𝒑|𝑖⟩|2                                                                                                                     (1.11) 

where |𝑖⟩ is the 1s initial state, and |𝑓⟩ is the MO final state of the transition, while p stands for the 

momentum operator. 

In the case of K-shell excitations, the vector matrix element ⟨𝑓|𝒑|𝑖⟩ points toward the direction of 

the p component in the final state orbital on the excited atom; therefore, the polarization dependence 

of the total matrix element can be expressed as a function of the angle 𝛿 between the electric field 

vector E and the direction 0 of largest amplitude of the final state orbital (see Figure 1.8): 

    𝐼𝑣  ∝ |𝒆 ∙ ⟨𝑓|𝒑|𝑖⟩|
2 ∝ |𝒆 ∙ 𝟎|2 ∝ 𝑐𝑜𝑠2𝛿.                                                                                   (1.12)                                                             
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Figure 1.8 – The orientation of the orbital, i.e., of the vector O, is characterized by a polar angle α and an 

azimuthal angle ϕ. The X-rays are incident in the (x, z) orbit plane (ϴ is the incident angle) (adapted from 

[1]). 

      In the case of K-shell spectra, the dipole selection rule can be therefore generalized as follows: 

if the electric field vector of the linearly polarized X-ray beam points along the direction of 

maximum amplitude of the final MO, the intensity of the resonance is largest, while it vanishes 

when the electric field vector is perpendicular to the final MO; if the electric field vector lies in the 

nodal plane of the final MO, the transition is forbidden. Hence, in the case of a π-bonded diatomic 

molecule adsorbed with its molecular axis normal to the surface, the π* resonance is maximized at 

normal incidence (i.e., parallel to the bond axis), while the σ* resonance is greatest at grazing 

incidence (see Figure 1.9). 

 

Figure 1.9 – Schematic representation for the angular dependency of π* and σ* resonances in the NEXAFS 

spectrum for a π-bonded diatomic molecule adsorbed with its molecular axis normal to the surface (adapted 

from [44]). 

       The dependence of the resonance intensities on the orientation of the electric field vector 

relative to the molecular axes is displayed in Figure 1.10 for the C K-shell NEXAFS spectra of CO 

on Mo(110) and of ethylene (C2H4) on Ag(100). The spectra of the two chemisorbed systems are 

recorded at normal X-ray incidence (i.e., when the electric field vector lies in the surface plane, 

upper panels) and grazing X-ray incidence angle (i.e., when the electric field vector form a 20° 

angle from the surface normal, lower panels). 
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Figure 1.10 – Polarization dependence of resonances in C K-shell NEXAFS spectra. Left side: CO on 

Mo(110), right side: C2H4 on Ag(100) (adapted from [1]). 

 

      In the following treatment, the electric field vector is used as a pointer, and the X-rays are 

assumed to be perfectly linearly polarized. Starting with CO on Mo(110), when the electric field 

vector is parallel to the surface, only one peak around 287 eV, corresponding to the * resonance, is 

found, while, for the electric field vector nearly perpendicular to the surface, this peak is 

significantly less intense, and a higher-energy peak, associated to the * resonance, is visible 

around 304 eV; these considerations indicate that the molecule stands up on the surface. In 

analyzing the recorded spectra for C2H4 on Ag(100), one has to keep in mind that, unlike CO, the 

C2H4 molecule typically bonds to metal atoms and surfaces in a side-on geometry, due to its 

preference to form " bonds" to metal atoms
52

. Similarly to CO, the bonding is made of two 

contributions, namely, a donor bond between the occupied C-C  orbital of the molecule and a  

orbital of the metal, and an acceptor bond in which the metal d-p and * antibonding orbitals of 

the molecule are implicated
53,54

. The most interesting aspect regarding the two spectra relative to 

C2H4 on Ag(100) concerns the opposite angular dependence of the * and * resonances (both 

associated to the C=C double bond of the molecule) to that of CO. Indeed, since the * resonance is 

found for the electric field vector nearly perpendicular to the surface, and the * resonance for the 

electric field vector parallel to the surface, one can conclude that the molecule is lying down on the 

surface, i.e., with the C-C axis parallel to it. In the spectrum recorded for the electric field vector 

parallel to the surface, a resonance associated to *(C-H) states is visible around 288.5 eV. Since 

the intensity of this peak is higher for this polarization, this implies that the C-H bonds lie in a plane 

parallel to the surface (or close to that plane); therefore, the molecule orients itself on the surface. 
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1.2 X-Ray Photoelectron Spectroscopy (XPS) 

 

        Photoelectron spectroscopy is a well-suited method to investigate the electronic structure of 

molecules, solids and surfaces, and has been employed in several fields, e.g., surface chemistry and 

material science, providing important contributions to the understanding of fundamental principles 

in solid state physics. It was developed by Siegbahn, who originally introduced it as Electron 

Spectroscopy for Chemical Analysis (ESCA) to point out its importance in surface chemistry
55

. 

       This technique is based on the photoelectric effect, which was discovered by Einstein in 1905
56

; 

this process involves the emission of electrons from a sample following the interaction with photons 

of X-ray energy (in the order of the keV). The initial N-electron state evolves toward a final N-1 

electron bound state (ion) and a free electron in the electronic continuum. The one-electron 

approximation is adequate to describe the photoemission model; however, it is not able to take into 

account any interaction between the hole, formed upon the photoemission process, and the 

surrounding electrons. The main difference between the final state and the initial one lies, to a first 

approximation, in the presence of the hole; this corresponds to employ the N one-electron wave 

functions (orbitals) solutions of the one-particle Schrödinger equation to build the Slater 

determinants of both initial and final states (characterized by N and N−1 electrons, respectively). 

The BE of the core electron is given by the difference between the total energies associated to the 

two Slater determinants. According to Koopmans’ theorem
57

, the BE of the core electron 

corresponds, in modulus, to the energy of the core orbital. However, the effective photoelectron BE 

does not correspond to that predicted by Koopmans’ theorem, since the energy of the final state is 

reduced by relaxation phenomena induced by the creation of the core-hole; this aspect will be 

further discussed in the Theoretical methods Section (see Paragraph 2.5.7). 

     The quantity that is actually measured in XPS experiments is the kinetic energy (𝐾𝐸) of the 

emitted photoelectron as a result of the core-hole formation. During the photoemission process, the 

sample is irradiated with a monochromatic electromagnetic radiation of frequency ν; the latter is 

kept fixed, and must be higher than the BE of the core electron. This implies that the following 

energetic balance must be satisfied: 

      𝐾𝐸 = ℎ𝜈 − 𝐵𝐸                                                                                                                        (1.13) 

For samples in gas phase, the BE corresponds to the IP of the emitted core electron. The latter is 

defined as the minimum energy to excite a core-electron to the continuum of states above the 

vacuum level, and can be calculated as the energy difference between the N-1 electron and the N-

electron systems, as follows: 

      𝐼𝑃= 𝐸𝑁−1 − 𝐸0
𝑁                                                                                                                                        (1.14) 



 

25 

 

For solid phase samples, one must consider the work function, ф, which represents the minimum 

energy to extract an electron from a surface to the vacuum level with zero kinetic energy. Therefore, 

the corresponding energetic balance can be written as: 

     𝐾𝐸 = ℎ𝜈 − 𝜙                                                                                                                                            (1.15) 

The core-excited state relaxes upon ionization, and the vacancy is filled by an electron from a 

higher level which can lead to either X-ray fluorescence or Auger emission. 

      Non-equivalent atoms of the same element in a molecule give rise to distinct peaks at different 

BEs. From core BEs, it is possible to obtain physical and chemical information (e.g., the oxidation 

state) of the investigated atomic species. The BE chemical shifts are influenced by the chemical and 

geometric environment of the ionized atomic site, in terms of electronic density (initial state effects) 

and electronic relaxation (final state effects). Generally, a different electronic density distribution on 

non-equivalents atoms causes a shift on the corresponding IP. In particular, a decrease of the 

electronic density leads to an increase of the IP (de-shielding effect), whereas an increase of the 

electronic density corresponds to a decrease of the IP (shielding effect); these trends can be 

rationalized by the different effective nuclear charge (𝑍𝑒𝑓𝑓) felt by the core-electrons according to 

the different charge densities. For instance, the presence of an electronegative atom (e.g., O) 

increases the IP of a less electronegative atom (e.g., C) bonded to it: as a result of the electronic 

attraction, the electrostatic shielding at the C nucleus decreases with a consequent increase of the 

corresponding IP. 

      Furthermore, XPS can be exploited as surface-sensitive technique in the study of the outermost 

atomic layers of surfaces. The great surface-sensibility derives from the short mean free path of the 

low-energy electrons in the materials; indeed, for an energy interval in the range from some eV to 

keV, the mean free path is reduced to few tens of Å. The energy of the photons typically employed 

in XPS experiments is up to 1500 eV; the penetrating power of these photons in solid surfaces is of 

the order of 1-10 µm.
58 The interaction of photoemitted electrons with the solid surface allows for a 

sensitivity of only some tens of Å.
59

 The propagated photoelectrons in the solid can be elastically or 

in-elastically scattered: in the first case, the electrons escape the solid without losing their kinetic 

energy, while in the second one, electrons loose part of it in coming out from the solid. A peculiar 

aspect to consider in XPS experiments on surfaces is that core levels often have a BE that differs 

between bulk and surface atoms due to the changed potential at the surface
58

; this usually 

determines the detection of two distinct components in the substrate photoemission peaks. 
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2. Theoretical methods 

    2.1 Hartree-Fock method  

         Since the birth of quantum mechanics, the search for approximate solutions to the electronic 

Schrödinger equation has been of great interest for quantum chemists. In the resolution of many-

electron problems, the Hartree-Fock (HF) method has played an important role, elucidating the 

bases of modern quantum chemistry. The central idea of the HF approximation is to reduce the 

complicated many-electron problem to a one-electron problem in which the repulsion among 

electron pairs is treated in an average way. Electrons are treated as independent particles; therefore, 

electronic correlation is not taken into account. To include electron correlation in the multi-

electronic wave function, the HF method represents a good starting point for more elaborate many-

body theories (e.g., Configuration Interaction, Coupled Cluster and Moller-Plesset perturbation 

theory). A robust alternative to HF methods used in the case of very large systems is represented by 

Density Functional Theory (DFT), which treats both exchange and correlation energies, although in 

an  approximate way. Indeed, it is common to perform calculations that are a hybrid of the two 

methods, such as the popular B3LYP scheme
60

.        

    Within the HF approach, according to the independent-particle approximation and the Pauli 

exclusion principle, the ground state of an N-electron system described by an electronic 

Hamiltonian H can be built through a single Slater determinant, i.e., an antisymmetric product of 

individual electron spin orbitals
61

: 

    |Ψ0⟩ = |12…
𝑁
⟩.                                                                                                                                (2.1) 

According to the variational principle, the best wave function of this functional form is the one 

which gives the lowest energy:              

   𝐸0 = ⟨Ψ0|𝐻|Ψ0⟩,                                                                                                                                        (2.2) 

where H denotes the full electronic Hamiltonian. The problem therefore consists in finding a set of 

spin orbitals {
𝑎
} such that |Ψ0⟩ corresponds to the best approximation to the ground state of the N-

electron system. The spin orbitals {
𝑎
} can be systematically varied until the minimum of the 

energy 𝐸0 is reached, with the constraint of preserving the orthonormality condition: 

      ⟨
𝑎
|
𝑏
⟩ = 𝛿𝑎𝑏                                                                                                                              (2.3)   
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In this way, it is possible to derive an equation, whose solutions correspond to the best spin orbitals 

(i.e., the ones that minimize 𝐸0). This equation is the HF integro-differential equation, and has the 

following form: 

   ℎ(1)
𝑎
(1) + ∑ [∫𝑑𝒙2|𝑏(2)|

2
𝑟12
−1]𝑎(1) − ∑ [∫𝑑𝒙2|𝑋𝑏

∗(2)|2
𝑎
(2)𝑟12

−1]𝑏≠𝑎𝑏≠𝑎 
𝑏
(1) = 𝜀𝑎𝑎(1)     (2.4) 

where ℎ(1) = −
1

2
∇1
2 − ∑

𝑍𝐴

𝑟1𝐴
𝐴  is the kinetic energy and potential energy for attraction to the nuclei 

experienced by electron 1, while 𝜀𝑎 is the energy of the spin orbital 
𝑎
. It is worth noting that the 

two terms in Eq. (2.4) involving sums over b are those that represent the repulsion among electron 

pairs in single determinant HF theory; in particular, the first one is the Coulomb term, while the 

second one is the exchange term, which derives from the antisymmetric nature of the electronic 

wave function. Without these two terms, Eq. (2.4) is reduced to a one-electron Schrödinger equation 

for the spin orbital states of a single electron in the field of the nuclei: 

    ℎ(1)
𝑎
(1) =  𝜀𝑎 𝑎(1).                                                                                                               (2.5) 

The Coulomb term represents the total averaged one-electron coulomb potential acting on electron 1 

in 
𝑎
, arising from the N-1 electrons in the other spin orbitals; it is thus convenient to define a 

Coulomb operator: 

   𝐽𝑏(1) = ∫𝑑𝒙2|𝑏(2)|
2
𝑟12
−1,                                                                                                           (2.6) 

which represents the average local potential at 𝒙1 arising from an electron in 
𝑏
. Therefore, the 

effect of 𝐽𝑏(1) when operating on a spin orbital 
𝑎
(1) is the following: 

   𝐽𝑏(1)𝑎(1) = [∫𝑑𝒙2𝑏
∗ (2)𝑟12

−1
𝑏
(2)]

𝑎
(1) .                                                                                (2.7) 

By introducing an exchange operator 𝐾𝑏(1) acting on a spin orbital 
𝑎
(1), the HF integro-

differential equation (Eq. 2.4) can be rewritten as:     

   [ℎ(1) + ∑ 𝐽𝑏(1) − ∑ 𝐾𝑏(1)𝑏≠𝑎𝑏≠𝑎 ]
𝑎
(1) = 𝜀𝑎 𝑎(1),                                                               (2.8) 

where the effect of 𝐾𝑏(1) when operating on a spin orbital 
𝑎
(1) is the following: 

    𝐾𝑏(1)𝑎(1) = [∫𝑑𝒙2𝑏
∗ (2)𝑟12

−1
𝑎
(2)]

𝑏
(1).                                                                               (2.9) 
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The operator in square brackets in Eq. (2.8) is different for every spin orbital 
𝑎
on which it operates 

(due to the restricted summation over 𝑏 ≠ 𝑎). Now, considering the effect of the Coulomb and 

exchange operators on the spin orbital 
𝑎
(1) (Eqs. 2.7 and 2.9), it follows that: 

     [𝐽𝑎(1) − 𝐾𝑎(1)]𝑎(1) = 0.                                                                                                      (2.10) 

It is therefore possible to add this term to Eq. (2.8), eliminating the restriction on the summation, 

and defining a Fock operator 𝑓 as: 

      𝑓(1) = ℎ(1) + ∑ [𝐽𝑏(1) − 𝐾𝑏(1)]𝑏 .                                                                                        (2.11) 

The Fock operator therefore corresponds to the sum of the core-Hamiltonian operator ℎ(1) and the 

HF potential 𝑣𝐻𝐹(1), which represents the average potential experienced by electron 1 due to the 

presence of the other electrons: 

     𝑣𝐻𝐹(1) =  ∑ [𝐽𝑏(1) − 𝐾𝑏(1)]𝑏 .                                                                                                (2.12) 

The HF equations now assume their usual form: 

     𝑓|
𝑎
⟩ = 𝜀𝑎|𝑎⟩,                                                                                                                          (2.13) 

that is an eigenvalue equation with the spin orbitals as eigenfunctions and their energy as 

eigenvalues; the exact solutions correspond to the “exact” HF spin orbitals. 

     However, since 𝑣𝐻𝐹(1) depends on the spin orbitals (i.e., the Fock operator depends on the Fock 

orbitals), Eq. (2.13) is nonlinear and must be solved iteratively; this procedure is known as Self-

Consistent Field (SCF). It consists in making an initial guess at the spin orbitals to calculate the 

average field seen by each electron, and then solve the eigenvalue equation (Eq. 2.13) by 

considering a new set of spin orbitals. By using the latter, a new 𝑣𝐻𝐹can be obtained; the procedure 

is repeated until self-consistency, namely, when 𝑣𝐻𝐹does not change further, and the spin orbitals 

employed to build the Fock operator correspond to its eigenfunctions. 

    The solution of Eq. (2.13) provides a set {
𝑘
} of orthonormal HF spin orbitals with orbital 

energies {𝜀𝑘}. The N spin orbitals with the lowest energies are denoted as occupied or hole spin 

orbitals, and are used to build |Ψ0⟩, which, in this way, corresponds to the best approximation to the 

ground state of the N-electron system. The remaining members of the set {
𝑘
} are called virtual, 

unoccupied, or particle spin orbitals. Although Eq. (2.13) has an infinite number of solutions and 
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virtual spin orbitals, it is in practice solved by introducing a finite set of basis functions {ϕ
𝜇
} to 

expand the spin orbitals, and then solving matrix eigenvalue equations for the expansion 

coefficients. It is evident that the larger and more complete the set of basis functions {ϕ
𝜇
} is, the 

greater will be the flexibility in the expansion for the spin orbitals, and the lower will be the 

expectation value of E0 (Eq. 2.2). Therefore, as one approaches the HF limit, the obtained spin 

orbitals approach the “exact” HF spin orbitals. 

     Finally, it is necessary to point out that the HF wave function usually gives 99% of the exact 

energy; the difference between the exact nonrelativistic ground state energy of the system and the 

HF-limit energy corresponds to the correlation energy. Moreover, the HF approximation breaks 

down in cases where degeneracies or near-degeneracies occur between electronic configurations, 

such as in bond dissociation processes, and along the reaction path for symmetry-forbidden 

chemical reactions; it therefore represents a valid approximation for most molecules around their 

equilibrium geometry, but cannot be in general employed as a qualitatively correct model for 

potential energy surfaces. In the next Paragraphs, methods including electron correlation in the 

multi-electron wave function, such as the Configuration Interaction (CI), Multi-Configuration Self-

Consistent Field (MCSCF), and Complete Active Space Self-Consistent Field (CASSCF) will be 

outlined. 

   2.1.2 Koopmans’ theorem 

      Koopmans’ theorem provides a way of calculating approximate ionization potentials and 

electron affinities by assuming that, upon the removal of an electron from a MO to form a positive 

ion, the MOs of the ion are the same to those of the neutral molecule (i.e., frozen orbital 

approximation).
57

 The main advantage in using this theorem relies on the fact that it is not necessary 

to calculate the two separate energies of the neutral molecule and of its corresponding ion in order 

to determine the ionization energy and electron affinity of a molecule. 

      Koopmans’ theorem: Given an N-electron HF single determinant |𝑁Ψ0⟩ with occupied and 

virtual spin orbital energies, then the ionization potential to produce an (N-1)-electron single 

determinant |𝑁−1Ψ𝑎⟩ with identical spin orbitals, obtained by removing an electron from spin orbital 


𝑎
, and the electron affinity to generate an (N+1)-electron single determinant |𝑁+1Ψ𝑟⟩ with identical 

spin orbitals, obtained by adding an electron to spin orbital 
𝑟
, just correspond to the negative of the 

orbital energy 𝜀𝑎 of the spin orbital 
𝑎
, and of the orbital energy 𝜀𝑟 of the spin orbital 

𝑟
. 



 

30 

 

 Proof: 

    Let’s first consider the removal of an electron from the N-electron state 

|𝑁Ψ0⟩ =  |12… 
𝑐
… 

𝑁
⟩. The removal of an electron from the spin orbital 

𝑐
 generates a (N-1)-

electron single determinant state |𝑁−1Ψ𝑐⟩  =  |12… 
𝑐−1


𝑐+1
… 

𝑁
⟩, where the remaining N-1 spin 

orbitals in |𝑁−1Ψ𝑐⟩ are identical to those in the N-electron state |𝑁Ψ0⟩. In second quantization, this 

is done by annihilating an electron in 
𝑐
, so that: 

      |𝑁−1Ψ𝑐⟩ = 𝑎𝑐|
𝑁Ψ0⟩.                                                                                                                (2.14) 

The ionization potential of |𝑁Ψ0⟩ for this process is given by: 

     IP =N-1Ec − NE0,                                                                                                                                                                                                           (2.15) 

where N-1Ec and NE0 represent the expectation values of the energy of the two relevant single 

determinants: 

      N-1Ec = ⟨ 𝑁−1Ψ𝑐|H| 
𝑁−1Ψ𝑐⟩,                                                                                                       (2.16) 

      NE0 = ⟨ 𝑁Ψ0|H| 
𝑁Ψ0⟩.                                                                                                                               (2.17)                        

The energy of a single determinant is: 

    𝐸 = ∑ ⟨𝑖|ℎ|𝑖⟩𝑜𝑐𝑐
𝑖 +

1

2
∑ ∑ ⟨𝑖𝑗||𝑖𝑗⟩𝑜𝑐𝑐

𝑗
𝑜𝑐𝑐
𝑖 ,                                                                                       (2.18) 

where the summations go over all spin orbitals occupied in the determinant. Therefore, 

     NE0 = ∑ ⟨𝑎|ℎ|𝑎⟩ +𝑎
1

2
∑ ∑ ⟨𝑎𝑏||𝑎𝑏⟩𝑏𝑎 ,                                                                                                     (2.19)                                     

where the indexes a, b, …  denote the spin orbitals occupied in |𝑁Ψ0⟩, and: 

    N-1Ec =  NE0 −⟨𝑐|ℎ|𝑐⟩ −
1

2
∑ ⟨𝑎𝑐||𝑎𝑐⟩ −

1

2
∑ ⟨𝑐𝑏||𝑐𝑏⟩𝑏≠𝑐 =𝑎≠𝑐

 NE0 −⟨𝑐|ℎ|𝑐⟩ − ∑ ⟨𝑎𝑐||𝑎𝑐⟩𝑎≠𝑐 .    (2.20) 

The ionization potential is therefore given by: 

   IP = NE0 − ⟨𝑐|ℎ|𝑐⟩ − ∑ ⟨𝑎𝑐||𝑎𝑐⟩𝑎≠𝑐 − NE0 = −⟨𝑐|ℎ|𝑐⟩ − ∑ ⟨𝑎𝑐||𝑎𝑐⟩𝑎≠𝑐 = −𝜀𝑐.                        (2.21)              
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Hence, in the single determinant and frozen orbital approximation, occupied spin orbital energies 

represent the opposite of the energy required to remove an electron from that spin orbital. Since 

orbital energies of occupied states are negative, ionization potentials are positive. 

    Let’s consider now the process of adding an electron to one of the virtual spin orbitals 
𝑟
to 

generate the (N+1)-electron single determinant |𝑁+1Ψ𝑟⟩ = |
𝑟

1

2
… 

𝑁
⟩, where the remaining spin 

orbitals are identical to those in |𝑁Ψ0⟩. In second quantization, this is done by creating an electron 

in 
𝑟
, so that: 

      |𝑁−1Ψ𝑐⟩ = 𝑎𝑟
†|𝑁Ψ0⟩                                                                                                                 (2.22) 

The electron affinity for this process is equal to: 

      𝐸𝐴 = NE0 − N+1Er                                                                                                                                                                               (2.23) 

where N+1Er is the energy of the single determinant, and is expressed as: 

    N+1Er  = ⟨ 𝑁+1Ψr|H| 𝑁+1Ψr⟩                                                                                                                    (2.24) 

Therefore, the electron affinity is equal to: 

    𝐸𝐴 =  −⟨𝑟|ℎ|𝑟⟩ −
1

2
∑ ⟨𝑎𝑟||𝑎𝑟⟩𝑎 −

1

2
∑ ⟨𝑟𝑏||𝑟𝑏⟩𝑏 = −⟨𝑟|ℎ|𝑟⟩ − ∑ ⟨𝑟𝑏||𝑟𝑏⟩𝑏 = −𝜀𝑟                  (2.25)         

If 𝜀𝑟 is negative, the electron affinity is positive (i.e., the (N+1)-electron single determinant 

|𝑁+1Ψ𝑟⟩ is more stable than the N-electron state |𝑁Ψ0⟩). 

      Koopmans’ theorem generally provides ionization energies in qualitative agreement with the 

experimental ones (within errors of less than 2 eV) , but often bad values for electron affinities
62,63

. 

The neglect of orbital relaxation and of electron correlation represent the two main sources of error; 

the former is related to the changes in the Fock operator and HF orbitals when changing the number 

of electrons in the system, while the latter refers to the validity of building the many-body wave 

function through a single Slater determinant. By going beyond one-determinantal schemes (i.e., by 

considering electron correlation effects), further corrections to Koopmans' theorem are obtained: 

since correlation energies are higher for systems with a high number of electrons, correlation effects 

determine a cancellation of the relaxation error for ionization energies, but add up to it in the case of 

electron affinities
64

. 
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2.2 Configuration Interaction (CI) 

    Configuration Interaction (CI, [65]) is a post-HF linear variational method that allows the 

solution of the nonrelativistic Schrödinger equation for a quantum chemical multi-electron system 

within the Born–Oppenheimer approximation
66

. However, due to the high computation time and 

large memory required, it is limited to relatively small systems. 

    In order to take into account electron correlation, CI employs a variational wave function that is a 

linear combination of Slater determinants corresponding to electronic configurations in which 

electrons are excited to virtual orbitals, i.e., orbitals that are not occupied in the HF reference state. 

Therefore, such determinants represent excited states; their contribution to the total wave function 

of the ground state in general decreases with the order of excitation. Within this approach, the term 

interaction therefore indicates the mixing (interaction) of different electronic configurations 

(states). The central idea of the CI approach is the diagonalization of the N-electron Hamiltonian in 

a basis of N-electron Slater determinants. The exact many-electron wave function is therefore 

expressed as a linear combination of N-electron trial functions: 

    |Ψ𝐶𝐼⟩ = 𝑐0|Ψ𝐻𝐹⟩ + ∑ 𝑐𝑆𝑆 |Φ𝑆⟩ + ∑ 𝑐𝐷𝐷 |Φ𝐷⟩ + ∑ 𝑐𝑇𝑇 |Φ𝑇⟩ +  … = ∑ 𝑐𝑖𝑖 |Φ𝑖⟩                                  (2.26) 

where subscripts S, D, T denote determinants that are singly, doubly, triply, excited, respectively, 

relative to the HF configuration. 

     In principle, this approach gives an exact solution of the many-electron problem; if the basis set 

were complete, the exact energy would be obtained not only for the ground state, but also for all 

excited states. In practice, it is possible to handle only a finite set of N-electron trial functions; as a 

consequence, only upper bounds to the exact energies are obtained. Since the number of N-electron 

determinants is huge even in the case of small molecules and one-electron basis sets of moderate 

size, it is necessary to truncate the trial function and employ only a fraction of all possible N-

electron functions; this can be done by considering that there is no mixing of wave functions with 

different spin. The linear combination in Eq. (2.26) can be reduced to a basis of states with the same 

spatial and spin symmetry by considering the symmetry properties of the system; the resulting 

linear combinations of determinants are called Configuration State Functions (CSFs). If the 

expansion in Eq. (2.26) contains all possible CSFs of the appropriate symmetry, it represents a full 

CI procedure which provides an exact solution of the electronic Schrödinger equation in the given 

basis. Given the trial function of Eq. (2.26), the corresponding energies can be obtained by means of 

the linear variational method. This can be done by finding the eigenvalues of the matrix 
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representation of the Hamiltonian in the basis of the N-electron functions. In particular, the lowest 

eigenvalue is an upper bound to the ground state energy of the system, while the higher eigenvalues 

represent upper bounds to the excited state energies. The difference between the lowest eigenvalue 

and the HF energy calculated within the same one-electron basis corresponds to the basis set 

correlation energy. The latter approaches the exact correlation energy as the one-electron basis set 

approaches completeness; however, the basis set correlation energy is exact only within the 

subspace spanned by the one-electron basis. 

2.3 Multi-Configuration Self-Consistent Field (MCSCF) 

    The Multi-Configuration Self-Consistent Field (MCSCF, [67]) is a quantum chemistry method 

used to describe the electronic structure of chemical systems for which a single-electron 

configuration is not adequate; in particular, the HF energy is corrected by including the static part of 

the correlation (also known as near degeneracy effect). The MCSCF method employs a linear 

combination of CSFs to approximate the exact electronic wave function of the system. The set of 

coefficients in front of the determinants in Eq. (2.26), and the MOs employed for the construction 

of the determinants are both variationally optimized to get the total electronic wave function with 

the lowest possible energy. This method can be considered as a combination between CI (where 

only the expansion coefficients are optimized) and HF (where there is only one determinant, but 

orthonormal MOs are varied). The MSCF wave function therefore corresponds to a truncated CI 

expansion, as follows:  

        |Ψ𝑀𝐶𝑆𝐶𝐹⟩ = ∑ 𝑐𝐼𝐼 |Ψ𝐼⟩                                                                                                                                         (2.27) 

where a single determinant (or a linear combination of determinants, a CSF) can be used to build 

Ψ𝐼. If only one determinant is included in the expansion, for a closed-shell system, the MCSCF 

corresponds to the HF method. However, the general equations to solve to get the MCSCF wave 

function are much more involved than Roothan’s restricted HF equations. 

      In MCSCF, the choice of the most important configurations to describe the property of interest 

is fundamental, and several implementations of this approach based on different choices of  Ψ𝐼 and 

the optimization methods are nowadays available. Among them, the CASSCF, which will be 

outlined in the next paragraph, can be mentioned. 
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2.4 Complete Active Space Self-Consistent Field (CASSCF) 

    The Complete Active Space Self-Consistent Field (CASSCF) is a specific type of MCSCF 

method which has been put forward by Roos et al. .
68

 This method is frequently employed  in the 

study of chemical reactions, and is able to provide accurate results for potential energy surfaces; 

therefore, it is also used as starting point for higher-level multireference methods.  

    Within the CASSCF method, the number of determinants or CSFs employed in the CI expansion 

is reduced by dividing the orbitals into two subspaces. In the first subspace (inactive space), all 

orbitals are doubly occupied; these orbitals are not expected to contribute to near-degeneracy 

correlation effects (e.g., core orbitals). In the second subspace (active space), a full-CI expansion is 

considered by including electrons and orbitals that contribute most to the multireference character 

of the system. The inactive orbitals have occupation numbers exactly equal to 2, while the 

occupation numbers of the active orbitals vary between 0 and 2. The total electronic wave function 

is therefore expressed as a linear combination of all the configurations that satisfy the given spin 

and space symmetry requirements in the N-electron space, and is complete in the configurational 

space spanned by the active orbitals.  

    The choice of the correct active space is crucial, and an a priori knowledge of the investigated 

system is required. The partitioning between active and inactive orbitals is determined by the target 

system and the properties to study. Moreover, one has to consider the effective number of electrons 

and orbitals that can be included in the active space, since the CI expansion increases exponentially 

with respect to the number of electrons and orbitals. The approach is generally limited to a 

maximum of 15 active electrons in 15 orbitals; however, this is strongly dependent on the memory 

and disk storage in the available software packages. The outlined procedure can be indicated as 

[n,m]-CASSCF, where n electrons are distributed in all possible ways in m orbitals. 

     The main advantage of this method is that it can be applied to both excited states and the ground 

state in a single framework. Furthermore, it is well defined on the whole potential energy surface of 

a chemical reaction, if an appropriate active space is employed. However, it cannot be applied to 

systems which required a larger active space due to the high computational costs. In particular, 

there is a factorial dependence on both the number of active electrons and that of active orbitals, 

which determines the scaling of the method with the size of the system.  
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The number of Slater determinants in a full CI calculation is equal to: 

       𝑛𝑆𝑙𝑎𝑡𝑒𝑟 = (
𝑀
𝑁𝛼
) (𝑀

𝑁𝛽
)                                                                                                                (2.28) 

where M denotes the number of active orbitals, 𝑁𝛼and 𝑁𝛽 are the numbers of active electrons with 

spin  and , respectively, while the quantities in the parentheses represent the binomial 

coefficients: 

     (𝑎
𝑏
) =

𝑎!

𝑏!(𝑎−𝑏)!
                                                                                                                                             (2.29) 

If spin adapted CSFs are employed, the number of configurations is given by the Weyl-Robinson 

formula
67

, as follows: 

     𝑛𝐶𝑆𝐹𝑠 =
(2𝑆+1)

𝑀+1
( 𝑀+1
𝑀−𝑁/2−𝑆

) ( 𝑀+1
𝑁/2−𝑆

)                                                                                                       (2.30) 

where S is the total spin and N the total number of active electrons.  

2.5 Density Functional Theory (DFT) 

   Density Functional Theory (DFT) is a well-consolidated quantum-mechanical method, adopted in 

computational physics and chemistry for the description of the electronic structure of many-body 

systems (e.g., atoms, molecules and solids).
69

 In the last few decades, DFT has greatly expanded the 

application of quantum-mechanical principles in the investigation of complex systems.  

    The complete neglect of the electronic correlation in HF methods is overcome in DFT with no 

increase in computational cost. Indeed, DFT is able to provide a better description of the 

multielectronic structure at a lower computational cost; in particular, DFT has proven to give very 

accurate results in the computation of geometries, interatomic distances and vibrational frequencies. 

In DFT, the electronic structure of atoms, molecules and solids is rigorously described by the 

electronic density instead of the multielectronic wave function. The energy of the system is a 

functional of the electronic density. Unlike the wave function, which is a purely mathematical 

construct, the electronic density is a physical observable. Furthermore, the multielectronic wave 

function depends on 4N variables (i.e., 3 spatial variables for each electron, and a spin variable), 

while the electronic density is a function of only three variables (i.e., x, y, and z). Considering the 

computational complexity, another strength of DFT is that it grows much less quickly than ab initio 

methods with the system’s dimension, such as HF and post-HF. Indeed, given N the number of 
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atoms, DFT scales as N
3
, whereas the simple HF method scales as N

4
; as a result, DFT represents 

the method of choice when dealing with very large systems. 

    2.5.1 The electronic Hamiltonian 

      The electronic structure of a molecular system with N interacting electrons is determined 

through the solution of the time-independent electronic Schrödinger equation by assuming the 

Born-Oppenheimer approximation
66

:       

        HΨ = EΨ,                                                                                                                             (2.31)                                                                                                                            

where  is the wave function describing the state of the system and depending on electronic 

coordinates,  = (x1,x2,…,xn), E is the associated total energy, and H is the electronic 

Hamiltonian operator. The latter can be expressed as follows: 

       𝐻 = Te + Vee + Vext = ∑ (−
1

2
∇i
2)N

i=1 + ∑
1

|𝐫i−𝐫j|

N
i<j +∑ vext

N
i=1 (𝐫i),                               (2.32) 

where the first term represents the kinetic energy of the electrons, the second is the electron-electron 

repulsion energy, and the last term is the external potential (i.e., the attractive potential generated by 

the nuclei). It is necessary to point out that the exact solution of the Schrödinger equation is 

hampered by the presence of the two-body electronic potential term. 

    The eigenvalue equation (Eq. 2.31) can be reformulated by calculating the expectation value of 

the total energy, as follows: 

     𝐸 = ⟨Ψ|H|Ψ⟩ = ⟨Ψ|𝑇 + 𝑉𝑒𝑒 + 𝑉𝑒𝑥𝑡 |Ψ⟩ = 

          = −
1

2
 ∫∇1

2 𝜌1(𝒓1
′ , 𝒓1)

|𝒓1
′− 𝒓1|

|
𝒓1
′= 𝒓1

𝑑𝒓1 +
1

2
∬
𝜌(𝒓𝟏,𝒓2)

|𝒓𝟏− 𝒓2|
𝑑𝒓1𝑑𝒓2 + ∫𝑣𝑒𝑥𝑡(𝒓)𝜌(𝒓)𝑑𝒓                                          (2.33)                                 

where 𝜌(𝒓) denotes the electronic density, and represents the probability of finding an electron of 

arbitrary spin within a volume element dr, as follows:     

     𝜌(𝒓) = 𝑁∫…∫ |Ψ(x1, x2, ⋯ x𝑁)|
2 𝑑s1𝑑x2⋯𝑑x𝑁,                                                                        (2.34)                                                                                                       

while 𝜌2(𝒓1, 𝒓2) is the two-particle density function given by: 

     𝜌2(𝒓1, 𝒓2) =
𝑁(𝑁−1) 

2
∫…∫ |Ψ(x1, x2, ⋯ x𝑁)|

2 𝑑s1𝑑s2𝑑x3⋯𝑑x𝑁                                            (2.35)                                                                                    

which represents the probability of finding two electrons simultaneously within the volume 

elements dr1 and dr2. In particular, if Ψ is normalized, 𝜌(𝒓) gives the number of electrons by 

quadrature, as follows: 

     ∫ 𝜌(𝒓)𝑑𝒓 = N.                                                                                                                                (2.36) 



 

37 

 

If the wave function is an anti-symmetric product of  ϕ
i
(𝐫) mono-electronic functions,  𝜌(𝐫) is the 

sum of the probability densities (i.e., probabilities per unit of volume) associated with each ϕ
i
(𝐫):  

    𝜌(𝒓) = ∑ 𝑛𝑖𝑖  |ϕi(𝐫)|
2                                                                                                                           (2.37)   

                                                    

2.5.2 Functionals 

     The fundamental mathematics concept of DFT is the functional. A functional is a function whose 

independent variables are in turn functions; therefore, the domain of a functional is a set of 

functions, and the functional is an application from the space of functions to the space of real or 

complex numbers. In mathematical notation: 

     𝑦 = 𝐹[𝑓(𝑥)].                                                                                                                                         (2.38) 

 
The value of y is therefore in and of itself dependent on another function. In particular, the total 

energy of a system, 𝐸 = ⟨Ψ|𝐻̂|Ψ⟩ is a functional of the electronic density: 

      𝐸 = 𝐸[𝜌].                                                                                                                                 (2.39) 

Likewise, the number of electrons 𝑁 = 𝑁[𝜌]: 

     𝑁 = ∫𝜌(𝒓)𝑑𝒓,                                                                                                                         (2.40) 

where the last equation is a consequence of the normalization of the wave function, Ψ. 

 

The variation of a functional is given by: 

  

   𝐹[𝑓 + 𝛿𝑓] − 𝐹[𝑓] =  ∫
𝛿𝐹

𝛿𝑓(𝑥)
𝛿𝑓(𝑥) 𝑑𝑥 + O(𝛿𝑓)2                                                                           (2.41) 

 
where δf represents an infinitesimally small function, and O(δf)

2 
collects all terms proportional to 

the higher powers of δf. 

 

2.5.3 The Thomas-Fermi model 

       A variant of DFT was initially conceived by Llewellyn Thomas and Enrico Fermi in 1927,
70,71

 

immediately following the foundation of quantum mechanics and three years before the devising of 

the HF theory. Thomas and Fermi were able to use statistical considerations to uniformly distribute 

electrons in atoms through some approximations. The most important result of this model is that, 

for the first time, the ground state energy is a functional of the electronic density and not of the 

wave function.  
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       The electronic density is expressed as function of the Fermi momentum, 𝑝𝑓. For the highest 

energy one-electron occupied level, 𝑝𝑓is defined as follows:  

         𝑝𝑓 = ħ𝑘𝑓,                                                                                                                                             (2.42)       

 where 𝑘𝑓 is the Fermi wave vector and is equal to (
3𝜋2𝑁

𝑉𝑓
)

1

3
, in which N is the number of electrons, 

and Vf is the spherical momentum space volume.  

The Fermi energy (i.e., the energy of the highest occupied level in the uniform electron gas) is equal 

to 𝜀𝑓 = 
ħ
2𝑘𝑓
2

2𝑚
; therefore, the electronic density ρ0 for a uniform electron gas is given by: 

       𝜌0 = 
𝑝𝑓
3

3𝜋2ħ3
                                                                                                                                           (2.43) 

In the Thomas-Fermi model of the atom, the functional of the total energy is given by: 

     𝐸𝑇𝐹 [𝜌(𝒓)] = 𝐶𝑇𝐹 ∫ 𝜌
5

3(𝒓)𝑑𝒓 − Z ∫
ρ(𝐫)

r
 𝑑𝒓 + 

1

2
 ∫ ∫

ρ(𝐫)  ρ(𝐫′) 

|𝐫−𝒓′|
 𝑑𝒓 𝑑𝒓′                                           (2.44) 

with 𝐶𝑇𝐹 = 
3

10
 (3𝜋2)

2

3 = 2.871 (in atomic units). 

 
The first term of Eq. (2.44) corresponds to the kinetic energy of electrons, the second one to the 

electrons-nucleus attraction, and the last one to the repulsion among electron pairs. It is necessary to 

point out that Eq. (2.44) represents an approximate form of the rigorous expression for the 

electronic energy, in which only the stabilizing (nucleus-electron) and destabilizing inter-electronic 

classical interactions are considered.  

      Finally, some important considerations on the validity of this model are in order. First, it is 

exact only for the uniform electron gas in the limit of an atomic number Z → ∞, as it gives a 

rational description only of the charge density for heavy atoms.
72

 Furthermore, it cannot provide 

accurate results in atomic and molecular systems, since it is not able to self-consistently represent 

the atomic shell structure, and gives errors of about 10% in the resulting energies. Finally, the 

existence of any chemical bonds cannot be shown, since, for an aggregate of atoms, it states that the 

minimum energy is given by nuclei at infinite distance.
73

 

2.5.4 The birth of modern DFT: Hohenberg and Kohn theorems 

     In the 1960s, Hohenberg and Kohn (HK) developed the modern version of DFT by using the 

concepts of the Thomas-Fermi model, and were able to demonstrate that the latter is an approximate 

form of an exact theory.
74

 Originally, the HK theorems held only for non-degenerate ground states 

in the absence of a magnetic field, but then have been generalized by M. Levi and J.P. Perdew 

(Constrained Search Formalism, [75]. 
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    To outline HK theorems, one can consider a system of N electrons and a fixed molecular 

geometry. In the non-relativistic case and adopting the Born-Oppenheimer approximation, the 

electronic Hamiltonian is given by: 

        𝐻 = ∑ (−
1

2
∇𝑖
2)𝑁

𝑖=1 +∑
1

|𝒓𝑖−𝒓𝑗|

𝑁
𝑖<𝑗  + ∑ 𝑣𝑒𝑥𝑡 (𝒓𝑖)

𝑁
𝑖=1                                                                                (2.45) 

where the first term represents the electronic kinetic energy operator (𝑇𝑒), the second one is the 

repulsive potential energy between electrons (Vee), and vext is the external potential.  

First HK theorem: In a finite interacting N-electron system, the external potential, and therefore 

the total energy, is a unique functional of the ground state density, up to an arbitrary additive 

constant.  

It follows that there is a one-to-one correspondence between the external potential and the ground 

state density.
76

 It is worth noting that this theorem does not provide any information neither on the 

analytic form of the energy functional nor on practical ways to get the ground state electronic 

density.  

 

Proof: One considers two potentials, namely, v(r) and v’(r), which give the same ground state 

density ρ
GS

, and which differ by more than a constant (i.e., v(r) - v’(r) ≠ constant). For both 

potentials, the following equality holds: 

          ∫ 𝜌𝐺𝑆 (𝒓)𝑑𝒓 = 𝑁                                                                                                                              (2.46) 

Hence, one obtains: 

        𝐻 = 𝑇𝑒 + 𝑉𝑒𝑒 + ∑ 𝑣(𝒓i)𝑖 , 

       𝐻′ = 𝑇𝑒 + 𝑉𝑒𝑒 + ∑ 𝑣′(𝒓i)𝑖 ,                                                                                                                (2.47) 

      𝐻 − 𝐻′ = ∑ 𝑣(𝒓i)𝑖  −∑ 𝑣′(𝒓i)𝑖  ≠ constant. 

If one assumes that Ψ and Ψ′ are the ground state wave functions of H and H’, respectively, and are 

both normalized: 

      𝐸0 = ⟨Ψ|𝐻|Ψ⟩ < ⟨Ψ′|𝐻′|Ψ′⟩ = ⟨Ψ′|𝐻′ − ∑ (𝑣(𝒓i) − 𝑣
′(𝒓i))𝑖  |Ψ′⟩ = 

            =  𝐸0
′+∫𝜌 (𝒓)[v(𝐫)  −  v’(𝐫)]𝑑𝒓                                                                                                (2.48) 

By analogy: 

 𝐸0
′ = ⟨Ψ′|𝐻′|Ψ′⟩ < ⟨Ψ|𝐻′|Ψ⟩ = ⟨Ψ|𝐻 − ∑ (𝑣(𝒓i) − 𝑣

′(𝒓i))𝑖  |Ψ⟩ = 

        = 𝐸0 + ∫ 𝜌 (𝒓) [𝑣′(𝐫)  −  𝑣(𝐫)]𝑑𝒓                                                                                                 (2.49) 
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By summing the last two equations, one obtains the following contradiction: 

        𝐸0 + 𝐸0
′ < 𝐸0 + 𝐸0

′                                                                                                                      (2.50) 

As both 𝑇𝑒and 𝑉𝑒𝑒 are fixed by the ground state electronic density 𝜌𝐺𝑆, it follows that the 

Hamiltonian is a functional of the ground state density 𝜌𝐺𝑆(r), and, therefore, all eigenstates of the 

Schrödinger equation are functionals of the density (i.e., Ψ[𝜌(𝐫)]). Hence, the energy can be 

expressed as a functional of the density:          

      𝐸[𝜌] =  ⟨Ψ[𝜌]|𝑇𝑒 + 𝑉𝑒𝑒 + 𝑉𝑒𝑥𝑡 |Ψ[𝜌]⟩                                                                                                    (2.51) 

Second HK theorem (variational principle of the energy): the ground state energy 𝐸𝐺𝑆 is always 

smaller or equal to the energy functional evaluated with a trial electronic density ρ(𝒓): 

        𝐸[𝜌(𝒓)] ≥ 𝐸𝐺𝑆                                                                                                                      (2.52) 

 

with [𝜌(𝒓)] ≥ 0 and ∫𝜌(𝒓)𝑑(𝒓) = N 

 

In particular, the equality is verified when 𝜌(𝒓) is the exact electronic density of the ground state. 

 

Proof. One considers that the energy of the ground state is uniquely defined by the ground state 

density 𝜌𝐺𝑆(𝒓): 

        𝐸𝐺𝑆 = 𝐸[𝜌𝐺𝑆] =  〈ΨGS│HGS│ΨGS〉                                                                                       (2.53) 

Furthermore, according to the variational principle, a different density 𝜌(𝒓) necessary gives a 

higher energy, as follows: 

          𝐸𝐺𝑆 = 𝐸[𝜌𝐺𝑆] =  〈ΨGS│HGS│ΨGS〉 < 〈Ψ│HGS│Ψ〉 = 𝐸[𝜌(𝒓)]                                           (2.54) 

The exact density ρGS(𝒓) of the interacting N-electron system can be then calculated by minimizing 

the energy functional E[ρ]. The minimization problem can be solved by introducing a constraint, 

since the system has a constant number of electrons (N). A Lagrangian function can be hence 

defined: 

         𝐿 = 𝐸[𝜌] - 𝜇(∫𝜌(𝒓)𝑑𝒓 − 𝑁),                                                                                             (2.55)           

where 𝜇 denotes the Lagrangian multiplier. 

The minimum condition of the energy functional corresponds to zero functional derivative (Euler 

equation): 

          
𝛿

𝛿𝜌
[𝐸[𝜌] − 𝜇(∫𝜌(𝒓)𝑑𝒓 − 𝑁)] = 0.                                                                                     (2.56)      

Eq. (2.51) can be rewritten by defining a functional for each term of the Hamiltonian: 

         𝐸[𝜌] =  𝐹[𝜌] + ∫ 𝑣𝑒𝑥𝑡 (𝒓) 𝜌(𝒓) 𝑑𝒓,                                                                       (2.57)   
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where 𝑣𝑒𝑥𝑡(𝒓) is the external potential, while F[ρ] represents the Hohenberg and Kohn functional, 

that is a universal functional that does not depend on the external potential, but only on the number 

of electrons N. F[ρ] is given by the sum of two different contributions:   

        F[ρ] = ⟨𝜓|𝑇𝑒 + 𝑉𝑒𝑒|𝜓⟩ =T[ρ]+Vee [ρ],                                                                          (2.58)                                                                                     
  

where Vee [ρ] = VXC[ρ] + J[ρ]. VXC [ρ] is the exchange-correlation potential, while J[ρ] represents the 

classic Coulomb repulsion energy between two electronic densities: 

        J[ρ] = 
1

2
∬
𝜌(𝒓𝟏)𝜌(𝒓𝟐)

|𝒓1− 𝒓2|
 𝑑𝒓1 𝑑𝒓2.                                                                                 (2.59)            

Eq. (2.56) can be therefore rewritten in the following way: 

          
𝛿𝐹[𝜌]

 𝛿𝜌(𝒓)
+ 𝑉𝑒𝑥𝑡(𝒓) = μ.                                                                                                           (2.60)                                                                                             

      It is necessary to point out that the HK functional is defined only for the υ-representable ground 

state densities 𝜌(𝒓). In particular, a υ-representable density is an electronic density obtained from a 

antisymmetric ground state wave function of an Hamiltonian of the form of Eq. (2.45). The N-

representability of an electronic density 𝜌, which is a weaker condition compared to the υ-

representability, is satisfied by the following conditions: 

              𝜌(𝒓)  ≥ 0,  ∫𝜌(𝒓)𝑑𝒓 = 𝑁 and ∫ |∇𝜌(𝒓)
1

2|
2

< ∞.                                                           (2.61) 

      The limitation to υ-representable description is removed by the constraint search formalism
75

, 

which adopts the Rayleigh-Ritz variational principle to determine the ground state energy associated 

with the electronic Hamiltonian of the N-electron system (Eq. 2.45). Despite the fundamental 

formal and conceptual role of the HK functional with the constraint search formalism in DFT, the 

HK functional is unknown. Furthermore, this approach does not give any operative strategy to be 

employed in practice, although it is essential for a formal justification of the theory. In particular, 

the second HK theorem is only an existence theorem from which one cannot extract any 

information on the construction of the ground state energy functional. These limitations can be 

overcome by the Kohn-Sham approach
77

 that will be treated in the next paragraph. 

 

2.5.5 The Kohn-Sham approach 

      The computational scheme of DFT is determined by the Kohn-Sham (KS) equations [Kohn, L.J. 

Sham, Phys. Rev. 1965, 140, A1133-A1138]. In particular, in 1965 Kohn and Sham proposed a 

powerful approach to indirectly treat the kinetic energy functional, introducing orbitals into the 

problem to determine the kinetic energy at a good approximation. 

      Within this approach, along with the “real” system of interacting electrons, one considers a 

“fictitious” system of N non-interacting electrons, but with the same electronic density of that of the 
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“real” system. Therefore, the intractable many-body problem of interacting electrons in a static 

external potential is reduced to a tractable problem of non-interacting electrons moving in an 

effective potential. 

In the “fictitious” system, the KS Hamiltonian (Kohn-Sham Hamiltonian) is given by: 

            𝐻𝐾𝑆 = ∑ [𝑁
𝑖=1 − 

1

2
∇𝑖
2 + 𝑣𝐾𝑆(𝒓𝑖)] = ∑ ℎ𝐾𝑆

𝑁
𝑖=1 (𝑖)                                                                  (2.62) 

where 𝑣𝐾𝑆 is the KS potential and must be determined. It is a local mono-electronic potential that 

has to be chosen so that the density of the KS system is equal to the electronic density of the 

interacting one. The energy functional is expressed as: 

          𝐸𝐾𝑆[ρ] = 𝑇0[ρ] + ∫ρ(𝒓) 𝑣𝐾𝑆 (𝒓),                                                                                         (2.63) 

where 𝑇0[ρ] is the non-interacting kinetic energy functional, and is defined as: 

         𝑇0[ρ] = −
1

2
∑ ⟨ϕ𝑖|∇𝑖

2|ϕ𝑖⟩
𝑁
𝑖=1 .                                                                                                 (2.64)                                     

Hence, Eq. (2.56) becomes: 

        
 𝛿𝐸𝐾𝑆[ρ]

𝛿𝜌(𝐫)
 = 

𝛿𝑇0[ρ]

𝛿𝜌(𝐫)
 + 𝑣𝐾𝑆 (𝒓) = µ                                                                                                           (2.65)                                                                         

providing the exact density of the ground state in the non-interacting system.  

The N-electron ground  state wave function can be constructed through a single Slater determinant, 

with ϕ𝑖(𝒓) orbitals satisfying the time-independent Schrödinger equation: 

          ℎ𝐾𝑆ϕ𝑖(𝒓) = 𝜀𝑖ϕ𝑖(𝒓)                                                                                            (2.66) 

where ℎ𝐾𝑆  =  −
1

2
∇2+ 𝑣𝐾𝑆.                                                                                                           (2.67)                                 

Eq. (2.66) represents the KS mono-electronic equations, whose solutions are the ϕ𝑖(𝒓) orbitals 

(Kohn-Sham orbitals) and the i orbital energies. According to the KS equations, electrons in atoms, 

molecules and solids are independent particles that move in the effective potential 𝑣𝐾𝑆. 

The KS wave functions are functionals of the density ϕi[ρ(𝐫)]: 

     𝜌𝐺𝑆
𝐾𝑆(r) = ∑ |ϕ𝑖(𝒓)|

2𝑁
𝑖=1                                                                                                               (2.68) 

Let’s consider now the case of the real (interacting) system; the energy functional can be written as 

follows:  

      E[ρ] = 𝑇0[ρ] + J[ρ] + 𝐸𝑥𝑐[ρ] + ∫  𝑣𝑒𝑥𝑡 (𝒓) ρ(𝒓)                                                                    (2.69)                                                       

where 𝐸𝑥𝑐[ρ] is the exchange and correlation functional which is defined as: 

    𝐸𝑥𝑐[ρ]= T[ρ] −𝑇0 [ρ] + 𝑉𝑒𝑒[ρ] − J[ρ]                                                                                                  (2.70)                          
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Performing the functional derivatives in Eq. (2.56), one obtains the minimum condition for the real 

system: 

     
𝛿𝑇0

𝛿𝜌
+ ∫

𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓′+

𝛿𝐸𝑋𝐶

𝛿𝜌(𝒓)
+ 𝑣𝑒𝑥𝑡(𝐫)  =  μ                                                                                   (2.71)                    

  Requiring that the two systems have the same electronic density 𝜌(r), the following expression for 

𝑣𝐾𝑆(r) is found: 

      𝑣𝐾𝑆(r) = ∫
𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓′ + 

𝛿𝐸𝑋𝐶

𝛿𝜌(𝒓)
+ 𝑣𝑒𝑥𝑡(r)                                                                                    (2.72)   

where the first term is the electrostatic potential generated by the electronic density of the system, 

the second one is the exchange-correlation potential, which represents the difference between the 

exact kinetic energy functional and that of the non-interacting kinetic energy functional together 

with all non classical terms of the electron-electron interaction. 

The ground state density of the interacting system can be hence determined through the solution of 

the time-independent Schrődinger equation by employing Eq. (2.66): 

       ρGS(𝒓) = ∑ 𝑛𝑖𝑖  |ϕi(𝒓)|
2.                                                                                                        (2.73)      

    As  𝑣𝐾𝑆 depends on the ground state density ρ, which in turns depends on the mono-electronic 

wave functions ϕi, according to Eq. (2.68), an iterative process is necessary to solve the KS 

equations; this process is denoted as the Self Consistent Field (SCF). Within the latter, a trial 

density ρ is used to determine the trial solutions of the KS equations, which are employed to 

generate a new electronic probability density that triggers the iterative procedure until convergence 

is reached, i.e., until the difference between the energy calculated at the current cycle and the 

energy calculated at the previous cycle is lower than a predefined threshold. In particular, the 

commutator of the KS matrix and the P-matrix from which the KS matrix is extracted must be equal 

to zero for an exact solution. 

2.5.6 Exchange and correlation potentials 

      In order to determine uniquely the KS Hamiltonian operator, an explicit form of the exchange-

correlation (xc) potential has to be defined explicitly; as observed before, the latter is a term of the 

local KS effective potential (Eq. 2.72), and include all non-classical contributions to the Coulombic 

interaction energy. However, the exact form of the xc energy functional is unknown; therefore, the 

xc potential must be approximated. In literature, several approximations are available; the choice of 

the approximation is based on the system and properties to investigate, and strongly affects the 

accuracy of the results. The accuracy achievable by the chosen xc potential is directly related to the 
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quality of the approximation adopted for the so-called exchange-correlation (xc) hole, which is a 

pair correlation function that includes non-classical effects, and is made of two contributions: 

        ℎ𝑥𝑐(𝒓1, 𝒓2) = ℎ𝑥
𝑠1=𝑠2(𝒓1, 𝒓2) + ℎ𝑐

𝑠1, 𝑠2(𝒓1, 𝒓2)                                                                      (2.74) 

 

where the exchange part is the Fermi hole, which states the Pauli’s exclusion principle, and affects 

electrons with the same spin value (s), while the dynamical correlation gives rise to the Coulomb 

hole, which is due to electrostatic effects, that affect all electrons independently from their spin 

value. However, only the overall expression of the hole has a physical meaning. Since the exchange 

and the correlation keep the electrons apart, the exchange and the correlation contributions can be 

interpreted in terms of a hole surrounding each electron, and preventing other electrons to approach 

it.  The two-particle density function 𝜌2(𝒓1, 𝒓2) in Eq. (2.35) can be written as: 

      𝜌2(𝒓1, 𝒓2) =  𝜌(𝒓1)𝜌(𝒓2)[1 + ℎ𝑥𝑐(𝒓1, 𝒓2)]                                                                                       (2.75) 

This represents a conditional probability, and is known as exchange-correlation hole. 

 

The expectation value of the inter-electronic repulsive potential 𝑉𝑒𝑒 hence becomes: 

     〈 𝑉𝑒𝑒〉 =
1

2
∬
𝜌(𝒓1)𝜌(𝒓2)

|𝒓1− 𝒓2|
𝑑𝒓1𝑑𝒓2 +

1

2
∬
𝜌(𝒓1) 𝜌(𝒓2)ℎ𝑥𝑐(𝒓1,𝒓2)

|𝒓1− 𝒓2|
𝑑𝒓1𝑑𝒓2 = 𝐽[𝜌] + 𝑣𝑥𝑐(𝒓1)               (2.76) 

where the first term represents the classic interaction between two electronic densities, and also 

contains a self-interacting term, while the second one counts for the interaction between the 

electronic density and the xc hole, introducing the correlation effects and the correction to the self-

interaction.  

 

2.5.6.1  Local Density Approximation (LDA)  

      The Local Density Approximation (LDA, [78]) is the oldest approximation to the xc potential, 

and is based upon the exact exchange energy for a uniform electron gas. It consists in partitioning 

the whole 3D space into small volume elements in which the electronic density can be assumed to 

be constant; the xc energy functional is assumed to be only dependent on the value of the electronic 

density at each point of the space.  

      The LDA xc energy functional of an inhomogeneous system is defined as the integral over the 

xc energy per particle in the homogeneous electron gas at a given density ρ(r): 

   𝐸XC
LDA[ρ(𝒓)] =  ∫ 𝜀𝑋𝐶

LDA[𝜌(𝒓)]𝜌(𝒓)𝑑𝒓.                                                                                        (2.77) 
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The energy per particle of an homogeneous gas can be divided into two terms: 

   εxc = εx + εc,                                                                                                                                (2.78)                                                                                                      

where the exchange energy contribution, εx, is defined as: 

   𝐸X
LDA[ρ(𝒓)] = −

3

4
 (
3

𝜋
)

1

3
∫𝜌(𝒓)

4

3𝑑𝒓,                                                                                           (2.79) 

while the correlation term c can be approximated by means of accurate parametrizations, e.g., 

analytically by interpolating quantum Monte Carlo results on an homogeneous electron gas
79-81

.  

    LDA represents the most accurate choice for systems whose electronic density does not undergo 

significant variations in space. In order to evaluate if LDA is a good approximation for a system, 

one has to consider the local Fermi wave vector Kf(r). In particular, LDA represents a good choice 

if the following condition is verified
78

:   

      
|∇𝜌(𝒓)|

𝜌(𝒓)
≥ Kf(r).                                                                                                                                            (2.80) 

     Being based on the homogeneous electron liquid, which is a real physical system (and therefore 

satisfies a lot of exact conditions), LDA works well in the description of several material properties, 

such as lattice constants of solids, dipole moments, vibrational frequencies, Fermi surfaces of bulk 

materials. In particular, it gives atomic and molecular total ground state energies values within 

about 1-5% of the exact ones, and molecular equilibrium distances and geometries within about 

3%.
76

 However, this approximation tends to overestimate polarizabilities, and to underestimate 

electron affinities and IPs. Moreover, KS eigenvalues result to be too low in magnitude, due to the 

fact that the xc potential does not go to zero as -1/r at large distances, but exponentially fast. In the 

last decades, great efforts have been made to develop suitable corrections to the LDA 

approximation.  

2.5.6.2 General Gradient Approximation (GGA) 

 
      General Gradient Approximations (GGAs) are used for systems characterized by fast spatial 

variations of the electronic density. The GGA takes into account the inhomogeneous character of 

the electronic density by considering its gradient; the xc energy functional can be calculated as 

follows:    

                   𝐸𝑋𝐶
𝐺𝐺𝐴[ρ(𝒓)] = ∫𝜌(𝒓)𝜀𝑋𝐶

𝐺𝐺𝐴(𝜌, ∇𝜌)𝑑𝒓.                                                                                  (2.81) 

      GGA functional are non-local, since the xc energy at a given point (εxc(r)) is not uniquely 

defined by the electronic density in that point (ρ(r)), but also by the electronic density in the 
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neighboring points (ρ(r + ∆r)).  As the gradient-dependent terms are usually small for both atoms 

and molecules, the GGA functional is also known as gradient corrected functional. 

     GGA potentials are classified according to the degree through which they follow the exact 

asymptotic behavior at large distances (i.e., as -1/r). The LB94 potential by van Leeuwen and 

Baerends
82 is one of the most popular GGA functionals, and is designed to simulate the Coulombic 

decay of the exact xc potential. Other famous GGA functionals include the B88 exchange 

functional
83

, the LYP correlation functional
84

, and the PBE functional
85

. The PW86x potential by 

Perdew and Wang
86

 is one of the first GGA functionals that gives more accurate results than the 

LDA parents.  

     The most promising routes that allow to systematically improve the GGA functional are 

identified in empirical and non-empirical functionals. The former are obtained by fitting free 

parameters to reproduce exact properties of several molecules or atoms; the M06-L functional by 

Truhlar and collaborators
87

 is included in this category. The latter are instead derived through 

approximate xc holes, and free parameters are chosen to satisfy mathematical conditions, e.g., 

asymptotic behavior, behavior of energy at fractional occupancies, scaling, bounds, etc.  

To improve GGA, a reduced density gradient s(r) can be used to build expansions of density 

functionals in power of gradients (based on Eq. 2.80). The reduced density gradient is expressed as 

follows:  

      s(r)= 
|∇𝜌(𝒓)|

2𝜌(𝒓)𝐾𝑓(𝐫)   
 .                                                                                                                                     (2.82) 

By using a Gradient Expansion Approximation (GEA), one can obtain the following expression for 

Exc: 

     𝐸𝑥𝑐
𝐺𝐸𝐴[ρ] = ∫(𝜀𝑋𝐶(𝜌) + 𝐶𝑥𝑐

(2)(𝜌)𝑠2 +⋯)𝑑𝒓.                                                                                  (2.83) 

     Another family of xc functionals is formed by the so-called meta-GGA functionals, which use 

higher derivatives of the electronic density to approximate the density of the xc energy;
88

 their 

formula also includes a contribution related to the positive kinetic energy density of the occupied 

KS orbitals.
89

 Two more classes of xc functionals involving more complicated and accurate 

approximations can be mentioned, namely, the hyper-GGA and the generalized random phase 

approximation functionals. In the former, the exact exchange energy density is included,
90

 while the 

latter take into account the unoccupied orbitals.
91

 It has been found out that more accurate results 
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can be generally obtained by increasing the approximations’ complexity at computational costs that 

modestly increase from the simple LDA to the more complex meta-GGA.
92

 

2.5.6.3 Hybrid exchange and correlation potentials 

          Hybrid xc potentials were introduced by A. Becke in 1993
93

; these potentials incorporate a 

part of exact exchange from the HF theory, and employ KS orbitals, rather than density, to compute 

the exact exchange energy functional. This hybrid formulation is able to provide a good description 

of short range electron-electron interactions, and, as a consequence, very accurate results for short-

range properties; reliable results can be also obtained for vibrational frequencies, atomization 

energies, and bond lengths. There are two kinds of hybrid functionals, which can be classified as 

purely theoretical or semi-empirical, depending on whether their parameters are fitted with 

experimental data or not. The hybrid functional known as B3 (Becke's three parameter exchange 

functional) is nowadays one of the most commonly used functionals, usually in combination with 

either LYP or PW91 correlation functionals. The B3LYP xc potential
60

, which is an example of 

semi-empirical functional, possesses a 15% of HF exchange, and is expressed as follows: 

      𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = 𝐸𝑥

𝐿𝐷𝐴 [𝜌] + 𝛼0(𝐸𝑥
𝐻𝐹  − 𝐸𝑥

𝐿𝐷𝐴) + 𝛼𝑥∆𝐸𝑥
𝐵88  +  𝛼𝑐𝐸𝐶

𝐿𝑌𝑃 + (1 - 𝛼𝑐  ) 𝐸𝐶
𝑉𝑊𝑁                                    (2.84)        

where 𝛼0, 𝛼𝑥 , 𝛼𝑐  are the three parameters which define the potentials, and are approximately equal 

to 0.2, 0.7, 0.8, respectively. Ex
B88 is the exchange functional Becke 88 [83], while Ec

LYP is the Lee, 

Yang, Parr correlation functional
94

; these functional use GGA, while Ex
LDA employs LDA. 

The xc potentials used in NEXAFS spectra calculations of each system investigated in this thesis 

work will be reported in the Computational Details section of the attached published papers. 

2.5.7 The calculation of NEXAFS spectra through DFT: the Transition Potential  

         (TP) method 

    In this thesis work, DFT NEXAFS spectra calculations have been performed through the 

Transition Potential (TP) method developed by J.C. Slater [25], in which relaxation effects are 

described through second order perturbation theory. Slater analyzed the eigenvalues of excited 

states, and found out that SCF calculations performed on non-physical states in between the ground 

state and the excited state of the N-electron system provided particularly accurate values for the 

excitation energies. The main strength of this approach is the inclusion of the relaxation effects (i.e., 

the modification of the MOs upon the core-hole formation) at an affordable computational cost. 

Indeed, due to the significant reduction in the screening of the nucleus following the core excitation, 

the inclusion of relaxation effects is fundamental for a proper description of the phenomenon. This 
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method has been later generalized by Goscinski et al. 
95,96

 and by Williams et al. 
97

 to take into 

account higher-order perturbation terms. 

     In the X-ray absorption process, the excited electron may remain bound either in a Rydberg or in 

an empty MO; the main problem resides in the way to calculate transition energies for such "two 

level" cases, involving a core hole and an electron in an "outer" orbital, respectively. In one variant 

of the TP method, half an electron is removed from the core orbital and added to the upper orbital; 

transition energies are then calculated as the differences between the orbital energies of the core and 

virtual orbital involved in the excitation. However, this approach requires an additional calculation 

for each virtual orbital; to avoid it and perform both bound and continuum state computations with 

the same potential, one can neglect the contribution of the excited outer shell electron to the 

molecular potential, and setting the occupation of the core orbital by one half, leaving all virtual 

MOs unoccupied.  

     Figure 2.1 schematically shows the MO occupations of the ground state (a) and for two different 

TP schemes (b, c) that can be employed to compute core-excitation energies and oscillator 

strengths. 

 

           (a)              (b)              (c) 

 
Figure 2.1 – A schematic representation of the ground state (a) of the TP model used in this thesis work (b) 

and of another variant of the TP model (c). 

 

Scheme (b) depicts an (i)
-1/2 

(a)
0 

electronic configuration, i.e., obtained by removing half an electron 

from the core orbital i, leaving all virtual orbitals unoccupied, while in scheme (c) an (i)
-1/2 

(a)
1/2

 

electronic configuration is represented, where half an electron is promoted to a virtual orbital. 

Scheme (b) has been employed in this thesis work, while scheme (c) is used when calculations of a 

particular transition energy are required
98,99

. 
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Computationally, the mono-electronic TP-KS equations are solved: 

          ℎ𝐾𝑆 
𝑇𝑃𝜑𝑖

𝑇𝑃 = 𝜀𝑖
𝑇𝑃𝜑𝑖

𝑇𝑃              with i = 1, …, n,                                                                       (2.85) 

in which the ℎ𝐾𝑆 
𝑇𝑃  Hamiltonian is built through an (i)

-1/2 
(a)

0 
or (i)

-1/2 
(a)

1/2
 electronic configuration. 

Excitation energies are obtained as the difference between the energy eigenvalues relative to the 

final virtual orbital and the core orbital involved in the transition: 

       ∆Ei→f = ϵf
TP- ϵi

TP 
.
     

                                                                                                               (2.86)  

  

The ionization potentials (IPs) are directly calculated following Koopmans’ theorem
57

 as the 

opposite of the TP eigenvalue of the core orbital: 

 
     𝐼𝑃𝑇𝑃 =  − 𝜖𝑖

𝑇𝑃                                                                                                                         (2.87)                                                                             

     Since the TP-DFT approach generally leads to a less attractive potential, the absolute transition 

energies result to be higher than expected. To account for this error, it is convenient to first compute 

the IPs within the ΔKS (ΔSCF Kohn−Sham) scheme, hence allowing a full relaxation of the core 

hole, and then scaling the TP excitation energies (Eq. 2.86) by the 𝜖𝑖
𝑇𝑃 − 𝐼𝑃∆𝐾𝑆 energy difference. 

In particular, two distinct SCF calculations are performed, namely, one for the N-electron ground 

state, and one for the N-1-electron configuration (i.e., the ion). The 𝐼𝑃∆𝐾𝑆 is given by the difference 

between the energy of the ion and that relative to the ground state.  

      Transition intensities are expressed through the dimensionless quantity oscillator strength, 𝑓𝑖→𝑓. 

In the case of randomly-oriented gas phase molecules, 𝑓𝑖→𝑓 is defined as: 

          𝑓𝑖→𝑓 =
2

3
𝑛𝑖∆𝐸𝑖→𝑓|⟨𝜑𝑓

𝑇𝑃|μ|𝜑𝑖
𝑇𝑃⟩|2                                                                                        (2.88) 

involving dipole integrals between the eigenfunctions corresponding to the initial and final states. ni 

is the occupation number of the core orbital in the ground state (normally equal to 2), while ∆𝐸𝑖→𝑓 

is the transition energy calculated through the TP method.  

When dealing with molecules adsorbed on surfaces (oriented molecules), Eq. (2.88) has to be 

rewritten as follows:  

         𝑓𝑖→𝑓 = 2𝑛𝑖∆𝐸𝑖→𝑓|⟨𝜑𝑓
𝑇𝑃|𝒆̂  · μ|𝜑𝑖

𝑇𝑃⟩|2                                                                                   (2.89) 

where 𝒆̂ is the polarization vector of the incident radiation. 

In the case of XP spectra, transition intensities cannot be calculated by means of the herein reported 

oscillator strength expressions, since the implicated excited states lay in the electronic continuum. 

Therefore, the computation of the electronic continuum wave function at a given photoelectron 

kinetic energy would in principle be required for an accurate calculation of the XPS intensity. 
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However, since the photon energy used in XP measurements is usually well above the ionization 

threshold, at good approximation, the XPS intensity for each nonequivalent site can be assumed to 

be proportional to the number of equivalent centers in the investigated molecule. 

2.6 Density of states (DOS) calculations 

     Density of states (DOS) calculations are commonly performed in solid-state and condensed 

matter physics and chemistry. In particular, partial (projected) DOS (PDOS) calculations are very 

useful in the case of cluster model used to mimic solid state systems (as those investigated in this 

thesis work), since they allow a pictorial representation of Mulliken populations relative to the 

cluster virtual orbitals. Moreover, PDOS calculations are able to provide an accurate 

characterization of the electronic structure in terms of atomic-like contributions to the virtual 

orbitals, and determine the character of these contributions (i.e., bonding, nonbonding or 

antibonding) with respect to a particular bond.       

      The DOS of a system describes the number of states per energy interval; therefore, it gives an 

idea about how energy levels are closely packed in a certain system. It is hence represented by a 

density distribution: a high DOS at a specific energy indicates that there are many states available 

for occupation, while a DOS of zero means no states at that energy level. At 0K the states are 

occupied up to the Fermi energy, while, above it, the states are empty.  

The number of one-electron levels (i.e., orbitals) in the energy range dE between E and E+dE is 

expressed by the quantity N(E)dE. The total density of states (TDOS) at energy E is given by: 

           𝑁(𝐸) = ∑ 𝛿𝑖 (𝐸 − 𝜀𝑖)                                                                                                                       (2.90) 

where 𝜀𝑖 are the one-electron energies.  

The number of one-electron states in the energy range [E1,E2] can be written as:                                                                                                                

         𝑁𝐸1,𝐸2 = ∫ 𝑁(𝐸)𝑑𝐸   
𝐸2

𝐸1
                                                                                                         (2.91) 

The -functions in Eq. (2.90) are usually broadened with Lorentzian functions to obtain a graphical 

representation of Mulliken populations, and, when weighted by proper coefficients describing some 

properties of the electronic level 𝜙𝑖  at the energy 𝜀𝑖, different typologies of DOS are built. When 

one has to find out if a given atomic function μ (relative to the absorbing atom) contributes 

strongly to MOs at certain energies, the different one-electron levels may be weighted by using the 
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percentage μ character; if the latter is determined by the gross populations, the Gross Populations 

DOS (GPDOS) is obtained: 

        Nμ(E) = ∑ GPi,μ𝑖 L(E-i)                                                                                                         (2.92) 

where the index i runs over the one-electron energy levels, i is the energy of the i-th level, L(E-i) 

is a proper Lorentzian function (of a given FWHM), and GPI,μ is the gross population of the μ 

function in a specific orbital density expressed in terms of the Pi density matrices:  

       GPi,μ = ∑ 𝑃𝑖,𝜇𝜈𝜐 𝑆𝜇𝜈 = ∑ 𝐶𝜇𝑖𝜈 𝐶𝜈𝑖𝑆𝜇𝜈                                                                                     (2.93)                                                                 

where Sμ is the overlap matrix element between the 𝜒μ and the 𝜒𝜈 basis functions, and Cμi are the 

coefficients of the 𝜒μ function in the i-th 𝜙𝑖 MO: 

       𝜙𝑖(𝒓) = ∑ 𝜒𝜇𝜇 (𝒓) 𝐶𝜇𝑖                                                                                                            (2.94) 

The gross population GPi,μ of a function in a specific orbital density |𝜙𝑖(𝒓)|
2 is therefore associated 

to the fraction of the orbital density belonging to that function (i.e., percentage 𝜒𝜇 character of the 

𝜙𝑖 MO); in particular, the GPDOS assumes large values at energies where 𝜒𝜇 occurs in the MOs. 

 

If the weight factor is determined by projection of 𝜒𝜇onto the orbital 𝜙𝑖, one obtains the PDOS: 

      Nμ(E) = ∑ |⟨𝜒𝜇|𝜙𝑖⟩|
2

𝑖 L(E-i)                                                                                                  (2.95)                                                       

Finally, if the -function representing orbital 𝜙𝑖  is weighed with the overlap population between 𝜒𝜇 

and 𝜒𝜈 in 𝜙𝑖, the Overlap Population Density Of States (OPDOS) is obtained: 

     Nμ𝜈(E) = ∑ OPi,μ𝜈𝑖 L(E-i)                                                                                                                      (2.96) 

 
In particular, the overlap population is strongly positive, and OPDOS(E) is large and positive around 

𝐸 = i when an orbital 𝜙𝑖  at energy i is strongly bonding between 𝜒𝜇 and 𝜒𝜈, whereas, OPDOS(E) is 

negative around 𝐸 = i when the orbital 𝜙𝑖 is antibonding between 𝜒𝜇 and 𝜒𝜈. The OPDOS(E) has 

been referred as coop (i.e., crystal orbital overlap population) in extended-Hückel solid state 

calculations performed by R. Hoffmann and coworkers.
100

 

 

 

 

 



 

52 

 

2.7 Time-Dependent Density Functional Theory (TDDFT) 

   Although DFT has been extended in different manners for the treatment of the excited states, such 

as in the case of the TP method previously described, DFT itself provides a precise description only 

of the electronic structure of the ground state. A rigorous theoretical framework to study excited 

states is provided by Time-Dependent Density Functional Theory (TDDFT), whose theoretical 

bases have been provided in 1984 by Runge and Gross by demonstrating the analogous of the HK 

theorems extended to time-dependent systems. This method has been widely employed in 

theoretical calculations of excitation energy for both closed
101

 and open shell
102

 systems. TDDFT 

currently represents a good compromise between accuracy and computational cost, and has also 

been implemented in the ADF code
103

. Moreover, TDDFT is considered the state-of-the-art 

theoretical approach for the computation of core excitation energies in the DFT framework; the 

configuration mixing introduced beyond the simple KS scheme is particularly relevant in the 

presence of degenerate core holes, and gives a large intensity redistribution with consequent 

improvements in the matching with the experimental
31,32

.  

     When dealing with systems containing heavy atoms, relativistic effects must be also taken into 

account in order to obtain reliable results. In particular, excitation energies and transition intensities 

are essentially affected by two kinds of relativistic effects, namely, scalar-relativistic corrections 

and spin-orbit (SO) coupling. The first ones usually increase the excitation energies computed at 

non-relativistic level, leading to a better agreement with the experimental values.
104

 SO coupling 

effects arise from the interaction between the electronic magnetic moment and the magnetic field 

generated by its own orbital motion; their inclusion leads to doubly-split states deriving from 

excitations originating from a non-s (l≠0) core orbital. Therefore, the electronic structure is 

described in terms of spinors (i.e., one-electron functions expressed as sum of two products between 

a spatial and a spin function); this causes a reduction of the degeneracy going from MOs to SO 

spinors. Depending on the SO value, the analysis of computed core excitation spectra can be more 

or less demanding: for instance, in the case of 2p transitions, as those investigated in this thesis 

work, the two manifolds of excited states converging to the LIII (2p3/2) and LII (2p1/2) edges strongly 

overlap, rendering the assignment of the calculated peaks quite demanding. An additional 

complication derives from the molecular-field splitting originated from the 2p3/2 core level. It is 

therefore evident that both the coupling between different excitation channels arising from the 2p 

degenerate core-holes and relativistic SO coupling effects are essential to obtain a quantitative 

description of the series of transitions converging to the LII and LIII-edges. In this thesis work, 



 

53 

 

TDDFT and the relativistic two-component Zeroth-Order Regular Approximation (ZORA)
105-107

 

have been employed to simulate the NEXAFS spectra at the LII,III-edge region.  

    The following paragraphs provide a derivation of the CASIDA formulation of TDDFT in the 

linear response regime
26

, starting from the bases of Linear Response Theory
108

. An overview of the 

main steps of the TDDFT formalism when dealing with core electron excitations will be finally 

given. 

2.7.1 Response Theory (RT) 

    Response Theory aims at describing the way in which a system reacts to external perturbations, 

such as applied electric or magnetic fields. Consider a N-electron system which satisfies the time-

dependent Schrödinger equation: 

          𝐻Ψ = 𝑖
𝜕Ψ

∂t
                                                                                                                             (2.97) 

If the time-dependent perturbation is small the perturbed Hamiltonian assumes the following form: 

        𝐻(t) = 𝐻(0) + 𝜆𝐻(1)(𝑡)                                                                                                         (2.98) 

where the superscripts indicate the approximation order, and 𝜆 denotes the parameter that “switches 

on” the perturbation. The perturbed wave function is also expanded in powers of 𝜆: 

       Ψ′(t) = Ψ(0) + 𝜆Ψ(1)(𝑡).                                                                                                          (2.99) 

In this treatment, we assume that the unperturbed problem has already been solved, i.e., that we can 

calculate the eigenvectors and eigenvalues through solution of the time-independent Schrödinger 

equation. Since in general the unperturbed wave functions Ψ𝑛
(0)

 form a complete set, it is possible to 

expand the perturbed wave function, for t > 0, in terms of them: 

    Ψ′(r, t) = ∑ 𝑐𝑛𝑛≠0 (𝑡)Ψ𝑛
(0)
(𝐫)𝑒−𝑖𝐸𝑛𝑡 ,                                                                                                     (2.100) 

where the 𝑐𝑛(𝑡)’s are the expansion coefficients that contain the evolution in time of the wave 

function, and 𝑒−𝑖𝐸𝑛𝑡 is an exponential phase factor. 

The unperturbed wave function can be factorized in two parts, namely, one spatial and one 

depending on time, as follows: 

        Ψn
(0)
(r, t) = Ψn

(0)
(r)e−iEnt.                                                                                                   (2.101) 
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Therefore, the solution of the perturbed system is the following one: 

       |Ψ0
′⟩ =  Ψ0

′ (r, 𝑡)𝑒−𝑖𝐸0𝑡 = Ψ0
(0)
(r)𝑒−𝑖𝐸0𝑡 + 𝜆∑ 𝑐𝑛𝑛≠0 (𝑡)Ψ𝑛

(0)
(r)𝑒−𝑖𝐸𝑛𝑡 .                                  (2.102) 

If 𝜔0𝑛 = 𝐸𝑛 − 𝐸0, then 

        Ψ0
′ (r, 𝑡) =  Ψ0

(0)(r) + 𝜆∑ 𝑐𝑛𝑛≠0 (𝑡)Ψ𝑛
(0)(r)𝑒−𝑖𝜔0𝑛𝑡.                                                                    (2.103) 

Introducing Eq. (2.103) in the time-dependent Schrödinger equation (Eq. 2.97) and considering the 

first order in the expansion series, if one collects the exponential terms: 

        𝐻(1) Ψ0
(0)
= 𝑖 ∑ 𝑐̇𝑛𝑛≠0 Ψ𝑛

(0)
𝑒−𝑖𝜔0𝑛𝑡.                                                                                     (2.104) 

If one multiplies Eq. (2.104) for the bra element ⟨ Ψ𝑘
(0)
|, the coefficients 𝑐𝑘 can be found through the 

resolution of the following integral: 

        𝑐𝑘(𝑡) = ∫ 𝑐̇𝑘
𝑡

−∞
𝑑𝑡 =  −𝑖 ∫ ⟨ Ψ𝑘

(0)
| 𝐻(1)| Ψ0

(0)
⟩

𝑡

−∞
𝑒𝑖𝜔0𝑛𝑡

′
𝑑𝑡′,                                                 (2.105) 

where we write the perturbation term 𝐻(1) as  𝐻(1)(𝑡) = 𝐴(r)𝐹(𝑡), with 𝐴 only depending on space, 

and 𝐹 only on time. Therefore, the integral can be split in two parts, namely, a spatial one, from 

which the shape of the perturbation can be extracted, and one depending on time and frequency, as 

follows:                                                                    

 
               𝑐𝑓

(𝑡) = −𝑖⟨𝑛|𝐴|0⟩ ∫ F(t′)𝑒𝑖𝜔0𝑛𝑡
′𝑡

−∞
𝑑𝑡′.                                                                      (2.106) 

The coefficients include the contribution of the excited state, due to the perturbation, on the first 

order perturbed ground state wave function. 

      It is usually more useful to study the effect of the perturbation on specific properties of the wave 

function, i.e., the actual response of the system. The latter can be evaluated through the variation of 

the expectation value 〈𝐵〉 of the observable 𝐵, generated by a perturbation A, between the perturbed 

function and the initial one; the first order term is the linear response (i.e., linear in F(t)). 

        𝛿〈𝐵(𝑡)〉 = 〈𝐵(𝑡)〉 − 〈𝐵〉0.                                                                                                    (2.107) 

 By employing Eq. (2.104), one obtains: 

       𝛿〈𝐵(𝑡)〉 = ⟨Ψ|𝐵|Ψ⟩ − ⟨Ψ(0)|𝐵|Ψ(0)⟩.                                                                                              (2.108) 
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By using Eq. (2.99), Eq. (2.108) becomes (at first order in the perturbation): 

  𝛿〈𝐵(𝑡)〉 =  ⟨Ψ(0) + 𝜆Ψ(1)|𝐵|Ψ(0) + 𝜆Ψ(1)⟩ − ⟨Ψ(0)|𝐵|Ψ(0)⟩ = 

                  = ⟨Ψ(0)|𝐵|Ψ(0)⟩ + ⟨Ψ(0)|𝐵|𝜆Ψ
(1)⟩ + ⟨𝜆Ψ(1)|𝐵|Ψ(0)⟩ + ⟨𝜆Ψ(1)|𝐵|𝜆Ψ

(1)⟩ − ⟨Ψ(0)|𝐵|Ψ(0)⟩ = 

               = ⟨Ψ(0)|𝐵|𝜆Ψ
(1)⟩ + ⟨𝜆Ψ(1)|𝐵|Ψ(0)⟩.                                                                             (2.109)    

By replacing the perturbed eigenfunction with its expansion in terms of unperturbed wave 

functions, one obtains: 

     𝛿〈𝐵(𝑡)〉 =  ∑ 𝑐𝑛𝑛≠0 (𝑡)⟨0|𝐵|𝑛⟩𝑒−𝑖𝜔0𝑛𝑡 + 𝑐. 𝑐.                                                                      (2.110)                                      

If the expression for the coefficients in Eq. (2.106) is used, Eq. (2.110) becomes:  

      𝛿〈𝐵(𝑡)〉 = −𝑖 ∑ ⟨0|𝐵|𝑛⟩⟨𝑛|𝐴|0⟩𝑛≠0 ∫ 𝐹(𝑡′)
𝑡

−∞
𝑒−𝑖𝜔0𝑛(𝑡−𝑡

′)𝑑𝑡′+ c.c.,                                   (2.111) 

which can be simplified by introducing the “time-correlation function” K: 

     𝛿〈𝐵(𝑡)〉 = ∫ 𝐾(𝐵𝐴 |𝑡 − 𝑡′)
𝑡

−∞
 𝐹(𝑡′)𝑑𝑡′ + c. c.,                                                                    (2.112) 

with 𝐾(𝐵𝐴 |𝑡 − 𝑡′) = −𝑖 ∑ ⟨0|𝐵|n⟩⟨n|𝐴|0⟩𝑛≠0 𝑒−𝑖𝜔0𝑛(𝑡−𝑡
′). The perturbation A at time 𝑡′ is related 

to the oscillations of the observable 𝐵 at time 𝑡; according to the causality principle, 𝑡 > 𝑡′, 

otherwise 𝐾(𝐵𝐴|𝑡 − 𝑡′) is not defined. 

In Linear Response Theory, it is convenient to work in the frequency domain. Hence, it is useful to 

consider the frequency components of 𝐹(𝑡) obtained through a Fourier transform (FT) 𝑓(𝜔). Before 

operating through the FT, it is useful to find an expression for 𝐹(𝑡) so that the perturbation vanishes 

in remote times (this ensures to start from unperturbed states); to do this, one introduces an 

adiabatic “switch on” factor 𝑒𝜀𝑡 such that: 

     limε → 0+
 t→−∞

𝑒𝜀𝑡 = 0                                                                                                                                                                        (2.113) 

while for finite t, 𝑒𝜀𝑡 ≈ 1.  

The 𝜀 → 0+ condition ensures a gradual “switch on” of the perturbation to avoid transient effects. 
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The FT of 𝐹(𝑡) is given by: 

     𝐹(𝑡) = 𝑒𝜀𝑡
1

2𝜋
∫ 𝑓(𝜔)
+∞

−∞
𝑒−𝑖𝜔𝑡𝑑𝜔 =  

1

2𝜋
∫ 𝑓(𝜔)
+∞

−∞
𝑒−𝑖(𝜔+𝑖𝜀)𝑡𝑑𝜔.                                         (2.114) 

By replacing Eq. (2.115) in Eq. (2.112), one obtains: 

𝛿〈𝐵(𝑡)〉 =  −
𝑖

2𝜋
∫ ∫ 𝑓(𝜔)

+∞

−∞

𝑒−𝑖(𝜔+𝑖𝜀)𝑡
′
∑[⟨0|𝐵|𝑛⟩⟨𝑛|𝐴|0⟩𝑒−𝑖𝜔0𝑛(𝑡−𝑡

′)  

𝑛≠0

𝑡

−∞

− ⟨𝑛|𝐵|0⟩⟨0|𝐴|𝑛⟩𝑒𝑖𝜔0𝑛(𝑡−𝑡
′)]𝑑𝑡′ 𝑑𝜔  

                                                                                                                                                    (2.115)                                                                                                                                                                                                                                

The integral in time involves only the exponential factors, therefore: 

       ∫ 𝑒−𝑖(𝜔+𝑖𝜀−𝜔0𝑛)𝑡
′𝑡

−∞
𝑒−𝑖𝜔0𝑛𝑡𝑑𝑡′ = 𝑒𝑖𝜔0𝑛𝑡

𝑒−𝑖(𝜔+𝑖𝜀−𝜔0𝑛)𝑡
′

−𝑖(𝜔+𝑖𝜀−𝜔0𝑛)
|
−∞

𝑡

= −
𝑒−𝑖(𝜔+𝑖𝜀)𝑡

𝑖(𝜔+𝑖𝜀−𝜔0𝑛)
 

       and 

       ∫ 𝑒−𝑖(𝜔+𝑖𝜀+𝜔0𝑛)𝑡
′𝑡

−∞
𝑒𝑖𝜔0𝑛𝑡𝑑𝑡′ = 𝑒𝑖𝜔0𝑛𝑡

𝑒−𝑖(𝜔+𝑖𝜀+𝜔0𝑛)𝑡
′

−𝑖(𝜔+𝑖𝜀+𝜔0𝑛)
|
−∞

𝑡

= −
𝑒−𝑖(𝜔+𝑖𝜀)𝑡

𝑖(𝜔+𝑖𝜀+𝜔0𝑛)
 

                                                                                                                                                  (2.116) 

By replacing Eq. (2.116) in Eq. (2.115), one obtains: 

       𝛿〈𝐵(𝑡)〉 =
1

2𝜋
∫ 𝑓(𝜔)𝑒−𝑖(𝜔+𝑖𝜀)𝑡
+∞

−∞
∑ [

⟨0|𝐵|𝑛⟩⟨𝑛|𝐴|0⟩

𝜔+𝑖𝜀−𝜔0𝑛
 −

⟨𝑛|𝐵|0⟩⟨0|𝐴|𝑛⟩

𝜔+𝑖𝜀+𝜔0𝑛
]𝑛≠0 𝑑𝜔,                          (2.117) 

where the sum is the FT of the time-correlation function, K, and defines the dynamic polarizability:  

    ∏(𝐵𝐴 |𝜔) =  ∑ [
⟨0|𝐵|n⟩⟨n|𝐴|0⟩

𝜔+𝑖𝑒−𝜔0𝑛
−
⟨n|𝐵|0⟩⟨0|𝐴|n⟩

𝜔+𝑖𝑒+𝜔0𝑛
]𝑛≠0                                                                              (2.118) 

Therefore, Eq. (2.117) can be rewritten as: 

   𝛿〈𝐵(𝑡)〉 =
1

2𝜋
∫ 𝑓(𝜔)𝑒−𝑖(𝜔+𝑖𝜀)𝑡
+∞

−∞
 ∏(𝐵𝐴 |𝜔)  𝑑𝜔.                                                                 (2.119) 

It is interesting to note that the dynamic polarizability has two poles in 𝜔 = 𝜔0𝑛 − 𝑖𝜀  and 𝜔 =

−𝑖𝜀 − 𝜔0𝑛. In resonant conditions (i.e., 𝜔 = ω0𝑛): 

    lim𝜀→ 0+∏(𝐵𝐴 |𝜔0𝑛) ≅
⟨0|𝐵|n⟩⟨n|𝐴|0⟩

𝑖𝜀
 .                                                                                     (2.120) 
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Therefore, in resonance conditions, the dynamic polarizability is an imaginary number. If one 

considers the electronic dipoles induced by the oscillating electric field of the electromagnetic 

radiation, one obtains: 

   𝐼𝑚[lim𝜀→ 0+(𝜇𝜇 |ω0𝑛)] ≅ −
|⟨n|𝜇|0⟩|2

𝜀
                                                                                                   (2.121) 

Hence, the polarizability, denoted by α, is proportional to the transition moment. The problem can 

be then solved in two different ways. The first one involves the resolution of the response matrix by 

means of a diagonalization, thus obtaining a discrete spectrum, while in the second one, the 

spectrum is calculated point by point from the imaginary part of the polarizability, setting ε as a 

finite number. 

       Let’s consider a monochromatic perturbation of 𝜔0 pulsation induced by an electromagnetic 

radiation: 

    𝑉(r, 𝑡) = 𝐴(r)𝐹(𝑡) = 𝐴(r)𝑐𝑜𝑠(𝜔0𝑡)                                                                                     (2.122) 

By applying the FT (Eq. 2.114), one obtains: 

   𝑓(𝜔) =  ∫ 𝐹(𝑡)𝑒−𝑖𝜔𝑡
+∞

−∞
𝑑𝑡 = ∫ (

𝑒𝑖𝜔0𝑡+𝑒−𝑖𝜔0𝑡

2
) 𝑒−𝑖𝜔𝑡

+∞

−∞
𝑑𝑡 =  

             = 
1

2
[∫ 𝑒−𝑖(𝜔+𝜔0)𝑡
+∞

−∞
𝑑𝑡 + ∫ 𝑒−𝑖(𝜔−𝜔0)𝑡

+∞

−∞
𝑑𝑡 ] =  

             =
1

2
[2𝜋𝛿(𝜔 + 𝜔0) + 2𝜋𝛿(𝜔 − 𝜔0)] = 𝜋[𝛿(𝜔 − 𝜔0) + 𝛿(𝜔 + 𝜔0) ]        

                                                                                                                                                    (2.123)               

Therefore, the effect of the FT on 𝐹(𝑡) is: 

   𝐹(𝑡) =  𝑐𝑜𝑠(𝜔0𝑡)
𝐹𝑇
→ 𝜋[𝛿(𝜔 − 𝜔0) + 𝛿(𝜔 + 𝜔0)].                                                                (2.124)                                                                                                                                                                                                                                                                                                                                                                                                       

Now, it is useful to see the effect of the Dirac delta function, by verifying that the expression found 

for the FT of 𝐹(𝑡) is correct; this can be done by considering the Fourier anti-transform: 

  𝐹(𝑡) = 𝑐𝑜𝑠(𝜔0𝑡) =  
1

2𝜋
∫ 𝑓(𝜔)
+∞

−∞

𝑒𝑖𝜔𝑡𝑑𝜔 =
1

2𝜋
∫ 𝜋[𝛿(𝜔 − 𝜔0) + 𝛿(𝜔 + 𝜔0) ]
+∞

−∞

𝑒𝑖𝜔𝑡𝑑𝜔 = 

                                  =
1

2
∫ 𝛿(𝜔 − 𝜔0)𝑒

𝑖𝜔𝑡𝑑𝜔 +
1

2
∫ 𝛿(𝜔 + 𝜔0)𝑒

𝑖𝜔𝑡𝑑𝜔 =
 

+∞

−∞
 

+∞

−∞

𝑒−𝑖𝜔0𝑡+𝑒𝑖𝜔0𝑡

2
   (2.125) 
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By using the expression found for 𝑓(𝜔) (Eq. 2.123) in Eq. (2.119); one obtains: 

     𝛿〈𝐵(𝑡)〉 =
1 

2𝜋
∫ 𝜋[𝛿(𝜔 − 𝜔0) + 𝛿(𝜔 + 𝜔0) ]
+∞

−∞

𝑒−𝑖(𝜔+𝑖𝜀)𝑡α(𝐵𝐴 |𝜔)𝑑𝜔 = 

                  = 
1

2
𝑒−𝑖𝜔0𝑡 ∑ [

⟨0|𝐵|n⟩⟨n|𝐴|0⟩

𝜔0−𝜔0𝑛
−
⟨𝑛|𝐵|0⟩⟨0|𝐴|𝑛⟩

𝜔0+𝜔0𝑛
]𝑛≠0 +

1

2
𝑒𝑖𝜔0𝑡∑ [

⟨0|𝐵|n⟩⟨n|𝐴|0⟩

−𝜔0−𝜔0𝑛
−
⟨𝑛|𝐵|0⟩⟨0|𝐴|𝑛⟩

−𝜔0+𝜔0𝑛
]𝑛≠0  = 

                 = 
1

 2
[𝑒−𝑖𝜔0𝑡  ∏(𝐵𝐴 |𝜔0) + 𝑒

𝑖𝜔0𝑡∏(𝐵𝐴 |−𝜔0)]                                                        (2.126) 

The first order perturbed Hamiltonian can be expressed as: 

             𝐻′(𝑡) =
1

2𝜋
∫ 𝑓(𝜔)

1

2

+∞

−∞
[𝐴𝜔𝑒

−𝑖𝜔𝑡 − 𝐴−𝜔𝑒
𝑖𝜔𝑡]𝑑𝜔.                                                                (2.127) 

In the case of a monochromatic perturbation with 𝜔 frequency:          

          𝐻′(𝜔) =
1

2
[𝐴𝜔𝑒

−𝑖𝜔𝑡 − 𝐴−𝜔𝑒
𝑖𝜔𝑡].                                                                                               (2.128) 

The coefficients of the perturbed wave function can be expressed in frequency terms by means of 

the Fourier anti-transform: 

      𝑐𝑛(𝑡) = −
𝑖

2
∫ ⟨n|𝐴𝜔|0⟩
𝑡

−∞
𝑒𝑖(𝜔0𝑛−𝜔−𝑖𝜀)𝑡

′
𝑑𝑡′ +  term with ω → −ω                                        (2.129) 

whose integration gives: 

      𝑐𝑛(𝑡) = −
1

2
[⟨n|𝐴𝜔|0⟩

𝑒𝑖(𝜔0𝑛−𝜔−𝑖𝜀)𝑡

𝜔0𝑛−𝜔−𝑖𝜀
+ term with ω → −ω] .                                                      (2.130) 

Since these expressions can be obtained only in the limit 𝜀 → 0+, the “switch on” factor 𝜀𝜀𝑡 is 

important only at the denominator, and can be interpreted as the imaginary part of the photon 

frequency. Moreover, in resonance conditions (i.e., 𝜔 = 𝜔0𝑛), the expression in Eq. (2.130) tends to 

infinity, and a discrete line spectrum is obtained. If a small finite 𝜀 is employed, one gets a spectrum 

convoluted with Lorentzian functions.  

By using Eq. (2.126) and expressing the oscillations of 〈𝐵〉 as a function of the frequency 

oscillations, one obtains: 

    𝛿〈𝐵(𝜔)〉 =
1 

2
[ 𝑒−𝑖𝜔𝑡∏(𝐵𝐴𝜔 |𝜔) + 𝑒

𝑖𝜔𝑡∏(𝐵𝐴𝜔 |−𝜔)]                                                      (2.131) 
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     It is worth noting that the expressions obtained in this treatment cannot be however applied in 

practice, since the involved infinite summations on all the exact excited states are not accessible in 

practice. By applying this formalism on simplified, model descriptions of the system, such as 

Hartree-Fock of Kohn-Sham, it is possible to obtain a method to be implemented and employed in 

practice; this will be the subject of the next paragraph 

2.7.2 Random Phase Approximation (RPA) and TDDFT 

    With reference to the first order Time Dependent-Perturbation Theory (TD-PT) (Eq. 2.127) and 

considering a perturbing term with 𝜔 frequency, one obtains: 

       𝐻(1)(𝑡) =  𝐴𝜔𝑒
−𝑖𝜔𝑡 + 𝐴−𝜔𝑒

𝑖𝜔𝑡                                                                                           (2.132) 

Assuming that the first order perturbed wave function has only two different “time behaviors”, 

namely, 𝑒−𝑖(𝐸0+𝜔)𝑡 and 𝑒−𝑖(𝐸0−𝜔)𝑡, due to the two different terms which appear in 𝐻(1), the time-

dependent Schrödinger equation, Eq. (2.97), becomes: 

[𝐻(0) + 𝜆(𝐴𝜔𝑒
−𝑖𝜔𝑡 + 𝐴−𝜔𝑒

𝑖𝜔𝑡)][Ψ0
0(r)𝑒−𝑖𝐸0𝑡 + 𝜆(Ψ(1,−)(r)𝑒−𝑖(𝐸0+𝜔)𝑡 + Ψ(1,+)(r)𝑒−𝑖(𝐸0−𝜔)𝑡) ] =

                                   =  𝑖
𝜕

∂t
[Ψ0
0(r)𝑒−𝑖𝐸0𝑡 + 𝜆(Ψ(1,−)(r)𝑒−𝑖(𝐸0+𝜔)𝑡 + Ψ(1,+)(r)𝑒−𝑖(𝐸0−𝜔)𝑡) ]     

                                                                                                                                                    (2.133) 

where Ψ(1,−) and Ψ(1,+) denote the first order perturbed wave function at the two different “time 

behaviors”. 

The zero order gives the time-independent equation: 

      𝐻(0) Ψ0
(0)(r)𝑒−𝑖𝐸0𝑡 =  𝐸0Ψ0

(0)
Ψ𝑛
(0)(r)𝑒−𝑖𝐸0𝑡,                                                                            (2.134) 

while the first order terms can be grouped in two linear independent, time dependent contributions, 

namely, one for 𝑒−𝑖(𝐸0+𝜔)𝑡, and one for 𝑒−𝑖(𝐸0−𝜔)𝑡, respectively: 

      𝑒−𝑖(𝐸0+𝜔)𝑡[𝐻(0)Ψ(1,−)(r) + 𝐴𝜔  Ψ0
(0)(r) − (𝐸0 + 𝜔)Ψ

(1,−)(r)] +                                                          

      𝑒−𝑖(𝐸0+𝜔)𝑡[𝐻(0)Ψ(1,+)(r) + 𝐴−𝜔 Ψ0
(0)
(r) − (𝐸0 − 𝜔)Ψ

(1,+)(r)] = 0                                    (2.135) 

Both expressions in brackets vanish, since the whole expression must be identically zero. 
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      Let’s consider now the special case of Hartree-Fock, where  𝐻(0) ≡ 𝐹̂. The perturbed wave 

functions must preserve the orthonormality condition, ⟨𝜑𝑖|𝜑𝑗⟩ = 𝛿𝑖𝑗, where indexes 𝑖, 𝑗 denote the 

occupied orbitals. Hence: 

       ⟨𝛿𝜑𝑖|𝜑𝑗⟩ + ⟨𝜑𝑖|𝛿𝜑𝑗⟩ =  0.                                                                                                   (2.136) 

Therefore, each term is equal to zero; this implies that the perturbed function is orthogonal to all the 

occupied orbitals, and hence must be a linear combination of virtual orbitals: 

      |𝛿𝜑𝑖⟩ = ∑ 𝑐𝑖𝑏
𝑣𝑖𝑟𝑡
𝑏 |𝜑𝑏⟩ .                                                                                                                      (2.137) 

This latter expression must satisfy both the “time behaviors” of the perturbed wave function, which 

can be expressed in the following way: 

       Ψ𝑖
(1,−)

= ∑ 𝑋𝑖𝑏
𝑣𝑖𝑟𝑡
𝑏  𝜑𝑏                                       Ψ𝑖

(1,+)
= ∑ 𝑌𝑖𝑏

∗𝑣𝑖𝑟𝑡
𝑏  𝜑𝑏                                           (2.138)                          

      Taking back the general equations of the first order Time Dependent-Dynamic Perturbation 

(TD-DP) theory, and doing a scalar product with a bra ⟨𝜑𝑎|, where the a index denotes a virtual 

orbital, one gets the following expressions: 

      ∑ ⟨𝜑𝑎|𝐹|𝜑𝑏⟩𝑋𝑖𝑏𝑏 + ⟨𝜑𝑎|𝐴𝜔|𝜑𝑖⟩  − (𝜀𝑖 + 𝜔)∑ ⟨𝜑𝑎|𝜑𝑏⟩𝑏 𝑋𝑖𝑏 = 0                                             (2.139) 

      ∑ ⟨𝜑𝑎|𝐹|𝜑𝑏⟩𝑏 𝑌𝑖𝑏
∗ + ⟨𝜑𝑎|𝐴−𝜔|𝜑𝑖⟩  − (𝜀𝑖 − 𝜔)∑ ⟨𝜑𝑎|𝜑𝑏⟩𝑏 𝑌𝑖𝑏

∗ = 0                                      (2.140) 

where Eq. (2.139) corresponds to the first term of Eq. (2.135), while Eq. (2.140) corresponds to the 

second term of Eq. (2.135). 

In both expressions, the sum reduces to one term only, which correspond to 𝑏 = 𝑎. Transforming  

Eq. (2.140) in its conjugated complex, other two simpler expressions are obtained: 

      (𝜀𝑎 − 𝜀𝑖 − 𝜔)𝑋𝑖𝑎 + ⟨𝜑𝑎|𝐴𝜔|𝜑𝑖⟩ = 0                                                                                              (2.141) 

      (𝜀𝑎 − 𝜀𝑖 + 𝜔)𝑌𝑖𝑎 + ⟨𝜑𝑖|𝐴𝜔|𝜑𝑎⟩ = 0                                                                                               (2.142) 

The TD external field, whose strength corresponds to the 𝐴𝜔 operator, affects the orbitals; as a 

consequence, also the Fock operator changes. The ⟨𝜑𝑎|𝐴𝜔|𝜑𝑖⟩ term can be evaluated by 

considering that ⟨𝜑𝑎|𝐹
(1)|𝜑𝑖⟩ =  ⟨𝑎|𝐹

(1)|𝑖⟩ = ∑ (⟨𝑎𝛿𝑗||𝑖𝑗⟩ + ⟨𝑎𝑗||𝑖𝛿𝑗⟩)𝑗 , where 𝐹(1) =

∑ (⟨𝛿𝑗||𝑗⟩ + ⟨𝑗||𝛿𝑗⟩)
𝑂𝑐𝑐
𝑗  and both 𝑗 and 𝛿𝑗 are expressed with their TD components. Therefore, 

    ⟨𝑎|𝐹(1)|𝑖⟩ =  ∑ 𝑒−𝑖𝜔𝑡𝑗𝑏 [𝑌𝑗𝑏⟨𝑎𝑏||𝑖𝑗⟩ + 𝑋𝑗𝑏⟨𝑎𝑗||𝑖𝑏⟩] + ∑ 𝑒𝑖𝜔𝑡𝑗𝑏 [𝑋𝑖𝑏
∗ ⟨𝑎𝑏||𝑖𝑗⟩ + 𝑌𝑗𝑏

∗ ⟨𝑎𝑗||𝑖𝑏⟩].   (2.143) 
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Hence, the ⟨𝜑𝑎|𝐴𝜔|𝜑𝑖⟩ term is equal to: 

    ⟨𝜑𝑎|𝐴𝜔|𝜑𝑖⟩ =  ⟨𝑎|𝑧|𝑖⟩ + ∑ ⟨𝑎𝑗||𝑖𝑏⟩𝑋𝑗𝑏 + ⟨𝑎𝑏||𝑖𝑗⟩𝑌𝑗𝑏𝑗𝑏 = −⟨a|z|i⟩                                            (2.144) 

where the 𝑋 and 𝑌 coefficients are unknown. 

Equations (2.141) and (2.142) can be therefore rewritten as follows: 

      (𝜀𝑎 − 𝜀𝑖 − 𝜔)𝑋𝑖𝑎 + ∑ ⟨𝑎𝑗||𝑖𝑏⟩𝑋𝑗𝑏 + ⟨𝑎𝑏||𝑖𝑗⟩𝑌𝑗𝑏𝑗𝑏 = − ⟨𝑎|𝑧|𝑖⟩                                                  (2.145) 

      (𝜀𝑎 − 𝜀𝑖 + 𝜔)𝑌𝑖𝑎 + ∑ ⟨𝑖𝑏||𝑎𝑗⟩𝑌𝑗𝑏 + ⟨𝑖𝑗||𝑎𝑏⟩𝑋𝑗𝑏𝑗𝑏 = − ⟨𝑎|𝑧|𝑖⟩                                             (2.146) 

and both represented in matrix form: 

     (
𝐴 𝐵
𝐵∗ 𝐴∗

) (
𝑋
𝑌
) − 𝜔 (

1 0
0 −1

) (
𝑋
𝑌
) = (

−𝑉
−𝑉
)                                                                                    (2.147) 

where 𝐴𝑖𝑎,𝑗𝑏 = 𝛿𝑖𝑗𝛿𝑎𝑏(𝜀𝑎 − 𝜀𝑖) + ⟨𝑎𝑗||𝑖𝑏⟩ and 𝐵𝑖𝑎,𝑗𝑏 = ⟨𝑎𝑏||𝑖𝑗⟩.  

From equations (2.145) and (2.146) the coefficients 𝑋 and 𝑌 for a given frequency 𝜔 can be 

extracted; when the frequency corresponds to an excitation energy, the polarizability goes to 

infinity. 

    To determine the response of the system, it is necessary to consider the expression of 𝛿〈𝐵(𝑡)〉, 

Eq. (2.107). One obtains, for 𝐵 = 𝑧, the dipole component along z: 

    𝛿〈𝐵(𝑡)〉 = ∑ (⟨𝛿𝜑𝑖|𝐵̂|𝜑𝑖⟩ + ⟨𝜑𝑖|𝐵̂|𝛿𝜑𝑖⟩)𝑖  = (⟨𝛿𝜑𝑖|𝑧|𝜑𝑖⟩ + ⟨𝜑𝑖|𝑧|𝛿𝜑𝑖⟩) .                               (2.148) 

Considering that the first-order perturbation of the orbitals, 𝛿𝜑𝑖, can be expressed as a linear 

combination of virtual orbitals (Eq. 2.137), Eq. (2.148) can be rewritten as:  

  𝛿〈𝐵(𝑡)〉 = ∑ 𝑒−𝑖𝜔𝑡𝑖,𝑎 [𝑌𝑖𝑎⟨𝑎|𝑧|𝑖⟩𝑌𝑖𝑎 + 𝑋𝑖𝑎⟨𝑖|𝑧|𝑎⟩] + ∑ 𝑒𝑖𝜔𝑡𝑖,𝑎 [𝑋𝑖𝑎
∗ ⟨𝑎|𝑧|𝑖⟩𝑌𝑖𝑎 + 𝑌𝑖𝑎

∗ ⟨𝑖|𝑧|𝑎⟩].   (2.149) 

By comparison with the expression of 𝛿〈𝐵𝜔〉 (Eq. 2.131), it is possible to identify: 

   ∏(𝐵𝐴𝜔 |𝜔) =  ∑ 𝑌𝑖𝑎𝑖,𝑎 ⟨𝑎|𝑧|𝑖⟩ + 𝑋𝑖𝑎⟨𝑖|𝑧|𝑎⟩.                                                                                     (2.150) 

𝛿〈𝐵(𝑡)〉 (Eq. 2.148) has poles when the 𝑋 and 𝑌 coefficients are the solutions of the pseudo-

eigenvalue equations: 

    (
𝐴 𝐵
𝐵∗ 𝐴∗

) (
𝑋
𝑌
) = 𝜔 (

1 0
0 −1

) (
𝑋
𝑌
)                                                                                         (2.151) 
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The expression above corresponds to the Random Phase Approximation (RPA) equation. 

       The problem can be simplified in two cases, namely, when orbitals are real (and therefore 𝐴 = 

𝐴∗ and 𝐵 = 𝐵∗), and when the B matrix can be neglected (the so-called Tamm Dancoff 

Approximation-TDA), which leads to the eigenvalue equation 𝐴𝑋 = 𝜔𝑋. 

If the Kohn-Sham operator 𝐻̂𝐾𝑆 is used as 𝐻(0)
 instead of the Fock operator 𝐹̂, starting from Eq. 

(2.147), it is possible to switch from RPA to TDDFT. The matrix elements of 𝐴 and 𝐵 differ from 

the RPA ones only for the presence of bi-electronic term, since in the KS approach the exchange-

correlation potential 𝑣𝑥𝑐 must be included. In particular, the elements of 𝐴 and 𝐵 matrices for RPA 

are the following ones: 

     𝐴𝑖𝑎,𝑗𝑏 = 𝛿𝑖𝑗𝛿𝑎𝑏(𝜀𝑎 − 𝜀𝑖) + ⟨𝑎𝑗||𝑖𝑏⟩ = 𝛿𝑖𝑗𝛿𝑎𝑏(𝜀𝑎 − 𝜀𝑖) + ⟨𝑎𝑗|𝑖𝑏⟩ − ⟨𝑎𝑗|𝑏𝑖⟩,                           (2.152) 

    and 

    𝐵𝑖𝑎,𝑗𝑏 = ⟨𝑎𝑏||𝑖𝑗⟩ = ⟨𝑎𝑏|𝑖𝑗⟩ − ⟨𝑎𝑏|𝑗𝑖⟩,                                                                                                (2.153) 

while for TDDFT, they assume the following form: 

   𝐴𝑖𝑎,𝑗𝑏 = 𝛿𝑖𝑗𝛿𝑎𝑏(𝜀𝑎 − 𝜀𝑖) + ⟨𝑎𝑗||𝑖𝑏⟩ = 𝛿𝑖𝑗𝛿𝑎𝑏(𝜀𝑎 − 𝜀𝑖) + ⟨𝑎𝑗|𝑖𝑏⟩ − ⟨𝑎𝑗|𝐾𝑥𝑐|𝑏𝑖⟩                    (2.154) 

  𝐵𝑖𝑎,𝑗𝑏 = ⟨𝑎𝑏||𝑖𝑗⟩ = ⟨𝑎𝑏|𝑖𝑗⟩ − ⟨𝑎𝑏|𝐾𝑥𝑐|𝑖𝑗⟩.                                                                                        (2.155) 

     If both 𝐴 and 𝐵 are real matrices (which is the case for real MOs), then ⟨𝑎𝑗|𝑖𝑏⟩ = ⟨𝑎𝑏‖𝑖𝑗⟩. Eq. 

(2.147) is therefore simplified to a system of equations:  

  {
  𝐴𝑋 + 𝐵𝑌 − 𝜔𝑋 = −𝑉
𝐵𝑋 + 𝐴𝑌 + 𝜔𝑋 = −𝑉

                                                                                                                         (2.156) 

Finding the value of (𝑋 − 𝑌) = 𝜔(𝐴 − 𝐵)
−1

(𝑋 + 𝑌), the following equation is found: 

   (𝐴 + 𝐵) − 𝜔2(𝐴 − 𝐵)−1(𝑋 + 𝑌) =  −2𝑉                                                                              (2.157)                                          

where (𝐴 − 𝐵)
−1

 is diagonal in TDDFT, and can be redefined as 𝜀−1
, where 𝜀𝑖𝑎,𝑗𝑏 =𝛿𝑖𝑗𝛿𝑎𝑏 (𝜀𝑎 − 𝜀𝑖). 

     The final expression leads to the eigenvalue equation in the Casida formulation of TDDFT
26

: 

   ΩF = 𝜔2𝐹                                                                                                                                (2.158)                                                   

where Ω ≡ 𝜀−
1

2 (𝐴 + 𝐵)𝜀
1

2  and 𝐹 ≡ 𝜀−
1

2  (𝑋 + 𝑌).  
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The problem is therefore reduced to an eigenvalue equation that gives (Ω − 𝜔2)−1 = 𝐹𝑝 (
1

𝜔𝑝
2−𝜔2

)𝐹𝑝
†. 

The result of this perturbation on a property of the system is the following one: 

    𝛿〈𝐵〉 = 𝑉†(X −  Y) = 𝑉†𝜀
1

2𝐹 = 𝑉†𝜀−
1

2(−2)𝐹𝑝 (
1

𝜔𝑝
2−𝜔2

)𝐹𝑝
†𝜀

1

2 V                                                 (2.159) 

When the frequency of the external potential is resonant with one of the excited state energy (𝜔 → 

𝜔𝑝), the oscillations of the expectation value 〈𝐵〉 lead to the following expression: 

   δ〈𝐵〉 ≅ |𝑉†𝜀
1

2𝐹𝑝|
2
(−2)

𝜔𝑝
2−𝜔2

≅
|𝑉†𝜀

1
2𝐹𝑝|

2

(−2)

(𝜔𝑝− 𝜔)2𝜔
≅

|𝑉†𝜀
1
2𝐹𝑝|

2

(𝜔 − 𝜔𝑝)𝜔
=
|⟨𝑝|𝑧|0⟩|2

𝜔 − 𝜔𝑝
                                                   (2.160) 

where 𝜔|⟨𝑝|𝑧|0⟩|2 = |𝑉†𝜀
1

2𝐹𝑝|
2

 

      Hence, in the Casida formulation of TDDFT, the solutions of the problem are found through the 

diagonalization of the matrix Ω, which is a four-indexed matrix defined within the 1h-1p space. The 

dimension of Ω is given by the product of the number of occupied and virtual orbitals, while its 

elements are: 

   Ω𝑖𝑎𝜎,𝑏𝑗𝜏 = 𝛿𝜎𝜏𝛿𝑖𝑗𝛿𝑎𝑏(𝜖𝑎 − 𝜖𝑖)
2 + 2√(𝜖𝑎 − 𝜖𝑖)

𝜕𝐹𝑖𝑎

𝜕𝑃𝑗𝑏
√(𝜖𝑏 − 𝜖𝑗)                                            (2.161)                  

where indices i and j run over the set of occupied spinors in the KS ground state, while indices a 

and b run over the set of virtual spinors. 𝜎 and 𝜏 are the indices for the spin, and i and a are the KS 

molecular orbital energies. F and P represent the Fock matrix and the density matrix, respectively, 

whereas 
𝜕𝐹𝑖𝑎

𝜕𝑃𝑗𝑏
 are the elements of the coupling matrix K: 

     K𝑖𝑎𝜎,𝑏𝑗𝜏 = ∫𝑑r∫𝑑r
′𝜑𝑖𝜎(r)𝜑𝑎𝜎(r) [

1

|𝒓−𝒓′|
+ 𝑓𝑥𝑐

𝐴𝐿𝐷𝐴(𝒓)𝛿(𝒓 − 𝒓′)] 𝜑𝑗𝜏(r
′)𝜑𝑏𝜏(r

′)               (2.162) 

with 𝑓𝑥𝑐
𝐴𝐿𝐷𝐴(r) is the exchange-correlation kernel approximated by using the Adiabatic Local 

Density Approximation (ALDA, [109]), which represents the simplest approximation in TDDFT to 

treat fxc. 

 

      The intensity of the spectral lines, corresponding to the excitation energies given by 𝜔𝑝, is 

expressed by the oscillator strengths that are extracted from the eigenvectors 𝐹𝑝: 

     𝐹𝑝𝐼𝜔 =
2

3
(|⟨𝑝|𝑥|0⟩|2 + |⟨𝑝|𝑦|0⟩|2 + |⟨𝑝|𝑧|0⟩|2) =

2

3
(𝑥†𝜀

1

2𝐹𝑝 + 𝑦
†𝜀

1

2𝐹𝑝 + 𝑧
†𝜀

1

2𝐹𝑝) .        (2.163) 

 

       However, the direct solution of the eigenvalue equation (Eq. 2.158) is possible exclusively in 

principle, but it is infeasible due to computational and storage requirements; therefore, in the case of 

large molecules, it is preferable to solve the eigenvalue problem iteratively by employing the 
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Davidson’s algorithm
110

, which requires low computational costs also for large matrices. This 

method is however limited to a few number of selected eigenvalues, corresponding to the lowest 

excitation energies; therefore, some approximations must be adopted to obtain core excitation 

energies, which lie very high in the excitation spectrum. In this respect, the core−valence separation 

approximation (CVS) by Cederbaum et al. 
111,112

 can be employed; within this approximation, one 

can decouple core orbitals from the valence orbitals, so that the respective blocks of the model 

Hamiltonian are zeroed out (i.e., the solutions of the Schrödinger equation can be separated into the 

core and valence domains). This is possible due to the large energy separation between the valence 

and core excited states.
113

 The mono-excited (1h-1p) configuration space can be hence described by 

occupied-virtual couples of indexes (e.g., ia or jb ); since the occupied index i is allowed to span 

only the core orbitals, and no limitations are set for the virtual index a, all and only core excitations 

are included. In the case of 2p excitations, like those treated in this thesis work, the indices of 

occupied spinors run over the 2p1/2 and 2p3/2 subshells, hence, allowing a mixing of only those 

initial states; this leads to a consequent drastic reduction of the  matrix dimensions. The 

eigenvalue equation can be therefore efficiently solved with Davidson’s iterative algorithm, since 

the core excitations now correspond to the lowest roots of the  matrix; this also results in a 

considerable computational savings (see Figure 2.2).  

 

Figure 2.2 – The core-valence separation allows a considerable reduction of the dimensions of the  matrix.  

       Finally, it is necessary to point out that the calculation of NEXAFS spectra through TDDFT is 

strongly affected by the maximum number of roots of Eq. (2.158) that can be safely computed 

iteratively. Indeed, in the case of large molecular systems, the core-excited states are so close to 

each other in energy that the number of roots necessary to cover the excitation energy range for a 

complete simulation of the experiment is considerably high (> 1000); in such cases, the Davidson’s 

iterative algorithm could become numerically unstable, even within the CVS approximation.  
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2.8 Theoretical methods for core-electron excitation computations 

   In this thesis work, DFT within the Transition Potential (TP) scheme has been employed for the 

computation of K-edge NEXAFS spectra, and its time-dependent generalization (TDDFT) in the 

linear response regime in the case of LII,III-edge NEXAFS spectra to include both spin-orbit 

coupling effects and configuration mixing among different excitation channels from the degenerate 

2p core-holes. These choices are justified by considering that the accuracy of the DFT-TP method 

in the half core hole approximation (HCH) for K-edge NEXAFS spectra of first-row atoms is 

usually comparable (if not greater) than that afforded by Configuration Interaction Singles (CIS, 

[114])/TDDFT methods
115-117

. The reasons behind the effectiveness of single particle approaches in 

the description of K-edge NEXAFS spectra can be identified in the weak coupling of core 

excitations from non-degenerate core-holes as well as in the importance of relaxation effects which 

are explicitly taken into account in the HCH approximation, but cannot be always accurately 

described by including only the manifold of single excitations from the Hartree-Fock (HF)/Kohn-

Sham (KS) Ground State determinant
118

. Furthermore, it is well known that the configuration 

mixing among different excitation channels from degenerate core-holes and spin-orbit coupling 

effects must be considered to provide a reliable description of LII,III-edge NEXAFS spectra of heavy 

atoms.
119-121

 

       Density Functional Theory (DFT) is the most robust and popular method employed for core-

electron excitation calculations. Computational approaches involving pseudo-potentials are also 

well exploited, as they allow the inclusion of relativistic effects in DFT methods in a more efficient 

way compared to that provided by all-electron methods. Furthermore, the pseudopotential 

approximation significantly lowers the computational effort in the calculations of large molecules 

with a considerable reduction of the basis set, since integrals deriving from core orbitals are 

substituted by corresponding (one-electron) pseudopotential integrals
122

. A powerful strategy to 

calculate the electronic structure of molecules and relatively large clusters (up to 50 atoms) is 

represented by the self-consistent field X-Multiple Scattering (MS) method, devised by Slater
25

 

and Johnson
123

 in the late 1960s, and originally employed for bound electronic states. In the middle 

1970s, this method was extended to the description of continuum final states by Dill and Dehmer
124

 

and Davenport
125

. This methods adopts two approximations in calculations dealing with relatively 

large clusters, namely, one to the exchange potential in the HF Hamiltonian, and the other one to the 

overall cluster potential; the former is approximated by an average potential, determined by the total 

charge density, while the latter is approximated by a “muffin-tin” form. Other methods rely on 

time-dependent density functional theory (TDDFT); among the several examples, the complex 
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propagator approach (CPP) by Norman and co-workers has been particularly well exploited
126,127

. 

Within this approach, the scanning of the imaginary part of the complex electric dipole 

polarizability over the investigated frequency region gives the absorption cross section of the core 

excitation process. Another well-suited method is TDDFT with a restricted excitation 

manifold
128,129

 in a similar spirit to that of the core−valence separation (CVS) approximation
111

. The 

latter is used in most wave function-based methods for calculating X-ray excitations, and has been 

first implemented within the second-order Algebraic Diagrammatic Construction (ADC(2)) 

method
130

. Wenzel and co-workers have recently applied the CVS approximation for the ADC(2)-x 

and ADC(3) hierarchy of methods
131

 based on the intermediate state representation variant of the 

ADC formalism
132,133

. The calculation of core-excitation spectra has been also performed within 

coupled cluster (CC) theory; indeed, it is well known that CC methods are able to provide 

particularly accurate results for core excitation energies and intensities, especially for small 

molecules
134-136

. In these methods, the computation of excited states requires the extraction of the 

eigenvalues of the Jacobian; the full spectrum can be obtained through the diagonalization of the 

Jacobian matrix which can be constructed by means of an asymmetric Lanczos algorithm.
134,135

  

 

 

2.9 Computational details 

   The commercial molecular DFT code ADF (Amsterdam Density Functional)
137,138

 has been 

employed for the computation of NEXAFS spectra. To expand the KS orbitals, the ADF program 

uses Slater Type Orbitals (STO) atomic basis sets. The radial part of the STO basis functions 

consists of an exponential part and a polynomial pre-factor: 

       Ψ𝑛,𝑙,𝛼
𝑆𝑇𝑂(𝑟, 𝜃, 𝜑) = 𝑁𝑟𝑛−𝑙−1𝑒−𝛼𝑟[𝑟𝑙𝑌𝑙,𝑚𝑙(𝜃, 𝜑)]                                                                    (2.164) 

where N is a normalization constant, n, l and m are the common atomic quantum numbers, while the 

exponent α is variationally optimized for each atom. 

KS MOs are built through a linear combination of basis functions; KS equations (Eq. 2.66) are 

hence rewritten as an eigenvalue algebraic problem. Preliminary convergence tests can be usually 

performed to choose the best basis set to properly reproduce the experimental measurements. 
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     To fit the electronic density, a second auxiliary basis set is employed in ADF. Indeed, to 

minimize the computational effort of the Coulomb term in the Hamiltonian, one can approximate 

the true density (i.e.,  a sum of products of basis functions) with a linear combination of the fit 

functions 𝑓𝑖(𝑟), such that: 

          ρ̃(𝐫) =  ∑ 𝑎𝑖𝑖  𝑓𝑖 (𝑟)                                                                                                             (2.165) 

 where 𝑎𝑖  are the fit coefficients. 

The fit functions 𝑓𝑖(𝑟) can be extracted from a data base included in ADF, whereas the coefficients 

𝑎𝑖 are obtained through a least-squares minimization of the error: 

          ∫[𝜌(𝒓) − ρ̃(𝐫)]2𝑑𝑟                                                                                                                              (2.166) 

with the constraint ∫ ρ̃(𝐫) 𝑑𝑟 = 𝑁.  

Once the electronic density is fitted with the outlined procedure, the Coulomb term of the KS 

Hamiltonian matrix is computed through Gaussian quadrature between the basis function pair and 

the Coulomb potential deriving from 𝜌 ̃(𝑟). 

The fit set and the accuracy of the fit approximation both play a fundamental role, similar to that of 

the basis set: it is well known that too few functions (or badly chosen function characteristics) yield 

less accurate results. However, unlike the basis set, the size of the fit set does not drastically affect 

the computational effort.  

      In the computation of the NEXAFS spectra, a rich basis set including polarization and diffuse 

functions is usually used only for the excited atom. In this thesis work, the even tempered ET-

QZ4P-2DIFFUSE basis set of the ADF database has been employed for the excited atoms of all 

investigated systems. It consists of four atomic functions for each valence atomic orbital and three 

polarization functions with the addition of two diffuse functions. Polarization functions are 

characterized by an angular momentum quantum number higher than one unit compared to the one 

of the outer valence sub-shell, and are fundamental in the description of the charge density’s 

polarization upon the formation of highly directional chemical bonds in molecules. Diffuse 

functions have principal quantum number higher than one unit (or more) compared to the atomic 

valence orbitals, and are necessary to describe the high-energy transitions toward Rydberg states. 

The non-excited atoms have been treated with a lower accuracy through a triple ζ polarized (TZP) 

basis set. The latter consists of two atomic functions for each core orbital, and three atomic 
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functions for each valence orbital, with the addition of a polarization function; the TZP basis set has 

been also adopted in the geometry optimization computations. Furthermore, the Frozen Core (FC) 

technique has been employed for the non-excited atoms in NEXAFS calculations to ensure the 

localization of the core-hole: it consists in treating explicitly only outer level electrons, and keeping 

frozen the innermost (core) atomic shells. The basis set employed in NEXAFS calculations of each 

system investigated in this thesis work will be described in the Computational Details section of the 

selected research outputs. 
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The following discussion reports selected results obtained during the three-year period of phD 

which have been briefly described in the Overview. Conclusions and perspectives on the research 

activity will be finally provided. 
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ABSTRACT: The valence and core-level photoelectron spectra of gaseous indole, 2,3-dihydro-
7-azaindole, and 3-formylindole have been investigated using VUV and soft X-ray radiation
supported by both an ab initio electron propagator and density functional theory calculations.
Three methods were used to calculate the outer valence band photoemission spectra: outer
valence Green function, partial third order, and renormalized partial third order. While all gave
an acceptable description of the valence spectra, the last method yielded very accurate agreement,
especially for indole and 3-formylindole. The carbon, nitrogen, and oxygen 1s core-level spectra
of these heterocycles were measured and assigned. The double ionization appearance potential
for indole has been determined to be 21.8 ± 0.2 eV by C 1s and N 1s Auger photoelectron
spectroscopy. Theoretical analysis identifies the doubly ionized states as a band consisting of two
overlapping singlet states and one triplet state with dominant configurations corresponding to
holes in the two uppermost molecular orbitals. One of the singlet states and the triplet state can
be described as consisting largely of a single configuration, but other doubly ionized states are
heavily mixed by configuration interactions. This work provides full assignment of the relative
binding energies of the core level features and an analysis of the electronic structure of substituted indoles in comparison with the
parent indole.

■ INTRODUCTION
Indole (I), 2,3-dihydro-7-azaindole (7-AI), and 3-formylindole
(3-FI) (see Figure 1) heterocycles are prevalent substructures

in naturally occurring and synthetic molecules playing key roles
in chemistry and biology.1 Indole derivatives possess unique
biological characteristics such as antioxidant, anticancer,
antibacterial, antifungal, anti-inflammatory, antiviral, anticon-
vulsant, and antihypertensive properties among other applica-
tions. In addition, indole-based chromophores form the basic

building block units of the eumelanin pigments that occur
frequently in nature and serve to protect organisms from
potentially damaging effects of UV light.2 7-AI, whose
molecular structure is shown in Figure 1b, has received
considerable attention since the corresponding dimer has been
recognized as a simple model for the hydrogen-bonded base
pairs of DNA and could provide information on the possible
role of tautomerism in mutation.3−5 3-Formylindole is a
heteroarenecarbaldehyde, that is, the hydrogen at position 3 of
indole has been replaced by a formyl group (see Figure 1c),
and is known as a biologically active metabolite.6

Additionally, in recent years, indoles have received
increasing attention as coating materials, because they are
easily electrografted to surfaces, forming conductive films.7

Indole-coated surfaces have widespread applications and can
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Figure 1. Schematic chemical structures of the investigated indoles:
(a) indole (I), (b) 2,3-dihydro-7-azaindole (7-AI), and (c) 3-
formylindole with the trans orientation of the formyl group (3-FI).
The C (black), N (blue), and O (red) atoms are labeled.
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be used as selective electrodes sensitive to various cationic and
anionic inorganic species, as a biosensor for biological
molecules, or as a protection of metallic surfaces against
corrosion.8,9 According to the literature, many intrinsic
properties (for example, the polymerization mechanism) of
organic heterocycle compounds are masked by their environ-
ment or by their interactions with it.10,11 Thus, gas-phase data
provide a better understanding of the properties of indole and
its derivatives in the absence of perturbations due to their
interactions with different surfaces.
Because of their rich chemistry and biological activity,

indoles have been extensively studied using various spectros-
copies. Experimental studies of electronic properties of indole
and its derivatives have employed optical (including vibration-
ally and rotationally resolved) methods12−19 as well as time-
resolved ion and photoelectron spectroscopy20−24 as these
powerful techniques probe the properties of greatest interest.
Theoretical studies of these heterocycles have been mainly
focused on optimization of the structure and calculations of
vibrational spectra using the ab initio Hartree−Fock (HF),
density functional theory (DFT), and MP2 methods.25−29

Recently, the photoinduced structural transformations of
indole, 7-azaindole, and 3-formylindole isolated in cryogenic
noble-gas matrices were studied by Nowak and co-work-
ers.30,31 It was found that the tendency of indole and other
indole derivatives to undergo hydrogen-atom transfer from N1
to C3 seems to be strongly related with the formation of C3-
centered radicals, which facilitate the reattachment of the labile
hydrogen atom at this position. The authors31 have observed
that the pattern of photochemical transformations found for 7-
AI isolated in solid n-H2 and irradiated with UV (λ > 270 nm)
light, is significantly different from that observed for the
compound trapped in solid Ar. While the C3H tautomer and
7-azaindolyl radical were photogenerated in both environments
(solid Ar and solid n-H2), the N7H tautomer was not
photoproduced from 7-AI isolated in solid n-H2. Additionally,
the conformational 1H-trans ↔ 1H-cis phototransformation by
rotation of the aldehyde group in 3-formylindole has been
studied as well.30 It was proposed that the 1H-trans isomer of
3-FI is the most populated form of the compound isolated in
Ar matrices, whereas the 1H-cis isomer could also be populated
but with a considerably lower population.
The photoelectron spectrum (PES) of indole was measured

many years ago by Eland.32 Later the PES of indole in the
outer valence region was studied with a He I (21.2 eV) source
in order to determine whether any correlation between the
ionization potential and drug activity exists.33 Kovac ́ et al.
recorded He I PES of 10 different nitrogen-containing
heterocycles, and assignment of the results was provided on
the basis of molecular orbital calculations.34 In the late 1980s,
multiphoton ionization photoelectron spectroscopy was used
in order to obtain information about the adiabatic and vertical
ionization potentials of 7-AI in a supersonic jet.35 Recently, a
comprehensive electronic-structure analysis of parental struc-
tures of BN indoles (bicyclic aromatic heterocycles in which a
1,3,2-diazaboroline is fused to a benzene ring) in direct
comparison to the parent indole was carried out by
Chrostowska et al.36 using a combined UV-PES and computa-
tional chemistry approach.
An inner-shell photoionization study of a gas-phase indole

was published by Kierspel and co-authors.37 Detailed photo-
ionization and photofragmentation spectra of indole upon
single-photon inner-shell ionization at a photon energy of 420

eV were recorded. This photon energy was chosen so that
indole could be locally ionized at its nitrogen or carbon atoms.
In addition, electrons and ions were measured in coincidence
in a velocity-map-imaging mode to extract 2D and 3D velocity
vectors of the charged particles. It was found that the
fragmentation channels depend on the ionized electronic
states, i.e., the potential energy surfaces, whereas the observed
velocities of the fragments are not strongly dependent on these
chemical details.37 However, it appears that up to now
experimental evidence concerning the full valence and core
electronic structure for derivatives of indole under isolated
conditions is still limited. To the best of our knowledge,
complete electronic structure investigations obtained by soft X-
ray photoemission and near edge X-ray absorption fine-
structure (NEXAFS) spectroscopy only exist for gaseous 3-
methylindole.38,39 The valence molecular orbitals and core
levels of tryptamine and tryptophol (both contain indole rings
but differ in having amino versus hydroxyl terminations of the
side chain) in the gas phase have been studied using X-ray
photoelectron spectroscopy (XPS) and theoretical methods.40

Considering the general importance of these nitrogen-
containing heterocycles, an accurate knowledge of their
electronic structure becomes crucial. In the present work, we
provide a comprehensive electronic structure analysis for two
indole derivatives - in direct comparison to the parent indole -
by combining valence band (VB) and XPS with theoretical
calculations. VB spectra allow us to experimentally determine
the ionization energies of molecules that can be correlated to
the energies of occupied molecular orbitals, while XPS
provides localized ionization of a specific atom, and chemical
information about that atom.

■ EXPERIMENTAL AND THEORETICAL METHODS
Theoretical Methods. Geometry optimizations for the

gas-phase molecules were carried out at the DFT B3LYP/aug-
cc-pVTZ level by using the Gaussian09 program,41 and the
optimized structures presented in Figure 1 were used for all
subsequent calculations. The complete charge density maps of
the outermost molecular orbitals (MOs) of I, 7-AI, and 3-FI
within the Hartree−Fock/cc-pVTZ model are reported in
Figures S1−S3 of the Supporting Information.42 Note that, in
the case of the 3-formylindole molecule, all calculations were
performed for its more stable 1H-trans (0.0 kJ/mol) conformer
rather than the less stable 1H-cis (5.1 kJ/mol) conformer.30

To a first approximation, the VB ionization spectrum can be
described by exploiting Koopmans’ theorem (KT). This
establishes a direct correlation between the single bands of
the spectrum and the MO energies. KT values corresponding
to the vertical ionization potential (IP) are reported in Tables
S1−S3 of the Supporting Information.42

To obtain a more accurate description of the valence spectra,
vertical IPs have been calculated with three different ab initio
electron propagator (EP) methods. The IPs are obtained as
poles of the EP, which in turn correspond to the eigenvalues of
a Dyson equation, which must be solved self-consistently.43

These methods are only applicable in instances where KT
provides a reasonable description of initial and final states
(quasiparticle approximation or an orbital picture of
ionization), and the Dyson orbitals are therefore proportional
to the HF orbitals. Diagonal approximations usually fail in the
presence of strong relaxation effects and cannot describe the
strong redistribution of intensity from the main lines to
satellite states, which is usually observed in inner-valence
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Table 1. Experimental and Calculated Outer Valence Band Binding Energies of Indole, 2,3-Dihydro-7-azaindole, and 3-
Formylindole

compounds
experimental BEs (eV), present

work, ±0.1 eV
calculated BEs (eV) using the P3+/cc-pVTZ approach / molecular orbital

(type)
published BEs
(eV)33,35,36

indole 7.72a

7.77 (shoulder) 7.76a (shoulder) 7.7533

7.90 7.90a 7.911 / 5a″ (π1) (HOMO) 7.92;33 7.936

8.07 (shoulder) 8.05a 8.0833

8.32 8.35a 8.245 / 4a″ (π2) 8.37;33 8.536

8.42 (shoulder)
9.82 9.881 / 3a″ (π3) 9.83;33 9.936

10.97 11.285 / 2a″ (π4) 11.02;33 11.0536

11.55 11.677 / 26a′ (σ) 11.4536

12.20 12.270 / 25a′ (σ) 12.2536

12.62 (H2O)
13.02 13.291 / 24a′ (σ) 13.0036

13.80 13.878 / 23a′ (σ)
13.662 / 1a″ (π)

14.25 14.371 / 22a′ (σ)
14.519 / 21a′ (σ)

15.30 15.583 / 20a′ (σ)
15.80 15.880 / 19a′ (σ)
17.00 17.482 / 18a′ (σ)
18.52
19.25

2,3-dihydro-7-
azaindole

7.92 7.916 / 32a (π) (HOMO) 8.1135

9.42 (shoulder) 9.382 / 30a (nN)
9.81 9.823 / 31a (π)
10.56 10.540 / 29a (π)
12.15 12.303 / 28a (σ)

13.035 / 27a (σ)
13.23 (broad) 13.157 / 26a (σ)

13.423 / 25a (σ)
13.517 / 24a (σ)
13.581 / 23a (σ)

14.58 14.576/ 22a (σ)
15.30 15.388 / 21a (σ)
15.63 15.945 / 20a (σ)

16.345 / 19a (σ)
16.98 17.365 / 18a (σ)
19.20 (broad)

3-formylindole 8.15
8.30 8.354 / 6a″ (π) (HOMO)
8.72 8.684 / 5a″ (π)
9.11 (shoulder)
9.23 9.339 /32a′ (nΟ)
10.06 10.105 / 4a″ (π)
11.40 11.663 /3a″ (π)
11.90 12.035 / 31a′ (σ)
12.52 12.485 / 30a′ (σ)
13.35 13.012 / 2a″ (π)

13.618 / 29a′ (σ)
14.23 14.247 / 28a′ (σ)

14.566 / 27a′ (σ)
14.308 / 1a″ (π)
14.514 / 26a′ (σ)
14.851 / 25a′ (σ)

15.50 15.775 / 24a′ (σ)
16.342 / 23a′ (σ)

17.30 (broad) 17.637 / 22a′ (σ)
18.70 18.184 / 21a′ (σ)

aHigh resolution data for the first two low-energy bands of indole.
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ionizations. This is reflected in computed pole strengths (PS)
smaller than 0.85.44 EP methods used in this work include the
outer valence Green function (OVGF),43,45 partial third order
(P3),46 and renormalized partial third order (P3+)47 methods,
as implemented in Gaussian 09 in combination with the cc-
pVTZ basis set. As mentioned above, these methods are of
sufficient quality to yield reasonable agreement with
experimental IPs in instances where the breakdown of the
orbital picture of ionization does not occur (as seen from the
computed pole strengths and also reported in the Supporting
Information42). Several studies demonstrate that, within the
diagonal self-energy approximation, P3+ combined with a basis
set of triple-zeta quality represents the best compromise
between accuracy and computational efficiency (i.e., see ref
48).
Regarding the core region, the C 1s, N 1s, and O 1s

photoelectron spectra were calculated at the DFT level49 with
the hybrid B3LYP50 and the generalized gradient approx-
imation (GGA) PW86x Perdew51 exchange correlation (xc)
potentials and with the Amsterdam density functional (ADF)
program.52 The IPs were computed with the delta Kohn−
Sham (Δ-KS) scheme, namely, as differences between the KS
solution in the ground state and ionic state. This calculation
allows full relaxation of the ionized core hole within a spin-
polarized unrestricted scheme.
Experimental Methods. Indole, 7-AI, and 3-FI were

purchased from Sigma-Aldrich in the form of crystalline
powder with a minimum purity of 99% and used without
further purification. The samples were introduced into the
system via an effusive needle source at room temperature (I
and 7-AI) or evaporated from a crucible at a temperature of
350 K (3-FI) and a background pressure of 1 to 7 × 10−7

mbar. During the experiment, the sample quality was
periodically monitored by valence band photoemission and
photoionization mass spectroscopy.
The photoemission spectra were collected at the Gas Phase

Photoemission and Circular Polarization beamlines at Elettra
(Trieste, Italy).53,54 The high-resolution C 1s, N 1s, and O 1s
XPS and valence band spectra were measured using a VG-220i
hemispherical electron energy analyzer. The analyzer was
mounted in the plane perpendicular to the photon propagation
direction and at an angle of 54.7° with respect to the electric
vector of the light. In this geometry, the axis of the analyzer is
set at the pseudo magic angle, and so measurements are
insensitive to the photoelectron asymmetry β parameter. A
homemade ion time-of-flight (TOF) mass spectrometer was
mounted in the same chamber, facing the analyzer. This
spectrometer configuration was successfully used to study
various biological molecules in previous experiments.55

Recently, the performance of this instrument was improved
by replacing the six-channel electron multiplier detector unit of
the analyzer by a rectangular microchannel plate detector56

coupled to a 2D time delay-line anode developed by the Elettra
detector laboratory.57,58 The current detector covers ∼12% of
the selected pass energy in a single exposure and thus requires
shorter acquisition times.
In addition, the previous rectangular electron multipliers

with a 2 mm opening in the dispersive direction acted also as
exit slits. The analyzer resolution for a given pass energy is now
governed mainly by the analyzer entrance lens optics as the
detector acts as a virtual exit slit, adjustable simply by choosing
the region to be integrated. In practice, under standard
operation conditions, the kinetic energy resolution for pass

energies above 10 eV was improved by ∼25% with respect to
the previous detector. The replacement of the detector has
significantly improved the performance of the setup in energy-
analyzed PEPICO experiments, which will be the subject of a
separate publication.59

Valence spectra of the indoles were recorded with an
incident photon energy of 60 eV; they are consistent with
those previously measured with a He I (21.2 eV) source32−36

apart from differences in relative peak intensity due to cross-
sectional differences at the two photon energies. The binding
energy (BE) scale for valence band spectra was calibrated using
H2O (from residual gas).60 The C 1s, N 1s, and O 1s core
photoemission spectra were taken at 385, 495, and 628 eV of
photon energy, respectively, and they were calibrated
according to the well-known references of CO2 BE (C(1s)−1

at 297.7 eV, O(1s)−1 at 541.3 eV,61,62 and N2 (N(1s)−1 at
409.9 eV).63 The spectra were measured with a total resolution
(photons + analyzer) of 0.20, 0.32, 0.46, and 0.53 eV at photon
energies of 60, 385, 495, and 628 eV, respectively. At these
photon energies, the kinetic energy of the photoelectrons is
such that the effects due to post collisional interaction (PCI)
can be neglected in the data analysis. Additionally, VB spectra
for indole were taken at higher resolution of 50 meV in order
to determine more accurately ionization potentials of the first
two low-energy bands associated with its highest occupied
molecular orbitals (HOMO and HOMO-1). The changes in
transmission of the analyzer over the relatively small range of
the photoelectron spectra shown were neglected.

■ RESULTS AND DISCUSSION
Valence Photoemission Spectra. For all three molecules,

we performed OVGF, P3, and P3+ calculations in order to
identify the most accurate EP method for reproducing the
valence photoemission spectra. The complete list of calculated
energies, together with the corresponding pole strengths, is
given in the Supporting Information.42 The assignments of the
observed features of the outer valence band based on the P3+
calculations are summarized in Table 1. Additionally, the
present data have been compared with previously reported
experimental values obtained using He I radiation.33,35,36

Before describing our photoelectron spectra, we note that
the three studied heterocycles have chemical differences (see
Figure 1). For example, indole is a benzo-indole, a planar
compound, and 7-azaindole is a non-planer compound due to
the sp3 hybridization of C2 and C3 atoms in the pentagonal
ring. The pair differs in both the hexagon and pentagonal rings.
Indole and 3-formylindole are both benzo-indoles that differ by
the 3-formyl group in the pentagonal ring, but the latter has
both trans- and cis-conformers, which are detectable.30 Hence,
the difference in their chemical structure will influence the
shape and peak positions of the measured PES spectra.
The photoelectron spectrum of indole exhibits a low-energy

band at 7.90 eV, which is associated with its highest occupied
molecular orbital (HOMO) of π symmetry (5a″). The next
three bands, appearing at 8.32, 9.82, and 10.97 eV, correspond
to the 4a″, 3a″, and 2a″ MOs, respectively. These MOs also
have π character and are delocalized on the indole ring (see
Figure 3). Our assignment is consistent with the available
valence photoemission spectra for indole;33,36 moreover, the
ionization energies of the lowest MOs are well reproduced by
the present P3+ calculations (see Table 1). The first three
peaks are mostly found at the predicted energies, while for the
fourth ionization (2a″), we find a discrepancy of 0.3 eV with
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respect to the experimental value. The computed low PS value
(0.815) for this MO indicates however a likely breakdown of
the quasi-particle picture of ionization (see Table S1 of the
Supporting Information).42

The higher resolution VB spectrum of indole (see Figure 2,
shaded spectrum) consists of several bands at low IPs
accompanied by vibrational splitting of π1 (7.72, 7.76, and
7.90 eV) and π2 (8.05 and 8.35 eV) orbitals. This spectrum is
in good agreement with that of Domelsmith and co-workers33

with BEs of 7.75, 7.92, 8.08, and 8.37 eV. The indole structure
consists of fused pyrrole and benzene rings (see Figure 1). For
comparison, pyrrole has its first two valence orbitals at 8.2 and
9.2 eV, while those of benzene are at 9.4 and 11.8 eV.64

The substitution of one carbon atom in the benzene ring of
indole by nitrogen (see Figure 1b) forms 2,3-dihydro-7-

azaindole (7-AI), which has a different photoemission
spectrum. Similar to indole, the first broad band located at
7.92 eV was assigned to the HOMO. The vertical ionization
potential found here for 7-AI is slightly lower (∼0.2 eV) than
that published by Fuke et al.35 The second feature with
maxima at 9.42 and 9.81 eV is close to the assignment found
for the lowest IP of pyridine, 9.6 eV.60,65 The first region of the
VB ionization in pyridine has been attributed to both π- and n-
orbital ionization, and photoemission spectra support the view
that there are two overlapping bands. The comparison of our
experimental and computational data shows that the
replacement of one carbon atom in indole by nitrogen does
not result in significant changes in the energy levels of the
corresponding HOMOs. According to our calculations, the
features in the valence photoemission spectrum of the 7-AI

Figure 2. Dotted lines: valence-band photoelectron spectra of indole (bottom curve, red), 2,3-dihydro-7-azaindole (center curve, blue), and 3-
formylindole (top curve, black) at a photon energy of 60 eV. Shaded spectrum: higher-resolution valence band spectrum of indole. Bars: calculated
BEs for each compound using the P3+ cc-pVTZ model.

Figure 3. Charge density maps of the outermost molecular orbitals of indole, 2,3-dihydro-7-azaindole, and 3-formylindole.
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molecule at 9.81 and 10.56 eV are assigned to the MO with π
symmetry, while the shoulder at 9.42 eV is due to the nitrogen
heteroatom lone pair (see Figure 3). In the case of 7-AI, EP
methods produce a different ordering of the cationic states
with respect to that of the KT. In particular, ionization energies
related to the π (31a) and n (30a) MOs are reversed. This
shows that, for the cases of nitrogen-containing heterocycles,
EP corrections to Koopmans’ results are essential to produce
correct assignments of photoelectron spectra.66,67 In fact,
correlation and relaxation effects are generally much more
relevant for hole states with dominant contributions from
nonbonding, nitrogen-centered functions than for delocalized
π MOs.
The first photoelectron peak of 3-FI is split into peaks at

8.15 and 8.30 eV and corresponds to the HOMO ionization.
From the computed relative energies of 1H-trans and 1H-cis
isomers of 3-FI, the relative Boltzmann populations of these
two forms in the gas phase at 350 K were estimated as ∼85%
1H-trans and ∼15% 1H-cis.30 Hence, the splitting of the first
maximum could be due to the presence of different
conformers.
The next bands at 8.72 and 10.06 eV are assigned to MOs

(HOMO-1 and HOMO-2) of π symmetry. The asymmetric
feature at 9.23 eV is due to the ionization of the 32a′ MO,
which is mostly located on the oxygen heteroatom lone pair
(see Figure 3). This assignment is in good agreement with
already published valence band photoemission data for
tryptophol, which also contains an indole ring but differs in
having a flexible ethanolic side chain.40

As for 3-FI, the KT results are quantitatively inadequate, and
they fail to predict the right order of final states. The correct
ordering is retained by using EP methods, which consider both
electron correlation and orbital relaxation effects, particularly
relevant for final states with lone pair holes. However, while, in
the case of 7-AI, both OVGF and P3+ methods correctly
reproduce the band related to the ionization from the lone-
pair, for the 3-FI molecule, P3+ results agree with the
experiment better than those from OVGF and P3 (see the
Supporting Information, Tables S1−S3).42 In particular,
OVGF overestimates the energy related to the lone-pair
band by 0.52 eV, while both P3 and P3+ properly predict that
energy, providing results in good agreement with the
experimental data (see Table S3, Supporting Information).42

Moreover, a comparison of the computed PS for the valence
ionization of 7-AI and 3-FI reveals that the latter is a more
challenging system for all diagonal EP approximations: with
the exception of the outermost HOMO, HOMO-1, and
HOMO-2 ionizations of π-type MOs, for all other π MOs, the
low values of the corresponding PS indicates the importance of
orbital relaxation effects. In fact, significant relaxation effects
are anticipated for all ionization energies above 18 eV (see
Table S3, Supporting Information).42

Core Level Photoemission. The C 1s, N 1s, and O 1s
XPS experimental and theoretical photoemission spectra of the
samples are shown in Figures 4 and 5 and Figure S4 of the
Supporting Information (O 1s XPS)42 and summarized in
Table 2. Experimentally derived BEs are compared with
theoretical BEs computed by using the hybrid B3LYP xc
potential. The assignment of the spectral features is
rationalized considering that core level BEs are very sensitive
to the chemical environment of the ionized atomic site in
terms of both electron density and electronic relaxation.
Starting with I, the carbon core-level spectrum (see Figure 4)

shows two distinct features (labeled A and B) centered at
289.89 and 290.86 eV with an integrated intensity ratio of 6:2.
Indole is formed by the fusion of a pyrrole ring to the benzene
ring at the C9C8 position (see Figure 1a). Our calculations
show that all the carbon atoms not bonded to nitrogen
contribute to the strongest peak A of the photoemission

Figure 4. C 1s photoemission spectra of indole (bottom curve, red),
2,3-dihydro-7-azaindole (center curve, blue) and 3-formylindole (top
curve, black). Dotted lines: experimental data. Bars: theoretical data
computed by using the hybrid B3LYP xc potential. Calculated BEs
were shifted by +0.2, +0.15, and +0.1 eV for indole, 2,3-dihydro-7-
azaindole, and 3-formylindole, respectively.

Figure 5. N 1s photoemission spectra of indole (bottom curve, red),
2,3-dihydro-7-azaindole (center curve, blue) and 3-formylindole (top
curve, black). Dotted lines: experimental data. Bars: theoretical data
computed by using the hybrid B3LYPxc potential. Calculated BEs
were shifted by +0.35 eV for all three indoles.
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spectrum, while peak B is due to the C2 and C8 carbons
bonded to the N atom, as summarized in Table 2. Their higher
BE values are due to their higher electrostatic potential with
respect to the other C sites. The observed C 1s BEs are in
good agreement with previously published data for 3-
methylindole,39 tryptophol,40 tryptamine,40 benzene, and
pyrrole.64 The BE of the benzene C ls level was found to be
290.20 eV64 and it is about 0.3 eV higher than the measured
energy of peak A. The small shift in BE can be attributed to the
final-state screening, because indole is larger and more
polarizable than the benzene ring.
The C 1s spectra for I and 3-FI are, as expected, quite

similar, given that the molecules differ by one hydrogen atom
being replaced by a formyl group (see Figure 1). The area
ratios of peaks A:B:C in the spectrum of 3-FI are 6:2:1. We
notice that the position of peaks A and B is shifted to higher
BEs (by about 0.30 eV) on going from I to 3-FI, due to the
presence of the formyl group in 3-FI. In the C 1s XPS
spectrum of 3-FI, the broad peak C at 292.65 eV is assigned to
the ionization of the carbon atom bonded to the electro-
negative oxygen atom which causes an increase of the
electrostatic potential at the carbon nucleus (see Figure 4).
As in the case of indole, tryptophol, tryptamine and 3-
methylindole, the most pronounced feature A, centered at
290.25 eV in the carbon core level spectrum of 3-FI, is due to

the aromatic ring carbons39,40,64 which are not directly bonded
to N, while feature B is associated with ionization from C8 and
C2 (see Table 2).
The experimental full widths at half maximum of the most

intense features A (see Figure 4) in the C 1s spectra of indole
and 3-formylindole, are about 0.89 and 0.84 eV, respectively.
Assuming Gaussian peak shapes and considering the total
experimental resolution of 0.32 eV, the observed widths
derived are 0.79 and 0.74 eV. The number of closely spaced
electronic states and their vibrational envelopes hamper a
better definition of the structure, even for improved
experimental resolution.
7-AI contains seven carbon atoms, and wide asymmetric

peaks are seen in its C 1s photoemission spectrum (see Figure
4). The low BE feature of the C 1s XPS spectrum of 7AI is
noticeably broader than for the other two indoles, and shows
five well resolved shoulders (A-E) lying in the range 289−291
eV (see Figure 4). The distinct shifts of the carbon 1s BEs of
2,3-dihydro-7-azaindole are due to the different chemical
environment and could be characterized as a superposition of
carbon atoms from the pyridine and pyrrole rings. The
experimental C 1s BEs for pyridine were found to be 290.9 eV,
290.6 eV and 290.2 eV for (C2 = C6), (C4), and (C3 = C5)
core holes, respectively.68,69 For pyrrole, two carbon core-
electron BEs at 290.8 eV (C2 = C5) and 289.8 eV (C3 = C4)
have been published by Gelius et al.64 It is interesting to note
the manner in which C 1s BEs values for the 7-AI molecule
interchange with respect to the position of the carbon atom in
a ring system such as pyridine, in which the lowest carbon
ionization values were obtained for the C9 and C5 atoms
located as nearest-neighbors to the (N7) atom (see Table 2).
The same trend was observed for various carbon−nitrogen
molecules by Snis et al.68 The highest BE feature F at 291.72
eV has been assigned as for indole and 3-formylindole, and is
due to the two carbon atoms (C2 and C8) which are nearest-
neighbors of nitrogen (N1) in the pyrrole ring (see Figure 1).
The values are about 0.86 and 0.39 eV higher than the energy
of the same carbons in the indole and 3-FI molecules,
respectively (see Table 2). This can be explained by
considering the electronegativity of the neighbouring atoms.
For the case of 7-AI, the electronegative N-atom directly
bonded to C8 produces a decrease of the electron density
around the C-atom and therefore an increase of the binding
energy. Such an effect is reduced in the case of 3-FI, as the
electronegative oxygen atom is not directly bonded to the
considered C atoms.
The N 1s photoemission spectra of indole and 3-FI present

broad single features at 405.82 and 406.36 eV, respectively (see
Figure 5). In both cases the peak derives from the same
chemical environment and is due to the nitrogen atom (N1) in
the pyrrole ring. The experimental N 1s BE for pyrrole was
determined to be 406.1 eV,64 and it is approximately 0.3 eV
higher than the value obtained for indole and lower than those
measured for 3-methylindole. The BE of the indole nitrogen
matches well the already published values for 3-methylindole
(405.7 eV),39 tryptophol, and tryptamine (405.73 eV).40

The N 1s spectra of indole and 3-formylindole both show
asymmetric peaks, a shape which has been attributed to
Franck−Condon effects.39 The experimental fitted widths are
about 1.03 and 0.94 eV for indole and 3-FI, respectively.
Taking into account the experimental resolution, this implies
intrinsic widths of 0.82 and 0.73 eV, similar to the values
obtained from the C 1s spectra.

Table 2. C, N, and O 1s Experimental and Calculated BEs
for Indole, 2,3-Dihydro-7-azaindole, and 3-Formylindole

molecule/
core level

experimental BEs (eV)
± 0.1 eV/feature

calculated BEs (eV) ± 0.1 eV, DFT:
B3LYPxc/PW86x/Assignment

indole
C 1s 289.89/A 289.49/289.86/C5

289.54/289.93/C3
289.55/289.91/C6
289.57/289.93/C4
289.76/290.16/C9
289.77/290.15/C7

290.86/B 290.61/290.94/C2
290.66/291.01/C8

N 1s 405.82 405.45/406.13/N1
2,3-dihydro-7-azaindole
C 1s 289.77/A 289.62/289.99/C5

290.00/B 289.85/290.26/C9
290.27/C 290.25/290.55/C4
290.67/D 290.56/290.84/C6
291.02/E 290.80/291.20/C3
291.72/F 291.58/291.95/C2

291.63/291.87/C8
404.23 403.56/404.17/N7

N 1s 405.03 404.69/405.35/N1
3-formylindole
C 1s 290.25/A 289.91/290.34/C5

289.95/290.37/C6
289.99/290.42/C4
290.00/290.45/C3
290.20/290.63/C7
290.24/290.67/C9

291.33/B 291.08/291.41/C2
291.12/291.51/C8

292.65/C 292.36/292.45/C10
N 1s 406.36 406.04/406.71/N1
O 1s 536.84 535.89/536.76/O11
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In 7-AI, two nitrogen atoms are present, and two peaks are
observed in the experimental spectrum at 404.23 and 405.03
eV (see Figure 5). The difference in energy between these
features is 0.8 eV, slightly lower than that predicted by
theoretical calculation (∼1.15 eV) (see Table 2). The peak at
higher BE corresponds to the N1 atom in the pyrrole ring,
which has the same pattern as that found for indole, 3-
formylindole, 3-methylindole, tryptophol, and tryptamine
measured under similar experimental conditions. The lower-
energy peak at 404.23 eV is assigned to the N atom of the
pyridine ring. Their relative positions can be understood by
simple arguments based on the different electron shielding
effects on the two N positions. The experimental position of
the N 1s peak corresponding to the ionization of the N1 atom
for 7-AI is approximately 0.8 and 1.3 eV lower with respect to
the single features observed for I and 3-FI, respectively. The
closest calculated N 1s BEs found for pyridine are 404.69 eV68

and 404.76 eV,69 approximately 0.5 eV higher than the N7
atom energy in 7-AI. Also, experimental values of nitrogen
core-electron BEs of pyridine show a shift, which is
approximately 0.7 eV higher69 with respect to the value
measured in the present work. It is well known that, in the case
of organic heterocycles, the ionization energy decreases with
the increasing size of the system.68

The computed and measured O 1s core level spectra of 3-
formylindole are displayed in Figure S4 (see the Supporting
Information),42 while the corresponding BEs are summarized
in Table 2. There was no effect of the molecular conformation
observed in the experimental O 1s spectrum of 3-FI. The
intense peak at 536.84 eV was assigned to the oxygen atom of
the formyl group in the molecule. In the case of 3-FI the O 1s
BE is lower than for tryptophan and tryptophol, which contain
the indole structure and an additional carboxyl or hydroxyl
group.39,40 Based on its energy, we attribute the wide
asymmetric peak at 539.80 eV to water present in the sample
and/or the experimental chamber.70

Doubly Charged Ions of Indole. Mass spectrometry has
provided a large amount of data for doubly charged ions
(dications).71−73 The minimum energy required to form the

doubly charged ion is denoted variously in the literature as the
double ionization potential (DIP), double ionization energy
(DIE), or appearance potential (AP). In this section, we report
data for the double ionization of indole.
The parent ion (M+) of indole m/z = 117 dominates the

mass spectrum at all photon energies (see Figure 6). It has
been shown that, for aromatic heterocyclic fused-ring
compounds containing more than one nitrogen atom, in
most cases, the dominant fragmentation reaction of M+

involves expulsion of HCN° (or HNC°) neutral species (m
= 27).73 Consistent with this, at all the photon energies used,
the next most intense pair of masses after the parent ion are at
m/z = 90 and m/z = 89 corresponding to C7H6

+ and C7H5
+

fragments. The very weak signal at m/z = 58.5 in the spectrum
measured at hv = 22 eV is due to the formation of the dication.
As the photon energy increases, the signal of the doubly
charged ion becomes more pronounced (see Figure 6, hv = 60
eV). In general, the probability for double ionization is always
lower than that of the single ionization. Note that our
photofragmentation spectra of indole are in good agreement
with those measured by electron impact at 70 eV.65

Additionally, fragmentation reactions of both metastable and
collisionally activated dications, formed by electron impact
ionization of 25 polycyclic aromatic compounds have been
investigated in detail by Perreault et al.73 Their results have
been interpreted on the basis of mechanistic models based on
the competition between charge-separation and neutral-
expulsion reactions and on variations in the diradical character
with increasing molecular size and nitrogen content of these
molecular dications.
To estimate the appearance potential of the doubly charged

ion of indole, we chose Auger electron spectroscopy74, as the
final states of this process are doubly charged. The subtraction
of the Auger electron energy from the energy of the initial hole
state gives the energy of the state of the ion.74 The C-Auger
spectrum of I measured here shows the first peak centered at a
BE of approximately 21.8 eV, which corresponds to its lowest
DIE (see Figure 7). This value is consistent with the position
of the first wide band presented in the N-Auger spectrum of

Figure 6. Mass spectra of indole as a function of photon energy.
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indole (see the Supporting Information, Figure S5) as well as
with our TOF spectra as a function of photon energies (Figure
6). It is not surprising that the present C- and N-Auger spectra
of indole have broad structures. This broadening includes the
finite line width of the XPS, the vibrational distributions of the
core-hole states and the final states, the core-hole lifetime, and
also the analyzer resolution. Note that the energy scales of the
C- and N-Auger spectra in Figure 7 and Figure S5 (Supporting
Information) have been calibrated with respect to CO2

75 and
N2

76 and the experimentally found BE values 289.89 and
405.82 eV for carbon and nitrogen core-level photoemission
spectra of indole, respectively (see Table 2).
In order to understand which orbitals/states of indole are

involved in the formation of doubly charged ions, we have
performed calculations at the CASSCF/MRCI (complete
active space self-consistent field/multi-reference internally
contracted configuration interaction) level of theory77 with
the ANO-VT-TZ basis, and these data are summarized in
Table S4 of the Supporting Information. All calculations were
performed by using the MOLPRO package.78 In detail, the
CASSCF energies were obtained by averaging over the four
lowest singlet states and one triplet state with an active space
including eight active electrons for the neutral state and six
active electrons for the doubly ionized states in six active
orbitals (see the Supporting Information, Figures S6 and S7).
Although all the calculated states of the doubly charged
molecule have mixed configurations, they are mainly
dominated by the contribution of one of the reference CI
configurations (see Supporting Information, Table S4).42

As mentioned above, there are few singlets and one triplet
state relatively close in energy (see the Supporting
Information, Table S4 and Figures S6 and S7) that could
participate in the dication formation. Our calculations show
that the first two states (11A′ and 21A′) are separated by 0.5
eV, while the third state (31A′) is 1.5 eV higher. As we do not
calculate the intensities, the peak shape is difficult to predict.
The calculations also show that the next state (41A′) is much
higher in energy, so it would seem that we see the decay to the
lowest states for C and for N (see the Supporting Information,
Table S4).42 Note that the lowest triplet state (13A′) is

energetically near (0.18 eV) the lowest singlet state (11A′) (see
the Supporting Information, Table S4). One can assign
“dominant configurations” to the lowest states, and we
consider holes in the HOMO and HOMO-1. According to
Figure 3, these molecular orbitals (5a″ and 4a″) extend over
the whole molecule, including the nitrogen atom. Hence, the
first wide peak in the N-Auger spectrum (see the Supporting
Information, Figure S5) is most likely due to the lowest
dication state of indole. The same is true for the C-Auger
spectrum (see Figure 7), but things are more complicated here
since the molecule has many carbon atoms. The C 1s
photoemission spectra of indole show two peaks: one having
contributions of C2 and C8 (bound to the nitrogen) at 290.86
eV and the other at 289.89 eV with contributions from all
other carbons (see Table 2 and Figure 4). For the lowest
dicationic state, this implies that at least two peaks separated
by ∼1 eV should be observed in the C-Auger spectrum of
indole. In Figure 7, one can see a small shoulder at 22.8 eV,
which may tentatively be assigned to this process. From Figure
3, it appears that the two outermost orbitals (MO 5a″ and MO
4a″) extend over C2 and C8 atoms but also over most of the
other carbon atoms complicating the final interpretation.
Therefore, one could assume that the first observed structure
in the C-Auger spectrum is at an energy consistent with a
decay from some of the (not nitrogen neighbor) ring carbons
to the lowest state of the doubly charged ion. Additionally, our
mass spectra are also consistent with the energy obtained from
the Auger spectra, showing that the dication is stable on the
timescale of our experiment (hundreds of nanoseconds).
Other weak shoulders around 24.84 and 26.78 eV have been

observed as well in the C-Auger spectrum of indole. Since no
prior experimental and theoretical studies of the double
ionization of indoles exist in the literature, we can only
compare our data with that of other aromatic compounds (see
Table 3).72,79,80 Dication appearance potentials for aromatic
molecules containing a double ring structure (such as indole,
quinoline, and azulene) are lower than those having a single-
ring structure (benzene, pyridine and pyrimidine). It is
certainly possible to predict double ionization appearance
potentials from single ionization energies using some empirical

Figure 7. C-Auger spectrum of indole measured at a photon energy of 350 eV.
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equations, provided that one knows the distance between the
final charges of the molecule.72,81 However, this information is
often lacking; therefore, this empirical approach is presently of
little practical use.

■ CONCLUSIONS
The core and valence photoemission spectra of three
biologically important compounds, namely, indole, 2,3-
dihydro-7-azaindole, and 3-formylindole, have been studied
in the gas phase using X-ray photoelectron spectroscopy (XPS)
and quantum-chemistry calculations. Comprehensive informa-
tion about the electronic structure and, in particular, the
occupied molecular orbitals, has been acquired. The high-
resolution spectrum for the inner valence region of indole has
been reported, and several bands due to the vibrational
splitting of its HOMO and HOMO-1 have been defined. The
appearance potential of the doubly charged ion of indole has
been determined to be 21.8 ± 0.2 eV by using Auger electron
spectroscopy. The carbon, nitrogen, and oxygen 1s photo-
emission spectra for all three investigated molecules have been
assigned. Additionally, calculations presented in this paper are
in good agreement with the relative BEs of the core level
features observed in the experimental photoemission results.
By comparing our data with previously published results, we
conclude that the rotation of the formyl group attached in 3-FI
to the C3 atom was weak and did not show detectible chemical
shifts in the core-level spectra of this molecule.
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benzene80 24.65 from 26 to 31
azulene80 20.2 21.3, 22.3
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1aʺ 22aʹ 23aʹ 24aʹ 

    
25aʹ 26aʹ 2aʺ 3aʺ 

  

  

4aʺ 5aʺ (HOMO)   
Figure S1. Plot of HF/cc-pVTZ orbitals for indole (for assignment see Table S1).  
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Table S1. Vertical ionization potentials (eV) and pole strengths (PS) of indole calculated 
with HF, OVGF, P3 and P3+/cc-pVTZ models. 

MO Type KT OVGF PS P3 PS P3+ PS 

5a'' 
 

π 7.687 
 

7.792 
 

0.894 
 

7.997 
 

0.884 
 

7.911 
 

0.881 
 

4a'' 
 

π 8.158 
 

8.126 
 

0.892 
 

8.341 
 

0.880 
 

8.245 
 

0.877 
 

3a'' 
 

π 10.464 
 

9.811 
 

0.875 
 

10.007 
 

0.863 
 

9.881 
 

0.860 
 

2a'' 
 

π 12.644 
 

11.365 
 

0.815 
 

11.415 
 

0.805 
 

11.285 
 

0.806 
 

26a' 
 

σ 13.069 
 

11.652 
 

0.896 
 

11.890 
 

0.885 
 

11.677 
 

0.878 
 

25a' 
 

σ 13.782 
 

12.262 
 

0.890 
 

12.478 
 

0.879 
 

12.270 
 

0.872 
 

24a' 
 

σ 14.916 
 

13.350 
 

0.884 
 

13.502 
 

0.873 
 

13.291 
 

0.866 
 

23a' 
 

σ 15.638 
 

13.940 
 

0.881 
 

14.090 
 

0.870 
 

13.878 
 

0.862 
 

1a'' 
 

π 15.852 
 

13.962 
 

0.793 
 

13.866 
 

0.795 
 

13.662 
 

0.793 
 

22a' 
 

σ 16.177 
 

14.518 
 

0.873 
 

14.571 
 

0.863 
 

14.371 
 

0.856 
 

21a' 
 

σ 16.349 
 

14.636 
 

0.879 
 

14.786 
 

0.868 
 

14.519 
 

0.858 
 

20a' 
 

σ 17.616 
 

15.696 
 

0.855 
 

15.762 
 

0.846 
 

15.583 
 

0.840 
 

19a' 
 

σ 17.961 
 

16.012 
 

0.853 
 

16.102 
 

0.845 
 

15.880 
 

0.838 
 

18a' 
 

σ 19.795 
 

17.677 
 

0.840 
 

17.717 
 

0.834 
 

17.482 
 

0.827 
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30a 31a 32a (HOMO)  
Figure S2. Plot of HF/cc-pVTZ orbitals for 2,3-dihydro-7-azaindole (for assignment see Table 
S2).  
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Table S2. Vertical ionization potentials (eV) and pole strengths (PS) of 2,3-dihydro-7-
azaindole calculated with HF, OVGF, P3 and P3+/cc-pVTZ models. 

MO Type KS OVGF PS P3 PS P3+ PS 

32a 
 

π 7.951 
 

7.802 
 

0.897 
 

8.008 
 

0.887 
 

7.916 
 

0.884 
 

31a 
 

π 10.117 
 

9.614 
 

0.885 
 

9.923 
 

0.873 
 

9.823 
 

0.871 
 

30a 
 

n 11.072 
 

9.496 
 

0.891 
 

9.639 
 

0.879 
 

9.382 
 

0.870 
 

29a 
 

π 11.751 
 

10.653 
 

0.877 
 

10.678 
 

0.869 
 

10.540 
 

0.865 
 

28a 
 

σ 13.599 
 

12.325 
 

0.896 
 

12.478 
 

0.887 
 

12.303 
 

0.881 
 

27a 
 

σ 14.453 
 

13.140 
 

0.888 
 

13.192 
 

0.879 
 

13.035 
 

0.874 
 

26a 
 

σ 14.612 
 

13.297 
 

0.849 
 

13.285 
 

0.842 
 

13.157 
 

0.841 
 

25a 
 

σ 14.867 
 

13.620 
 

0.892 
 

13.539 
 

0.884 
 

13.423 
 

0.880 
 

24a 
 

σ 15.075 
 

13.629 
 

0.860 
 

13.690 
 

0.851 
 

13.517 
 

0.848 
 

23a 
 

σ 15.429 
 

13.684 
 

0.879 
 

13.789 
 

0.868 
 

13.581 
 

0.861 
 

22a 
 

σ 16.339 
 

14.688 
 

0.880 
 

14.809 
 

0.869 
 

14.576 
 

0.861 
 

21a 
 

σ 17.285 
 

15.492 
 

0.867 
 

15.576 
 

0.858 
 

15.388 
 

0.853 
 

20a 
 

σ 17.792 
 

16.077 
 

0.859 
 

16.083 
 

0.855 
 

15.945 
 

0.853 
 

19a 
 

σ 18.372 
 

16.459 
 

0.856 
 

16.529 
 

0.849 
 

16.345 
 

0.844 
 

18a 
 

σ 19.568 
 

17.515 
 

0.855 
 

17.594 
 

0.850 
 

17.365 
 

0.842 
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21aʹ 22aʹ 23aʹ 24aʹ 

    
25aʹ 26aʹ 27aʹ 28aʹ 

    
1aʺ  29aʹ 30aʹ 2aʺ  

    
31aʹ 3aʺ  32aʹ 4aʺ 

  

  

5aʺ 6aʺ   
Figure S3. Plot of HF/cc-pVTZ orbitals for 3-formylindole with the trans orientation of the formyl 
group (for assignment see Table S3).  
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Table S3. Vertical ionization potentials (eV) and pole strengths (PS) of 3-formylindole 
calculated with HF, OVGF, P3 and P3+/cc-pVTZ models. 

MO Type KT OVGF PS P3 PS P3+ PS 

6a'' π 8.166 
 

8.178 
 

0.891 
 

8.444 
 

0.881 
 

8.354 
 

0.878 
 

5a'' 
 

π 8.604 
 

8.556 
 

0.888 
 

8.779 
 

0.877 
 

8.684 
 

0.874 
 

4a'' 
 

π 10.678 
 

9.961 
 

0.876 
 

10.234 
 

0.864 
 

10.105 
 

0.860 
 

32a' 
 

n 11.315 
 

9.749 
 

0.871 
 

9.581 
 

0.869 
 

9.339 
 

0.862 
 

3a'' 
 

π 13.029 
 

11.737 
 

0.819 
 

11.794 
 

0.805 
 

11.663 
 

0.805 
 

31a' 
 

σ 13.571 
 

12.104 
 

0.885 
 

12.254 
 

0.880 
 

12.035 
 

0.873 
 

30a' 
 

σ 14.023 
 

12.498 
 

0.884 
 

12.694 
 

0.878 
 

12.485 
 

0.871 
 

2a'' 
 

π 14.272 
 

13.226 
 

0.840 
 

13.126 
 

0.829 
 

13.012 
 

0.829 
 

29a' 
 

σ 15.337 
 

13.620 
 

0.877 
 

13.850 
 

0.871 
 

13.618 
 

0.863 
 

28a' 
 

σ 16.359 
 

14.398 
 

0.862 
 

14.554 
 

0.860 
 

14.247 
 

0.849 
 

27a' 
 

σ 16.424 
 

14.766 
 

0.867 
 

14.764 
 

0.862 
 

14.566 
 

0.855 
 

1a'' 
 

π 16.542 
 

14.515 
 

0.793 
 

14.512 
 

0.786 
 

14.308 
 

0.786 
 

26a' 
 

σ 16.637 
 

14.810 
 

0.865 
 

14.798 
 

0.863 
 

14.514 
 

0.854 
 

25a' 
 

σ 17.978 
 

15.981 
 

0.854 
 

16.051 
 

0.846 
 

15.851 
 

0.839 
 

24a' 
 

σ 18.022 
 

15.907 
 

0.853 
 

16.040 
 

0.850 
 

15.775 
 

0.841 
 

23a' 
 

σ 18.519 
 

16.445 
 

0.850 
 

16.594 
 

0.844 
 

16.342 
 

0.836 
 

22a' 
 

σ 19.978 
 

17.802 
 

0.848 
 

17.879 
 

0.843 
 

17.637 
 

0.835 
 

21a' 
 

σ 20.774 
 

18.383 
 

0.834 
 

18.424 
 

0.830 
 

18.184 
 

0.822 
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Figure S4. O 1s photoemission spectrum of 3-formylindole. Dotted lines: experimental data, bar: 
theoretical data computed by using the hybrid PW86x potential. Peak at 539.80 eV is due to the 
water present in the sample and/or the experimental chamber. 1 
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Figure S5. N-Auger spectrum of indole measured at photon energy 450 eV.  
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Table S4: Calculated double ionization energy values [eV] for indole and the percentage of 
the dominant reference CI configurations. 

Dication 
states 

MRCI/ANO-VT-TZ Percentage of the dominant reference CI 
configurations for the dication states. Note: 
only percentages greater than 10% have 
been considered. 

11A’ 20.89 5a’’-2 (76%) 

21A’ 21.38 4a’’-1 5a’’-1 (42%) 

31A’ 22.42 4a’’-2 (74%) 

41A’ 25.06 3a’’-1 5a’’-1 (27%), 5a’’-2 (16%) 

13A’ 20.71 4a’’-1 5a’’-1 (93%) 

  

 

 

 

  
 

Figure S6. Main CI vectors for double ionized first (11A’), second (21A’) and third (31A’) 
singlet states of indole. Only configurations greater than 10% have been considered. 
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Figure S7. Main CI vectors for double ionized fourth singlet (41A’) and triplet state (13A’) of 
indole. Only configurations greater than 10% have been considered. 
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ABSTRACT: The near-edge x-ray-absorption fine-structure (NEXAFS) and X-
ray photoelectron spectroscopy (XPS) spectra of benzo[b]thiophene (BBT) and
dibenzothiophene (DBT) in the gas phase have been measured at the carbon K-
edge and sulfur LII,III-edge regions. The assignment of the spectral features has
been provided by theoretical calculations based on density functional theory
(DFT) and its time-dependent generalization (TDDFT) in the linear response
regime. Observed trends in computed C 1s and S 2p ionization potentials (IPs)
have been rationalized in terms of both the inductive effects due to the presence
of S and the increased π-electrons delocalization arising from the benzo-
annulation process. The analysis of the NEXAFS carbon K-edge and sulfur LII,III-
edge regions provided information on both low-lying delocalized virtual π orbitals,
and higher-lying localized σ*(C−S) states. The evolution of the NEXAFS carbon
K-edge spectral features along the series thiophene (T) and derivatives, BBT and
DBT, is informative of a stabilizing effect due to increased aromaticity. This effect is however more pronounced in going from T
to BBT compared to the introduction of a second annulated phenyl ring in DBT. The nature of the most intense sulfur LII,III-
edge NEXAFS spectral features is instead conserved along the series reflecting thus the localized nature of the virtual states
involved in the S 2p core-excitation process.

1. INTRODUCTION
Conjugated molecular complexes are of growing interest in the
field of organic molecular electronics,1−3 due to the possibility
to combine building block molecules to form more complex
structures tuned to the desired performance.4,5 The
introduction of these kinds of molecules in organic solar
cells (OSCs) or organic light emitting diodes (OLEDs) has
resulted in a further progress of the device efficiency and
performance. In a typical OSC, the sunlight energy conversion
occurs in photoactive layers/interfaces of donor−acceptor
(D−A) materials, often based on two counterparts or, more
recently, by combining the electron donor and acceptor
properties on two sites of the same molecule usually connected
by covalent bonds through π-bridge linkers (D−π−A).6,7 In
D−π−A systems the choice of the proper π-bridge between the
donor D and the acceptor A plays a crucial role not only by
adjusting the highest occupied molecular orbital (HOMO) and
lowest unoccupied molecular orbital (LUMO) levels but also
in the ability of extending the absorption range and improving

the charge separation upon photoexcitation.8 Hence, character-
izing the properties of the isolated building block molecules of
donors, acceptors, and π-bridges is essential for predicting,
controlling, and manipulating their behavior and applications.
A promising class of electron donors is based on

thiophenes9−11 which are considered as ideal systems being
electron rich and providing an outstanding ability to acquire
and transport positive charges through a film layer.9 As a
consequence of their efficient light collection, structural
versatility and the intrinsic behavior of charge transport, the
thiophene-based conjugated systems are considered good
candidates for the development of high performance
OSCs.12,13

Moreover, thiophenes are also considered suitable donors/
π-bridges in D−π−A molecular systems, capable to improve
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the light harvesting efficiency and charge transport proper-
ties,7,14 facilitating the electron migration from the donor to
the acceptor counterparts. The introduction of π-conjugated
ring-annulated moieties, such as benzene, simultaneously
extends the π-conjugation and improves the stability of the
resulting molecule. In particular, benzo-annulation at the 2,3-
position of thiophene rings results in a class of promising
building blocks to be used as electron-donors and π-bridges for
the assembling of organic electronic materials.
The present work focused on the electronic structure

characterization of building block molecules such as benzo-
[b]thiophene (BBT) and dibenzothiophene (DBT) represent-
ing planar and rigid thiophene benzo-annulated structures with
extended π-conjugated systems. These structural elements
allow greater intermolecular overlap in thin films and
consequently provide high charge carrier mobility.15 Indeed,
previous studies show that the systems containing annulated-
ring planar structures improve the device performance.16 As an
example, it can be mentioned the 2,8-bis(diphenylphosphoryl)-
dibenzo[b,d]thiophene (PPT) that is formed by two
phosphine oxide moieties functionalizing the small dibenzo-
thiophene core. This derivative is characterized by high triplet
energy and is known as good vacuum sublimable electron
transporting host material for blue OLEDs. Considering the
structure of the PPT molecule, it has been previously
demonstrated that the phosphine oxide groups act as breaking
points of π-conjugation between the core and the outer groups
leaving the electronic structures of the compound practically
matching those of the central dibenzothiophene moiety.17 This
means that the phosphine oxide moiety has practically no
impact on the core dibenzothiophene geometry and its lowest
triplet energy but only on the ionization potential and electron
affinity of the resulting system. The performance of devices in
which such compounds are used, is especially improved when,
among other analogues cores (i.e., carbazole and dibenzofur-
an), the dibenzothiophene is used as π conjugated core.18 For
this reason, we focused our study on the DBT and its simpler
analogue BBT, to understand how the increasing benzo-
annulation of the core system influences the electronic
property of bigger compounds, like PPT.
Until now, there is only a limited amount of studies about

benzo- and dibenzothiophene-based systems whose electronic
properties have been described by combined experimental and
DFT core−electron excitations.19−23 To better assess the role
and the electronic properties of the thiophene-based building
blocks, in this study we investigate both the dibenzothiophene
(DBT) and the smaller benzo[b]thiophene (BBT) moieties
and compare their behaviors with the well-known features of
thiophene (T)24−27 (see Figure 1 for all the chemical
structures). The scope is to characterize the electronic
structure of the electron-rich T alone and the modification
induced by the benzo-annulated rings such as in BBT and
DBT. For this purpose, the electronic structures of BBT and
DBT in the gas phase have been probed by means of X-ray
photoelectron spectroscopy (XPS) and near-edge x-ray
absorption fine structure (NEXAFS) spectroscopy. Core−
electron spectroscopies are useful tools to investigate the
electronic structure of free molecules due to the localized
character of the core hole.28 NEXAFS is solidly accepted as
site-sensitive probe of the spatial distribution and local
symmetry of the empty states29 and the closely related XPS,
which measures the ionization energies (IEs) of the core
electrons, is very sensitive to the local chemical and physical

environment of the ionized atomic site. The observed C 1s and
S 2p binding energy (BE) variations have been explained in
terms of both the inductive effects due to the presence of S and
the increased π-electrons delocalization arising from the
annulation process.
The NEXAFS experimental spectra have been collected at

both the C K-edge and S LII,III-edge and have been rationalized
with theoretical calculations performed in the framework of the
density functional theory (DFT) approach, employing different
and well established computational protocols depending on the
not degenerate (K-shell) /degenerate (LII,III shells) nature of
the core hole. These combined NEXAFS studies have enabled
us to completely characterize the low-lying virtual orbitals of
the molecules in terms of the atomic C p and S s, d
components.
The acquired knowledge about the isolated molecules is

useful to predict, control and manipulate their behavior when
introduced in bigger molecular systems as for example in PPT
or in D−π−A complexes.

2. EXPERIMENTAL SECTION
Commercially available Sigma-Aldrich benzo[b]thiophene,
BBT, (purity 98%, mp 30−33 °C) and dibenzothiophene,
DBT, (purity 98%, mp 97−100 °C) were used for the

Figure 1. Chemical structures of thiophene (T), benzo[b]thiophene
(BBT), dibenzothiophene (DBT) molecules.
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experimental characterizations. BBT and DBT are crystalline
solids and were sublimated in vacuum using a custom built
resistively heated furnace. DBT was sublimated at 44 °C after
purification at around 30 °C for 12 h. BBT is a solid
compound with low melting point, and its best vaporization
temperature was found to be 28 °C after a quick purification at
this temperature for a few hours.
The measurements on the gas phase samples were

performed at the gas phase beamline of the Elettra synchrotron
in Trieste30 using a Scienta SES-200 electron analyzer31

mounted at the magic angle with respect to the electric field
vector of the linearly polarized incident light.
C 1s XP spectra of BBT and DBT molecules were recorded

at photon energies of 382 and 392 eV, with an overall energy
resolution of about 200 and 100 meV, respectively. C 1s XP
spectra have been calibrated with respect to the C 1s binding
energy (BE) of CO2 (297.6 eV).32

S 2p XP spectra of BBT and DBT molecules were recorded
at a photon energy of 260 eV with an overall energy resolution
of about 180 and 94 meV, respectively and they were
calibrated with respect to the S 2p binding energy (BE) of
SF6 (180.21 eV for 2p3/2 and 181.5 eV for 2p1/2).

33,34

The C 1s and S 2p XP peaks were fitted using IGOR PRO;
we used an in-house written curve fitting routine to reproduce
the line-shape of C 1s, while for S 2p we used the package
XPST (X-ray Photoelectron Spectroscopy Tools) by Dr.
Martin Schmid.35

NEXAFS spectra at the C K-edge and S LII,III-edge were
acquired by measuring the total ion yield (TIY) with an
electron multiplier placed in the experimental chamber in front
of the ionization region. The photon flux was measured
simultaneously using a calibrated Si photodiode (AxVU100
IRD) for the spectra normalization. The energy scale of the C
K-edge spectra was calibrated by taking simultaneous spectra
of the samples and of CO2, with the characteristic transition at
290.77 eV (C 1s → π*, CO2).

36,37 The photon energy
resolution was around 110 meV for BBT and 65 meV for DBT
molecules.
The energy scale of the S LII,III-edge NEXAFS spectra was

calibrated by taking simultaneous spectra of the samples and of
SF6, with the characteristic transition T1u (a1g)-3/2 T1u (a1g)-
1/2 (at 172.5 and 173.6 eV, respectively).38 The photon
energy resolution was about 80 meV for BBT and about 37
meV for DBT spectra.

3. COMPUTATIONAL DETAILS
The equilibrium geometries of thiophene (T), benzo[b]-
thiophene (BBT), and dibenzothiophene (DBT) have been
optimized at the density functional theory (DFT)39 level,
within the local-density approximation (LDA) by using the
Vosko, Wilk, and Nusair (VWN) exchange and correlation
(xc) functional40 and the triple ζ polarized (TZP) basis set of
Slater type orbitals (STOs) taken from the ADF (Amsterdam
density functional) database.41,42 Optimized geometries
obtained with the VWN xc functional in combination with
the TZP basis set are in rather good agreement with the
experimental geometries of T and DBT derived from X-ray
diffraction data.43,44 (the comparison with the experimental
data is reported in Tables S1 and S2 of the Supporting
Information). The three molecules are planar (C2v point-group
symmetry for T and DBT, Cs point-group for BBT), and the
full symmetry of the systems has been exploited in the
calculations.

The C K-edge NEXAFS spectrum for each nonequivalent C
site has been computed at the DFT level within the generalized
gradient approximation (GGA) for the XC energy functional
with the PW86xPerdew functional45 and the transition
potential (TP) scheme.46,47 In this approach, the Kohn−
Sham (KS) orbitals are determined self-consistently with an
orbital occupation scheme obtained by removing half an
electron from the excited core orbital. Relaxation effects upon
formation of the core hole are usually adequately described.48

The set of virtual molecular orbitals (MOs) obtained from a
single TP calculation is used to treat the entire manifold of
excited states. To accurately describe excitation to diffuse
Rydberg states close to the ionization threshold, an even
tempered quadruple-ζ with three polarization and three diffuse
functions (designed as ET-QZ3P-3DIFFUSE set in the ADF
database) basis set has been used for the core-excited C atom,
while a TZP basis has been employed for the remaining atoms.
In particular, a frozen core TZP.1s basis set has been employed
for the C atoms, and a TZP.2p basis for S. Beside ensuring the
localization of the half core hole, this basis set allows for a good
accuracy with a further reduction of the computational cost.
Within the TP scheme, excitation energies are obtained as

eigenvalues differences between the virtual orbital and the 1s
core orbital

Δ = ϵ − ϵ→Ei f f
TP

i
TP

(1)

while transition intensities are expressed in terms of oscillator
strengths, f i→f. For samples in the gas phase

φ μ φ= Δ |⟨ | | ⟩|→ →f n E
2
3i f i i f f

TP
i
TP 2

(2)

involving dipole matrix elements between initial and final TP
MOs while ni is the occupation number of the core orbital in
the ground state. The Ionization Potential (IP) is defined as
the negative of the TP eigenvalue related to the initial core
orbital, IP= −ϵiTP, but, since absolute transition energies are
usually too large (the TP approach leads generally to a less
attractive potential), a better estimate is obtained by first
computing the IPs at the ΔKS (ΔSCF Kohn−Sham) scheme,
allowing a full relaxation of the ionized core hole, and shifting
the TP excitation energies eq 1 by an amount given by the
energy difference ϵi

TP − IPΔKS.
In the C K-edge NEXAFS spectra calculations, a separate

computation of the excitation spectrum of each nonequivalent
C site has been performed, and the total spectrum has been
obtained by summing up the different contributions. For each
spectrum, theoretical C 1s ionization thresholds are used to
separate the below- and the above-edge regions. Only
transitions which occur below the ionization threshold can
be accurately described by the employed computational
protocol, while above it only qualitative information can be
extracted, since the electronic continuum wave function cannot
be properly described with standard basis sets of quantum
chemistry programs.
The spectral structures result from the electronic excitations

from a core orbital, deeply localized on the absorbing atom,
toward virtual molecular orbitals (MOs), lying around the
ionization limit of that specific core hole. The excitation
process is dictated by dipole selection rules, and the oscillator
strengths are directly connected with the atomic site
component of the virtual orbitals which is dipole allowed.
Therefore, the K-edge structures are dominated by the s → p
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dipole-allowed transitions; hence, the transition intensities map
the C p components in the final MOs. The features observed at
the S LII,III edges involve the 2p → s/d electric-dipole
transitions which therefore characterize the final MOs with
significant S s, d components.
The ΔKS C 1s IPs are also used to simulate the XP spectra.

Preliminary calculations of ΔKS IP values for both BBT and
DBT by using the hybrid B3LYP xc potential49,50 were
performed and the results were in good agreement with those
computed with the PW86xPerdew xc. The comparison of the
results is reported in Table S3 of the Supporting Information.
The accurate calculation of the XPS intensity would in
principle require the calculation of the electronic continuum
wave function at the given photoelectron kinetic energy. Since
the XP spectra are measured with a photon energy well above
the C 1s ionization threshold, at good approximation the XPS
intensity for each nonequivalent site Ci is taken to be
proportional to the number of equivalent centers in the
molecule (2 for T and DBT, 1 for BBT). Line spectra are then
convoluted with Gaussian functions with full-width at half-
maximum (fwhm) of 0.30 eV. Moreover, a rigid shift of 0.10
eV (for BBT and DBT) and 0.20 eV (for T) to lower BEs has
been applied to the theoretical profiles for a better comparison
with the experimental data.
The computational protocol used for the calculation of the S

LII,III-edge NEXAFS spectra is more elaborate than that used
for the calculation of the C K-edge due to the need of an
explicit inclusion of both the coupling between different
excitation channels from the S 2p degenerate core-holes and
spin−orbit coupling effects.27,51,52 Therefore, the S LII,III-edge
NEXAFS spectra calculations have been performed within the
Time Dependent DFT (TDDFT) by using the two-
component zeroth-order regular approximation53 (ZORA),
implemented in the ADF code41,42,54 within the adiabatic local
density approximation (ALDA) to the XC kernel. Here we will
only give an outline of the TDDFT formalism for core electron
excitations, referring to previous works52,55 for a more detailed
account.
In linear response TDDFT,56 transition energies and

intensities are obtained through the solution of the following
eigenvalue equation:

ωΩ =F FI I I
2

(3)

where the elements of the Ω matrix are given by

δ δ δΩ = ϵ − ϵ + ϵ − ϵ
∂
∂

ϵ − ϵσ τ στ
F
P

( ) 2 ( ) ( )ia bj ij ab a i a i
ia

jb
b j,

2

(4)

In eq 4, indices i and j run over the set of occupied spinors in
the KS ground-state, while indices a and b run over the set of
virtual spinors; εi and εa are the KS molecular orbital energies.
F and P represent the Fock matrix and the density matrix,

respectively, whereas ∂
∂
F
P
ia

jb
are the elements of the coupling

matrix. Eigenvalues ωI
2 in eq 1 correspond to the square of the

excitation energies, while the oscillator strengths can be
extracted from the eigenvectors FI.
Since core excitation energies lie very high in the excitation

spectrum, it is not feasible to extract the corresponding
eigenvalues and eigenvectors of the Ω matrix by using
Davidson’s iterative algorithm which is instead very efficient
to extract the lowest states.57 To overcome this issue, the

core−valence separation approximation (CVS) introduced by
Cederbaum et al.58,59 is invoked whereby the configuration
space spanned by the solutions of eq 3 (1h−1p space of the
single excitations from the KS reference determinant) can be
reduced by keeping only configurations that are mandatory for
an accurate description of the phenomenon, in the same spirit
of ab initio configuration interaction (CI) calculations.60

Therefore, in the application of TDDFT to core excitations,
the indexes spanning the occupied orbitals space (i and j) are
limited to run only over the core−shell under study, and the
eigenvalue eq 3 is solved efficiently with Davidson’s algorithm
for the lowest roots of this submatrix. In the present case of 2p
excitations, the indices of occupied spinors run over the two
subshells 2p1/2 and 2p3/2, hence allowing a mixing of only those
initial states.
The all-electron TZP basis set, optimized for ZORA

calculations,61 and taken from the ADF database has been
employed for C and H atoms. For the S atom, the QZ4P
ZORA basis set has been enlarged by adding two shells of s, p,
d, and f diffuse functions with exponents obtained with the
even-tempered criterion (β = 1.7). The final basis set is
therefore the [13s, 9p, 5d, 6f] set, and denoted ET-QZ4P-2diff.
The use of a basis set enriched with the inclusion of diffuse
functions on the excited atom allows for an improved
representation of the relaxation effects of the inner orbitals
as well as for a proper description of the higher energy
excitations which contribute to the near-edge structures.62 For
a meaningful comparison with the experiment, NEXAFS
spectra are plotted after a convolution of the calculated
discrete lines with Gaussian functions of fwhm of 0.30 eV.
In the self-consistent field (SCF) calculations, the LB94 xc

potential by van Leeuwen and Baerends63 has been employed
with the ground state electron configuration; this choice is
justified by the correct asymptotical behavior of this xc
potential, which is fundamental to properly characterize the
high energy valence virtual orbitals and Rydberg states. Scaled
ZORA spinor eigenvalues have been used in the calculations of
core excitation energies, while IPs are taken as the negative of
the LB94 ZORA eigenvalues, IP = −ε2p, where ε2p represents
the eigenvalue of the 2p orbital. Calculated IPs have been
shifted to lower BEs by 0.28 (T), 1.85 (BBT), and 0.90 eV
(DBT) for a better comparison with the experimental
measurements.

4. RESULTS AND DISCUSSION
In the following subsections we will discuss the TP-DFT and
TDDFT results to obtain an assignment of the experimental
XP and NEXAFS spectra of BBT and DBT. In the first two
subsections, we will consider the C 1s and S 2p XP spectra,
while the corresponding NEXAFS spectra will be the subject of
the final two subsections. The spectra of thiophene (T) from
ref26,27 measured under similar experimental conditions will be
also reported for comparison.

4.1. C 1s XPS. Photoelectron spectra of the C 1s core levels
are displayed in Figure 2 together with the analysis of the
experimental line-shapes performed with the fitting procedure
described in the Experimental Section. The following analysis
is based on the fact that the core level BEs are very sensitive to
the chemical environment of the ionized atomic site, in terms
of electron density (initial state effect) and electronic
relaxation (final state effect) which both contribute to the
BE chemical shifts. From a general overview, the C 1s XPS line
profiles of BBT and DBT appear quite similar, presenting a
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peak of higher intensity at about 290.16 eV (BBT) and 290.02
eV (DBT), and a lower intensity shoulder at 290.53 and
290.55 eV, respectively. However, as expected, the two spectra
show also different broadening, intensity variations and peak

shifts which, as discussed later, are related to the molecular
structures.
A useful comparison of the XP spectra of the BBT and DBT

molecules together with the smaller T precursor is reported in
Figure 2 (top, middle and bottom panels, respectively for T,
BBT and DBT), enlightening mainly two effects as responsible
for the spectral line-shapes: the symmetry variation and the
increase of the molecular complexity along the series T-BBT-
DBT, with different number of C atoms, both contributing to
the peak broadening.
Since the C 1s XP spectrum of T has been already discussed

in details in a previous work,26 in the following discussion we
will only focus on BBT and DBT.
It is known that the C 1s photoelectron spectra of

thiophenes are affected by a pronounced vibrational enve-
lope24 that has a strong effect on the spectrum of T and then
becomes weaker for the more complex molecules.26 The
vibrational tail, however, is hardly discernible in the present
BBT and DBT measurements. The fitting of the experimental
data, considering the different kinds of C atoms (Ci) of the
molecules, have allowed the identification of the chemical
shifted contributions (BEs) to be compared with the
theoretical IPs. The results are shown in Figure 2 and the
experimental fitted BEs (BEs fit) and the theoretical IPs (IPs
calculated and shifted) are reported in Table 1.

For BBT (middle panel of Figure 2), the calculations assign
the highest C 1s IP to the C1 atom shared by the two fused
rings of the molecule. This first peak is separated by 110 meV
from the IP of C8, which is also bonded to sulfur as well as to
C4 and to a hydrogen atom. This theoretical predicted
chemical shift between C1 and C8 is in good agreement with
the experimental value of 150 meV. Progressively lower IPs are
assigned to C2, C5, and C4 atomic sites, while the IPs of the
remaining C atoms of the phenyl ring (C3, C6, and C7) are all
clustered in a narrow energy range.
The observed trend can be rationalized by considering two

effects: the higher electronegativity of S compared to C, as well
as the charge transfer from S to C atoms not bonded with it
through resonance in the π system. Moreover, the higher IP of
C1 compared to C8 and the progressively lower IP of the
external C atoms (C3−C7) resemble a trend already observed
in polycyclic aromatic hydrocarbons for which higher IPs are
expected for C atoms not bonded to any H atom compared to
external carbons bound to H atoms.64 A comparison of the

Figure 2. C 1s XPS experimental data (dots lines) of T (top panel),
BBT (middle panel), and DBT (bottom panel) are shown together
with the total fitted line-shape (black solid profiles) and the Ci peaks
(solid colored lines) resulting from the fitting procedure using Voigt
curves with 0.26 eV fwhm (for BBT) and 0.30 eV fwhm (for DBT).
Moreover, a comparison with the theoretical IPs (solid colored bars)
calculated at ΔKS level is also presented; their intensities are
proportional to the multiplicity of Ci atoms. The calculated lines
reported in the graphs have been shifted by −0.1 (for BBT and DBT)
and −0.2 eV (for T) in order to match the experimental results.

Table 1. Comparison between Theoretical ΔKS C 1s IPs
and Experimental BEs, Derived from the Fitting Described
in the Text for All Non-Equivalent Ci Atoms in BBT and
DBTb

BBT DBT

peaks ΔKS IPsa BEs (fit) ΔKS IPsa BEs (fit)

C1 290.68 290.73 290.58 290.59
C8 290.57 290.58 − −
C2 290.39 290.49 290.23 290.35
C5 290.27 290.33 289.97 289.89
C4 290.23 290.22 290.14 290.17
C3 290.11 290.10 290.05 290.06
C6 290.08 290.09 290.00 289.96
C7 290.07 290.07 − −

aCalculated ionization potentials shifted by −0.10 eV to match the
experimental peaks. bAll values are expressed in eV.
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ΔKS C 1s IPs with the experimental BEs, reported in Table 1,
reveals a general good agreement between theory and
experiment, since the discrepancies between the two sets of
data are of the order of 0.1 eV or less, giving us confidence in
the proposed assignment.
A similar good agreement between theory and experiment is

found for DBT. Also in this case, the highest C 1s IP is
associated with the C1 atom well separated, by 350 meV, from
the IP of C2. The experimental chemical shift (estimated by
the fit) between the C 1s XP lines of C1 and C2 is 240 meV.
We note that the theory slightly overestimates this chemical
shift, by 110 meV; however, this difference is well within the
errors of the computational protocol used. The IPs of the
remaining C atoms follow a trend similar to what was already
discussed for BBT, whereby lower IPs are associated with
external C atoms of the phenyl ring (C3−C6) bonded to H
atoms. The BE energy sequence of the Ci of DBT is consistent
with an inductive effect of the electronegative S atom and of
the electron delocalization through the molecular π system.
Considering T alone (already discussed deeply in ref 26) it

can be noticed that the agreement among calculated IPs
(290.86 and 290.58 eV, ΔEIP = 288 meV) and fitted BEs
(290.60 and 290.35 eV, ΔEBE = 250 meV), respectively for C1
and C2 was quite good. Even better is the accord among the
chemical shifts estimated by data fit compared to their
corresponding calculated IPs values for BBT and DBT as
reported in Table 1. In details, the chemical shift between the
BEs of the C1 and C2 sites remains constant for both BBT and
DBT (ΔEBE = 240 meV), while the calculated chemical shift of
the IPs of C1 and C2 26 are ΔEIP(BBT) = 290 meV for BBT and
ΔEIP(DBT) = 350 meV for DBT. Moreover, we noticed that the
experimentally estimated (by fit) chemical shifts between C4
and C8 of BBT are ΔEBE = 360 meV and the theoretical value
is ΔEIP = 340 meV. From BBT to DBT, we introduce one
more annulated phenyl ring, which can contribute to stabilize
more the C2 and C1 sites in DBT than in BBT by giving a
more symmetric molecular geometry and a more extended π
system. Furthermore, the addition of a second annulated
phenyl ring also causes a decrease of the BEs of the external C
atoms of the phenyl rings (in the range of 0.04−0.2 eV),
confirming an increase of charge density for aromatic
conjugation of the system going from BBT to DBT. Indeed,
from a chemical point of view, all the molecules under
investigation are aromatic according to Hückel rule (4n + 2).
In particular, along the series T-BBT-DBT there is an increase
of charge density due to the π delocalized electrons: for T (6 π
electrons) n = 1, for BBT (10 π electrons) n = 2, and for DBT
(14 π electrons) n = 3.
4.2. S 2p XPS. Photoelectron spectra of the S 2p core levels

of BBT, DBT and, for comparison of T, are reported in Figure
3, together with the analysis of the experimental line-shapes
performed by the fitting procedure (described in the
Experimental Section). The related experimental fitted BEs
(obtained by a single fit of each component) and the
theoretical IPs (calculated and shifted) of each S 2p
components are reported in Table 2. Also the data for T
from ref 27 are reported in Table 2 to facilitate the
comparison. The S 2p core hole splits into two components,
namely 2p3/2 (LIII) and 2p1/2 (LII), due to the spin−orbit (SO)
interaction. Moreover, the anisotropic molecular field
determines a further splitting of the degenerate 2p3/2 level
into two components which transform according to the
irreducible representations of the point group of the molecule.

This effect is known as molecular-f ield splitting, and it is usually
small compared to the SO splitting. Since both the SO
interaction and the molecular field splitting contribute to the
shape and structure of the 2p core ionized/excited spectrum,
both effects have been included in the computational scheme
to obtain reliable simulations of the experimental spectra.
Vibrational effects, which also contribute to the line-shape and
broadening of the core ionized and excited spectra, have not
been taken into account in the computational approach
employed in this work. The assignment of the measured
photoelectron bands is done with reference to Table 2 where
the calculated IPs are reported together with the experimental
BEs obtained from the fitting procedure.
As concerns the computed molecular field splitting along the

series, it is found to be 120 and 140 meV for BBT and DBT,
respectively (see Table 2), in rather good agreement with the
experimental BE values derived from the fit (100 meV for BBT
and 160 meV for DBT). Since a very similar experimental
value is found for T (110 meV) it can be concluded that this
reflects the comparable chemical and bonding environment of
the S atom along the series.
Although in a high-resolution study by Giertz et al.24 well

resolved vibrational progressions in both C 1s and S 2p
photoelectron spectra of thiophene were observed, the present
experiment is not able to resolve the vibrational envelope of

Figure 3. S 2p XP spectra of T (top panel), BBT (central panel), and
DBT (bottom panel): experimental data (dots) are shown together
with the results of the total line-shape of fitting procedure (black line).
The light gray filled curves are the fitted LII (blue lines) and LIII (red
lines) S 2p components. The vertical colored bars are the theoretical
IPs and shifted by −0.58, −0.9, and −0.28 eV for BBT, DBT and T,
respectively.
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BBT and DBT. From Figure 3, we observe that the shape of
the photoelectron spectra is similar along the series T-BBT-
DBT: a more intensive photoelectron peak at lower BEs
(169.89, 169.59. and 169.16 eV, respectively for T, BBT, and
DBT) corresponds to the 2P3/2 state, and is separated by the
SO splitting (1.18 eV) from the band relative to the 2P1/2 state.
The spectra are characterized by asymmetric line profiles
which suggest a vibrational contribution to the broadening.
The fits reproduce very well the experimental data, also taking
in account the molecular−field splitting of the S 2p3/2
component.
From T to DBT, we observe a regular BE decrease of the

corresponding photoelectron peaks. The shift to lower binding
energies from T to BBT (of about 0.3 eV) reflects the
increased shielding effect of the electronic charge density on
Sulfur as a result of the presence of an annulated phenyl ring.
The addition of a second phenyl ring to the BBT moiety
further reduces the BE of DBT of about 0.37 eV. The
experimental trend is qualitatively reproduced by theory
although the shift among the calculated IPs along the series
is underestimated by the latter. In particular, the KS
eigenvalues overestimate the fitted BEs by as much as 0.58
eV for BBT and by about 0.90 eV for DBT. This
overestimation is due to the too attractive character of the
LB94 potential employed in the TDDFT calculations. ΔKS
calculation of IPs61 as well as the use of relaxed orbitals could
in principle recover the discrepancy with the observed trend.
On the other hand, the agreement between the calculated and
experimental SO splitting values is quite satisfactory for both
BBT and DBT. Indeed, the computed SO splitting (Δ3/2,1/2),
expressed as the energy difference between the 2P1/2 state and
the average of the 2P3/2 and

2P3/2 states, is equal to 1.3 eV for
both molecules, in excellent agreement with the experimental
one of about 1.20 eV, meaning that relativistic effects are rather
well accounted for by the ZORA formalism.
4.3. C K-edge NEXAFS. In this section we present the

NEXAFS measurements and calculations which give us a
detailed understanding of the empty density of states of the
studied molecules in the presence of the core hole. This
implies that the energy position of the resonances observed in
the spectra are affected by the Coulomb attraction between the
core hole and the excited electron. Moreover also the character
and the contribution of the different atomic sites to the virtual
orbitals are modified by the presence of the core hole as
understood by comparing the ground state (GS) LUMO and
the TP LUMO orbitals of the BBT and DBT in the presence of
a core hole on the C1 site, as examined in more details when
discussing the NEXAFS results for BBT and DBT. We first
discuss the C K-edge NEXAFS spectra of BBT and DBT in
terms of the computed excitation energies and the transition

intensities (oscillator strengths) in order to assign the

experimental features which are reported in Table 3 for BBT

and in Table 4 for DBT. Then we will analyze the evolution of

the spectral features with the increasing number of fused

Table 2. Comparison between Theoretical TDDFT S 2p IPs and Experimental BEs Derived with the Fitting Procedure
Described in the Text for BBT and DBTd

BBT DBT Tc

IPs BEs IPs BEs IPs BEs

edge calculated shifteda single fit calculated shiftedb single fit calculated single fit

LII 171.53 170.95 170.82 171.47 170.57 170.47 171.63 171.14
LIII 170.29 169.71 169.69 170.23 169.33 169.32 170.38 170.00
LIII 170.17 169.59 169.59 170.09 169.19 169.16 170.27 169.89

aCalculated ionization potentials shifted by −0.58 eV to match better the experimental peaks. bCalculated ionization potentials shifted by −0.90 eV
to match better the experimental peaks. cref27. dEnergies are in eV.

Table 3. Peak assignments for the C K-edge NEXAFS
spectrum of BBT. Experimental energies are reported in the
last column

calculated experimental

peak site
E shifteda

(eV) f × 102 b assignment E (eV) peak

A C3 285.09 2.73 1π* (LUMO) 284.93 1
C7 285.17 2.27
C4 285.28 2.00 285.16
C5 285.29 2.57
C6 285.38 1.88 285.43
C8 285.50 2.97
C2 285.55 1.45
C6 285.63 1.07 2π* (LUMO+1)

B C1 285.93 2.25 1π* 285.79 2
C1 286.11 0.93 2π* (LUMO+1)

C C8 286.75 1.48 σ*(C−S) 287.07 3
C1 286.82 1.74
C4 286.92 1.65 2π*(CC)
C7 287.07 0.88
C2 287.09 1.63

D C8 287.52 0.42 σ*(C−H)-
Rydberg mixed

287.61 −

C6 287.62 0.46 2π*(CC)-
Rydberg mixed

C7 287.63 0.37 Rydberg
C3 287.67 0.32
C4 287.69 0.47

E C7 287.99 0.48 σ*(C−H)-
Rydberg mixed

288.22 −

C6 288.01 0.52
C8 288.06 0.41
C3 288.08 0.66
C4 288.12 0.50

F C8 288.50 1.01 π*(CC)-
Rydberg mixed

288.83 −

C8 288.68 0.47 σ*(C−H)-
Rydberg mixed

C1 288.77 0.66 Rydberg
G C7 289.16 0.28 Rydberg 289.29 −

C6 289.17 0.35
C2 289.32 0.30

aCalculated excitation energies shifted by −0.40 eV to match the first
experimental peak. bOnly transitions with oscillator strength f × 102 ≥
0.10 are reported.
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phenyl rings in the moiety including also the T molecule,
previously studied.26 In the following discussion, the MOs
involved in the most intense transitions of BBT and DBT will
be considered and their composition analyzed in terms of
Mulliken population of atomic orbitals (AOs) that are centered
on each specific atom. The theoretical results for the C K-edge
NEXAFS spectrum of the BBT molecule are listed in Table 3
and shown in Figure 4, together with the gas phase
experimental data. The colored partial contributions of all
nonequivalent Ci atoms are also highlighted.
The experimental C K-edge NEXAFS spectrum of BBT

(Figure 4) is characterized by a broad and structured
resonance (peak 1) in the range 284.93−285.43 eV with a
maximum of intensity centered at 285.16 eV and a second
quite intensive feature (peak 2), on the high photon energy
side, at 285.79 eV. The experimental data are shown along with
the calculated spectra that help in identifying the contribution
to the different peaks due to the transitions of the 1s electrons
of the different Ci atoms to the empty molecular states. The
calculated total C K-edge spectrum is dominated by the low-
energy peak (A) which is contributed by the C 1s → LUMO
(1π*) transitions from all the Ci sites, with the exception of
C1, whose C 1s → LUMO transition is predicted to occur at
higher energies (285.93 eV, structure B) also in agreement
with the higher C 1s XPS IP of the C1 atom. The LUMO
orbital of BBT referring to the TP calculation obtained from
the core hole on C1 site is shown in the sketch of Figure 4. As

it can be easily seen, this TP - LUMO is delocalized on the
entire molecule, highlighting the aromatic character of the
molecule. Moreover, it also gets an increased contribution
from the sulfur 3p atomic component passing from 6.90% (as
calculated from the GS LUMO and shown in the middle
sketch of Figure 4) to 17.24% (see bottom sketch of Figure 4).
The C6 site contributes to peak A also with the transition to
LUMO+1 (2π*) orbital, unlike the other Ci sites of the phenyl
ring whose LUMO+1 transitions do not acquire significant
intensity. The C1(1s) → LUMO and LUMO+1 (2π*)
transitions, which are only separated by 0.2 eV, contribute to
structure B. The much lower intensity of the latter with respect
to the former agrees with the lower C1 2p AOs contributions
to the LUMO+1 virtual orbital (around 8%) compared to the
LUMO (around 19%). An inspection of the atomic site
contributions, reported in Figure 4, suggests that, with the
exception of C2 and C4 sites, the C 1s → LUMO transition
carries the largest intensity in line with the larger Ci 2p AOs
contribution to the LUMO with respect to the higher virtual
MOs.
The atomic site dependence of computed Ci(1s) → LUMO

excitation energies mostly follows the trend already observed
for the Ci(1s) XPS BEs, with the exception of C6, whose
transition is pushed at relatively higher energy leading us to
conclude that final state effects (e.g., relaxation effects) are site-
specific and assume a certain importance for C6. As already
reported by Zhang et al.65 for DPTA molecule (a substituted
Triphenylamine with a thiophene ring) the core hole site can
have a significant effect on the transition energy observed in
NEXAFS.
To Peak 3 (at 287.07 eV in the experimental spectrum),

which is the second most intense structure of both theoretical
and experimental spectra, many transitions contribute, of
which the most intense involve the π*(CC) and the σ*(C−
S) virtual antibonding orbitals (see Table 3). Transitions to the
delocalized π* involve Ci atoms not directly bonded to the
heteroatom, while transitions to the more localized σ*(C−S)
virtual MOs involve C8 and C1 sites (at 286.75 and 286.82 eV
by theory, respectively). These virtual MOs present also
significant contributions from the S 2p and 3d AOs. The
higher energy structures, labeled D, E, F and G, derive their
intensity from a manifold of transitions where the final MOs
have either mixed valence/Rydberg or pure Rydberg character.
The valence character of the more intense transitions involves
both π*(CC) and σ*(C−H) characters, with the exception
of structure E, where all transitions with appreciable intensity
involve final states with mixed σ*(C−H)/Rydberg character.
As expected, transitions to diffuse virtual MOs are charac-
terized by a lower intensity. Just below the ionization threshold
(peak G, at around 289.20 eV and the following broader and
intense feature), the spectrum is characterized by a series of
transitions to Rydberg states, converging toward the ionization
threshold.
Every spectral band in the theoretical spectrum has a

counterpart in the experimental one so that the agreement is
very good, although the energy separation between features B
and C−D is slightly underestimated by the DFT-TP
methodology used in the present work. Nevertheless, the
general good agreement permits a conclusive assignment of the
experimental spectrum, as indicated in Table 3.
The good agreement between the experimental and the

theoretical NEXAFS spectra are also found for the hereafter
reported DBT molecule in Figure 5 and Table 4. The

Table 4. Peak Assignments for the C K-Edge NEXAFS
Spectrum of DBTc

calculated experimental

peak site
E shifteda

(eV) f × 102 b assignment E (eV) peak

A C3 285.03 5.08 1π* (LUMO) 284.95 1
C6 285.09 4.45
C4 285.21 4.57 285.15
C5 285.32 2.47 285.36
C2 285.33 3.29
C5 285.49 3.39 2π*(LUMO+1) 285.57

B C1 285.86 3.56 1π* 285.89 2
C1 286.04 2.97 2π*

C C1 286.78 3.42 σ* (C−S) 287.15 3
D C6 287.03 1.72 2π*

C2 287.10 2.41
C5 287.05 0.58 σ*(C−H)-

Rydberg mixed
C4 287.24 1.00

E C5 287.50 0.89 π*(CC)-
Rydberg mixed

287.49 −

C3 287.52 0.88
C6 287.55 0.68 Rydberg

F C5 287.91 1.00 Rydberg 288.07 −
C6 287.95 0.99
C3 287.97 0.98 σ*(C−H)-

Rydberg mixed
G C1 288.93 1.29 π*(CC)-

Rydberg mixed
288.91 −

C5 289.00 1.22
C6 289.09 0.70
C2 289.14 0.69

aCalculated excitation energies shifted by −0.40 eV to match the first
experimental peak. bOnly transitions with f × 102 ≥ 0.10 are reported
cExperimental energies are reported in the last column.
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experimental C K-edge NEXAFS spectrum of DBT shows a
broader and intense low-energy peak (1) in the range 284.95−
285.57 eV and centered at about 285.15 eV partially
overlapped with a less intense feature (2, at 285.89 eV)
which acquires gradually more intensity with the progressively
thiophene annulation with one and two fused phenyl rings
respectively in BBT and DBT molecules. These two structures
are then followed by a double-peaked broad spectral feature
(peak 3 at around 287.15 eV), while less resolved structures
(E, F, and G as calculated peaks) fall in the higher excitation
energy region before the ionization threshold.
Peak A is assigned to the C 1s → LUMO (π*) transitions

from all the nonequivalent C sites, with the exception of C1.
Indeed, the largest C 1s → LUMO (π*) excitation energy is
predicted for the C1 site which is less screened being directly
bonded to the S atom, as already observed for the BBT
molecule, and in agreement with the energy position of the
calculated IPs. Peak B is contributed to by both C1(1s) →
LUMO (π*) and C1(1s) → LUMO+1 (2π*), which are
characterized, at variance with the BBT case, by a comparable
intensity reflecting a similar C 2p AOs contribution to both
virtual MOs. The S 3p contribution to the LUMO is even
more pronounced when passing from GS- to TP-LUMO after
creating a core hole on C1 site (compare middle and bottom
sketches of Figure 4 and Figure 5, respectively). Indeed, from
calculation an increased contribution from the sulfur 3p atomic
component (7.42%) for TP-LUMO has been found compared
to the GS-LUMO for which the sulfur 3p contribution is of

only 1.12%. Moreover, as before described for BBT, also in the
case of DBT, the TP-LUMO clearly shows the aromatic
delocalization on the whole system proving the aromatic
character of the DBT molecule. Another interesting aspect of
the theoretical spectrum can be obtained by analyzing the site-
resolved partial contributions: for the core-excitation of C5 the
transition C 1s → LUMO+1 is more intense than the C 1s →
LUMO, with the higher weights (around 16%) of C5 (2p)
AOs contributions to the former MO compared to the latter
(around 10%). The importance of electronic relaxation
following the core-hole formation in the case of C5 is also
evident by inspecting and comparing the site-dependence of C
1s → LUMO excitation energy with the trend in calculated
IPs: the C5 site has the lowest IP value while its 1π* transition
is the highest, with the exception of the C1 and C2
heterocyclic sites. This fact indicates that final-state effects
are quite important in this case, and are in general strongly site-
specific.65

Peak (C) (at 286.78 eV photon energy of the calculated
spectrum) is mainly contributed by the C1 1s transition toward
a σ*(C−S) state, while the following three structures (D, E, F)
are characterized by a superposition of core excitations to
virtual MOs of valence and Rydberg character of the C atoms
not directly bonded to the S atom. The progressively
decreasing intensity of transitions to virtual orbitals with π*
character with increasing excitation energy reflects the general
reduction of the C 2p valence character of the higher energy
virtual MOs. In the same spectral region, transitions of lower-

Figure 4. Left side: C K-edge NEXAFS spectrum of BBT. The experimental spectrum (green circles) is shown together with the total theoretical
line shape (solid black line) and the partial Ci contributions (colored vertical lines). Partial Ci contributions convoluted by Gaussian profiles with
fwhm =0.3 eV are presented as colored spectra in the bottom panels. The ΔKS C 1s ionization thresholds are also shown (colored vertical dashed
bars). The calculated peaks have been shifted by −0.4 eV in order to match the experimental results. Right side: molecular structure of BBT with
labels for the different Ci atoms (top); the GS-LUMO (middle) and the TP-LUMO with a core hole on C1 (bottom).
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intensity to MOs with mixed valence σ*(C−H)/Rydberg
character and high weights of C (3p,3d) AOs are also visible.
Finally, peak G (at around 289.00 eV) is ascribed to transitions
to Rydberg states with some π*(CC) contributions; the
mixed valence−Rydberg nature of these transitions is
confirmed by their significant intensity.
We finally address the evolution of the experimental

NEXAFS spectral features along the series T, BBT, and DBT
molecules (Figure 6), i.e., for increasing number of fused
phenyl rings in the moiety. The more pronounced spectral
variations are visible in the lower energy region of the spectra,
where a single peak with a high-energy tail in T acquires a
pronounced substructure in BBT (peaks B), and finally splits
into two well resolved peaks in DBT. It is also important to
note that the position of the first peak is shifted to lower
energies (by about 0.50 eV) in going from T to BBT, while it
does not change further from BBT to DBT: this trend could be
explained by the stabilizing effect due to aromaticity, which is
more pronounced in passing from one to two fused rings than
with the introduction of a third ring. This is also reflected by
the different BEs observed in the C 1s XP spectra of these
three molecules. Earlier calculations26 attributed the asym-
metric shape of the first NEXAFS band in T to its vibrational
envelope, which can be also recognized in the spectra of BBT
and DBT. Purely electronic initial state and relaxation effects
are instead responsible of the appearance and evolution of
structure B in going from BBT to DBT. The second spectral
structure visible in T can be related to structures C and C−D

in BBT and DBT, respectively, while the higher energy
structures reveal a more complex nature, arising from
transitions to mixed valence−Rydberg and Rydberg states.
The number of overlapping transitions increases in the high
energy region of the spectra, preventing a strict correspond-
ence along the series. To conclude, the agreement between
theory and experiment is globally satisfactory, the only
exception being the energy separation between structures B
and C in the two derivatives of thiophene, somewhat
underestimated by the DFT-TP approach compared to the
experiments.

4.4. S LII,III-edge NEXAFS. In Figure 7 the S LII,III-edge
NEXAFS spectra of BBT (top panel) and DBT (bottom panel)
are shown together with the theoretical calculated results for
identifying the contribution to the spectra considering the SO
splitting of the S 2p orbital. The experimental spectrum of
BBT has three distinct resonances at about 165.13 eV, a more
intensive peak at 166.93 eV with a clear shoulder at the low
photon energy side (at about 166.22 eV) and then the third
feature at 168.32 eV. The spectrum of DBT has instead four
resolved resonance peaks centered at about at 165.15, 166.24,
166.90, and 167.55−168.15 eV.
In the S 2p core excitation spectrum, the SO splitting of the

core hole in the 2p3/2 and 2p1/2 components leads to distinct
spectral features converging to LIII and LII ionization
thresholds. The spectral assignments are therefore relatively
difficult, since the SO energy splitting is quite small (1.30 eV)
and, as a consequence, there is a partial overlap of the two

Figure 5. Left side: C K-edge NEXAFS spectrum of DBT. Experimental spectrum (blue circles) is shown together with the total theoretical line
shape (solid black line) and the partial Ci contributions (colored vertical lines). Partial Ci contributions convoluted by Gaussian profiles with fwhm
=0.3 eV are presented as colored spectra in the bottom panels. The ΔKS C 1s ionization thresholds are also shown (colored vertical dashed bars).
The calculated peaks have been shifted by −0.4 eV in order to match the experimental results. Right side: molecular structure of DBT with atoms
labels (top); the GS-LUMO (middle) and the TP-LUMO with a core hole on C1 (bottom).

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.8b08333
J. Phys. Chem. A 2018, 122, 8745−8761

8754

http://dx.doi.org/10.1021/acs.jpca.8b08333


manifolds of excited states. Moreover, the assignment is further
complicated by the intensity redistribution among the final
excited states due to the configuration mixing included in the
TDDFT scheme. However, despite the needed complex
approach the theoretical results are in excellent agreement
with the experimental spectra, giving a reliable description of
the different transitions contributing to the observed
intensities.
In the analysis of the spectral features it is convenient to first

perform a deconvolution of the calculated S 2p line spectra
into the two manifolds of excited states converging to the LIII
and LII edges (see Figure 7). The deconvolution is obtained by
multiplying, for each transition, the computed oscillator
strength by the weight of the contributing 1h−1p config-
urations corresponding to excitations from the S 2p3/2 and S
2p1/2 levels, respectively. To facilitate the comparison with the
experiment, the bars spectra are further broadened by using
Gaussian functions with fwhm of 0.30 eV. The assignment of
the most intense transitions to the character of the final MOs
of the dominant 1h1p excitations contributing to each final
excited state are collected in Table 5 and Table 6 for BBT and

DBT, respectively. The calculated oscillator strength for S 2p
core excitations maps the sulfur s and d contents in the final
MOs.
In BBT, the S 2p orbitals in the relativistic SO description

correspond to the 12a1/2, 13a1/2 (LIII components, split by the
molecular field), and 11a1/2 (LII component) spinors. The
lowest energy transitions of the 2p3/2 electrons are toward the
LUMO (7a″ MO) and LUMO+1 (8a″ MO) virtual orbitals;
both of them exhibit an antibonding π* character delocalized
on the entire moiety. The calculated low intensity of the
implicated transitions reflects the small contribution of S nd
orbitals to the final MOs, with respect to the high intensity
carried by the transitions toward these MOs in the C K-edge
NEXAFS spectrum. The peak A is barely visible in the
experimental profile, suggesting a possible overestimation of
the S nd contributions to these MOs.

Figure 6. Comparison of C K-edge NEXAFS spectra of: (a) T, (b)
BBT, and (c) DBT. Experimental spectra (colored circles) are shown
together with the total theoretical line-shape (solid black line)
obtained by Gaussian profiles with fwhm = 0.3 eV. The ΔKS C 1s
ionization thresholds are also shown (colored vertical dashed bars).
The calculated peaks have been shifted by −0.4 (BBT and DBT) and
−0.6 eV (T) in order to match the experimental results.

Figure 7. S LII,III-edge NEXAFS spectra of BBT (top panel) and DBT
(bottom panel): experimental data (colored circles), calculated
TDDFT results (black solid line). Also shown is the deconvolution
of the calculated S 2p spectra into the two manifold of excited states
converging to the LIII (red solid line and vertical red bars) and LII
(blue solid line and vertical blue bars) edges. The energy scale of the
calculated data has been shifted by +0.5 and +0.4 eV, respectively for
BBT and DBT in order to match the first experimental peak. The
DFT S 2p ionization thresholds are also shown (blue and red vertical
bars) within each spectrum.
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The first intense peak of BBT (peak B, at around 165.13 eV
in the experimental spectrum) mainly arises from the S 2p3/2
excitations (subpeak b′, in red). The two most intense lines (at
165.29 and 165.49 eV, see Table 5) correspond to transitions
to the LUMO+2 (30a′) of σ*(C−S) character and LUMO+3
(9a″, π*) MOs. Their relatively high intensity is due to the
significant contribution of S3d orbitals to these MOs. Peak B is
also partially contributed by excitations with lower intensity
toward the LUMO+1 and converging to the LII edge (subpeak
a″, in blue). The energy separation between the SO partner
transitions giving rise to the in a′ and a″ subpeaks is very close
(1.23 eV) to the experimental SO splitting (1.20 eV).
Structures A and B are then followed by the predominant

spectral feature (peak C, at around 166.93 eV in the
experimental spectrum) which is mainly contributed by
transitions converging to the LIII edge (subpeak c′) and

involving final MOs with a mixed valence−Rydberg nature.
The main intense transitions are toward virtual orbitals with
partial valence antibonding character and high weights of S
diffuse AOs. The pronounced shoulder at lower energy is
contributed by subpeak b″ (in blue) which represents the LII

partner transitions of the LIII component relative to b′ peak.
The SO partner of subpeak c′ (subpeak c″) significantly

contributes to peak D, at around 168.32 eV in the experimental
spectrum; the relatively high intensity of the main transitions
reflects the significant ns and nd AOs contributions from the S
atom to valence σ*(C−H) final orbitals. The lower energy
shoulder of peak D derives its intensity from a manifold of
transitions (subpeak d′) to virtual states of mixed valence/
Rydberg or pure Rydberg character. Features at higher
excitation energy (peak E) are a result of a large number of

Table 5. Peak Assignments for the S LII,III-Edge NEXAFS Spectrum of BBTc

calculated experimental

peak/subpeak E (eV) E shifteda (eV) f × 102 b EDGE assignment E (eV)

A/a′ 163.28 163.78 0.043 LIII 7a″/1π* (LUMO) −
163.42 163.92 0.015
163.90 164.40 0.026 8a″/2π* (LUMO+1)
163.97 164.47 0.032

B/a″ 165.20 165.70 0.034 LII 8a″ −
165.25 165.75 0.069

B/b′ 164.68 165.18 0.035 LIII 30a′/σ*(C−S) (LUMO+2) 165.13
164.79 165.29 0.400
164.90 165.40 0.064
164.99 165.49 0.271 9a″/π* (LUMO+3)
165.04 165.54 0.060
165.90 166.40 0.011 31a′/σ*(C−H)-Rydberg mixed

C/b″ 166.04 166.54 0.238 LII 30a′ ∼166.22
166.17 166.67 0.204
166.27 166.77 0.026 9a″
166.28 166.78 0.058

C/c′ 166.19 166.69 0.149 LIII 32a′/σ*(C−H)-Rydberg mixed 166.93
166.33 166.83 0.164
166.42 166.92 0.206 34a′/σ*(C−H)-Rydberg mixed
166.56 167.06 0.588 33a′/σ*(C−H)-Rydberg mixed
166.62 167.12 0.352 33a′
166.67 167.17 0.236
166.78 167.28 0.180 35a′/Rydberg nsS

D/c″ 167.27 167.77 0.038 LII 31a′ 168.32
167.88 168.38 0.385 33a′
167.89 168.39 0.179
167.90 168.40 0.078
168.14 168.64 0.057 35a′

D/d′ 167.17 167.67 0.019 LIII 36a′/σ*(C−H)-Rydberg mixed
167.31 167.81 0.075
167.43 167.93 0.095 10a″/π*
167.47 167.97 0.050 37a′/σ*(C−H)-Rydberg mixed
167.55 168.05 0.076 11a″/π*
167.78 168.28 0.120 11a″
167.95 168.45 0.024 38a′/σ*(C−H)-Rydberg mixed
168.06 168.56 0.018
168.20 168.70 0.068 39a′/σ*(C−H)-Rydberg mixed

E/d″ 168.54 169.04 0.107 LII 36a′ ∼169.03
168.83 169.33 0.038 37a′
169.03 169.53 0.038 42a′/Rydberg ndS

aCalculated excitation energies shifted by +0.50 eV to match the energy position of the first experimental peak. bOnly the main transitions are
reported. cExperimental energies are reported in the last column.
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weak transitions to Rydberg states, converging to both the LII

and LIII thresholds.
The S 2p orbitals of DBT in the relativistic SO description

correspond to the 16e1/2, 17e1/2 (LIII components, split by the
molecular field), and 15e1/2 (LII component) spinors. The
assignment of the spectral features is reported in Table 6. The
theoretical NEXAFS profile of DBT shares some similarities
with the corresponding spectrum of the BBT molecule
(compare top and bottom panels of Figure 7). The S 2p →
LUMO transition is not visible in the calculated (and neither
in the experimental) spectrum due to the negligible
contribution of the S ns,d AOs to this MO. A low-lying
weak spectral feature (peak A) arises from transitions
originating from the S 2p3/2 levels to the LUMO+1 and
LUMO+2 virtual orbitals, both of strong π* valence
antibonding character. The low intensity of these transitions
reflects the very small S nd AOs contributions to the virtual
MOs. The corresponding transitions starting from the S 2p1/2
level converging to the LII edge fall at around 165.4 eV
(subpeak a″, in blue) and contribute to the high-energy
shoulder of band B. As in the BBT case, the closeness between
the energy separation of the a′ and a″ subpeaks (1.18 eV) and
the experimental SO splitting (1.20 eV, previously shown in S
2p XPS), suggests that relaxation (final state) effects are not
important in this energy region; moreover the presence of peak
A is barely visible in the experimental profile, pointing toward

an overestimation of the S nd contribution to the involved
MOs.
As shown in Table 6, peak B is mainly contributed by

subpeak b′, which arises from LIII transitions toward the
LUMO+3 (19b2) at about 165 eV, which has a σ*(C−S)
valence character and which exhibits significant S diffuse AOs.
Its higher intensity compared to peak A is consistent with the
larger Snd AOs contributions to the LUMO+3 MO compared
to the LUMO+1 and LUMO+2. Structure B is followed by a
broader and stronger band, C, which dominates the NEXAFS
spectrum as in BBT, and is characterized by a low-energy
shoulder which appears more pronounced than in the BBT
spectrum. The shoulder originates from the excitations of the
2p1/2 electrons toward the LUMO+3 (subpeak b″). A manifold
of transitions converging to the LIII edge are responsible for the
high intensity of structure C (subpeak c′); in particular, the
more intense transition at 167.02 eV involves a virtual MO
with mixed valence/Rydberg character and mainly contributed
by s, p, and d AO functions of S atom. Its SO partner feature
(subpeak c″, blue) contributes to peak D, together with
transitions to virtual orbitals which have a mixed valence−
Rydberg nature and converge to the LIII edge (subpeak d′,
red). The energy separation between peaks C and D is
however slightly overestimated by the theory. Structures E and
F originates from transitions to mixed valence−Rydberg and
pure Rydberg states.

Table 6. Peak Assignments for the S 2p NEXAFS Spectrum of DBTc

calculated experimental

peak/subpeak E (eV) E shifteda (eV) f × 102 EDGE assignment E (eV)

A/a′ 163.63 164.03 0.044 LIII 4a2/2π* + nd S (LUMO+1) −
163.74 164.14 0.023 7b1/3π* + nd S (LUMO+2)
163.77 164.17 0.033 4a2
163.82 164.42 0.049 7b1

B/a″ 165.00 165.40 0.023 LII 4a2 −
165.04 165.44 0.036 7b1
165.08 165.48 0.046

B/b′ 164.40 164.80 0.040 LIII 19b2/σ*(C−S)-Rydberg mixed (LUMO+3) 165.15
164.55 164.95 0.381
164.73 165.13 0.306

C/b″ 165.78 166.18 0.240 LII 19b2 166.24
165.93 166.33 0.293

C/c′ 166.16 166.56 0.174 LIII 20b2/σ*(C−S)-Rydberg mixed 169.90
166.39 166.79 0.273 25a1/σ*(C−S)-Rydberg mixed
166.51 166.91 0.192
166.62 167.02 0.864 26a1/mixed valence−Rydberg
166.71 167.01 0.155

D/c″ 167.74 168.14 0.395 LII 25a1 167.55
167.97 168.37 0.436 26a1

D/d′ 167.73 168.13 0.125 LIII 22b2/σ*(C−H)-Rydberg mixed 168.15
167.96 168.36 0.109 6a2/π*(CC)
168.11 168.51 0.205
168.24 168.64 0.266 29a1/σ*(C−H)-Rydberg mixed

E/e′ 168.76 169.16 0.328 LIII 30a1/ 3d S 169.45
F/d″ 169.06 169.46 0.111 LII 31a1/σ*(C−H)-Rydberg mixed ∼169.73

169.19 169.59 0.017
169.35 169.75 0.116 8a2/Rydberg ndS
169.47 169.87 0.183 32a1/Rydberg nsS
169.49 169.89 0.042

aCalculated excitation energies shifted by +0.40 eV to match the energy position of the first experimental peak. bOnly the main transitions are
reported. cExperimental energies are reported in the last column.
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The SO partner of subpeak e′ (subpeak e″) is centered at
around 170 eV, just above the LIII thresholds; therefore, it is
not included in Table 6.
We conclude this section by analyzing the evolution of

experimental and theoretical S 2p NEXAFS spectra along the
series T-BBT-DBT (see Figure 8); the assignment of the S 2p

NEXAFS spectrum of T is reported in ref 27. All three spectra
are dominated by band C, located at around 166−167 eV: it
appears as a single peak with a strong asymmetry on the high
energy side in the T spectrum, and partially overlapped with
band D, it acquires a pronounced shoulder in BBT and shows a
clear double-peak profile in DBT. The nature of the peaks is
however conserved along the series, being contributed by LII
→ σ*(C−S) transitions and LIII transitions of mixed valence−
Rydberg character, similarly to what already found when
examining the evolution of the S 2p spectra in a series of short
chain oligothiophenes.27 Since generally the main features are

conserved along the series, both as concerns the energy
positions and the nature of the more intense transitions, this
suggests that the electronic and geometrical environment of
the S atom in the three molecules is little affected by the
increasing number of fused phenyl rings. The relatively simple
structure of the spectral profiles along the series reflects the
localized nature of the virtual states involved in the S 2p core
excitation process.

5. CONCLUSIONS
In this work we present a combined experimental and
theoretical study of the electronic structure of benzo[b]-
thiophene (BBT) and dibenzothiophene (DBT) in the gas
phase, by combining near-edge x-ray-absorption fine-structure
(NEXAFS) and X-ray photoelectron spectroscopy (XPS)
spectroscopies and theoretical calculations based on density
functional theory (DFT) and its time-dependent generalization
(TDDFT) in the linear response regime. The overall very good
agreement between theoretical results and experimental data
observed permitted an unambiguous assignment of the XPS
and NEXAFS spectral features. A comparison of the C 1s XP
spectra of the three molecules reveals the presence of an
inductive effect of the S atom, and singles out effects due to the
progressive increase of charge density for aromatic conjugation
along the series. The calculation of the S 2p XPS allowed an
analysis of binding energies in terms of both SO and
molecular-field splitting, of the degenerate 2p3/2 level, both
of which are relatively conserved in the series, and due to the
comparable chemical and bonding environment in the series.
As concerns the measured C K-edge NEXAFS spectra, TP-

DFT calculations provide a good account of electron
correlation phenomena related to both the aromatic
stabilization along the series T-BBT-DBT as well as inductive
and relaxation effects due to the presence of the sulfur atom.
More specifically, the evolution of the NEXAFS spectral
features along the series T-BBT-DBT points out that the
stabilizing effect due to increased aromaticity is more
pronounced in going from T to BBT compared to the
introduction of a second annulated phenyl ring, analogously to
what found in a related study on short-chain oligothio-
phenes.26

The analysis and spectral attribution of the experimental S
LII,III-edge NEXAFS data, quite demanding from a theoretical
standpoint, due to the presence of overlapping manifolds of
excited states converging to the LII,III edges, points toward a
much lower dependence of the observed spectral features on
the degree of annulation, since the nature and spectral
positions of the most intense NEXAFS spectral features are
conserved along the series and reflects the localized nature of
the virtual states involved in the S 2p core-excitation process.
Thus, unlike the C 1s NEXAFS spectra, the analysis of the S 2p
NEXAFS intensity is not able to capture in detail the effects of
increased aromaticity along the series.
The comprehensive characterization of these molecules is of

fundamental importance for being able to predict the effect of
combining such moieties into more complex molecular
systems. The benzo-annulated thiophene systems are in fact
promising candidates for organic molecular electronics
providing a high degree of π-conjugation due to the rigidified,
planar structure which intrinsically affords smaller HOMO−
LUMO gaps for the resulting material with respect to their not
benzo-annulated building blocks. It will be interesting to
characterize the electronic structure of such benzo-annulated

Figure 8. Comparison of S LII,III-edge NEXAFS spectra of (a) T, (b)
BBT, and (c) DBT. Experimental spectrum (colored circles) are
shown together with the total calculated line-shape (solid black line)
obtained by Gaussian profiles with fwhm = 0.3 eV. The calculated
ionization thresholds are also shown (red and blue vertical dashed
bars). The energy scale is the one coming from experiments and the
calculated peaks have been shifted by +0.5 eV (T and BBT) and +0.4
eV (DBT) in order to match the experimental results.
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thiophene units implemented in promising light-harvesting
molecules66 or as π-conjugated core for phosphorescent light
emitting units.17,18
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S2

TABLE S1 - Comparison between theoretical and experimental geometrical parameters for T. Bond 
lengths are expressed in Å, angles in degrees.

Bond lengths Calculated Experimental

S-C1 1.7339 1.7140

C1-C2 1.3645 1.3700

C2-C3 1.4274 1.4230

Angles Calculated Experimental

C-S-C 91.369 92.100

S-C1-C2 111.601 111.280

C1-C2-C3 112.715 112.270



S3

TABLE S2 - Comparison between theoretical and experimental geometrical parameters for DBT.    
Bond lengths are expressed in Å, angles in degrees.

Bond lengths Calculated Experimental

S-C1 1.7357 1.7490

C1-C4 1.3867 1.3920

C4-C6 1.3815 /

C6-C5 1.3947 /

C5-C3 1.3800 /

C3-C2 1.3911 /

C2-C1 1.4041 1.4130

Angles Calculated Experimental

C-S-C 91.450 91.790

S-C1-C4 126.18 126.17

S-C1-C2 112.29 112.15

C1-C4-C6 118.48 /

C4-C6-C5 120.76 /

C6-C5-C3 119.80 /

C5-C3-C2 120.48 /

C3-C2-C1 118.86 /

C2-C1-C4 121.59 /



S4

TABLE S3 - Comparison between theoretical ΔKS C1s IPs computed at the DFT level by using the 
PW86xPerdew and the hybrid B3LYP xc potentials for all non-equivalent Ci atoms in BBT and DBT. 
All values are expressed in eV. 

BBT DBT
Site

PW86xPerdew B3LYP PW86xPerdew B3LYP

C1 290.78 290.36 290.68 290.27

C2 290.49 290.09 290.33 289.93

C3 290.21 289.95 290.15 289.78

C4 290.33 290.00 290.24 289.88

C5 290.37 290.08 290.07 289.73

C6 290.18 289.82 290.10 289.76

C7 290.17 289.81 - -

C8 290.67 290.28 - -
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ABSTRACT: The present study is focused on the comprehensive gas
phase electronic structure character izat ion of 2 ,8-bis -
(diphenylphosphoryl)-dibenzo[b,d]thiophene (PPT), a promising
ambipolar phosphorescent host material recently introduced in organic
light-emitting diodes (OLEDs). This molecular system can be
considered ideally formed by two diphenylphosphine oxide (dPPO)
moieties functionalizing the small dibenzothiophene (DBT) core. PPT
is characterized by high triplet energy and is known as good vacuum
sublimable electron transporting material for blue OLEDs. The
triphenyl phosphine oxide (TPPO) molecule has been chosen as the
model compound of the dPPO groups in PPT. A combined
experimental and theoretical study by density functional theory of the
gas phase electronic structure of TPPO and PPT has been performed
through X-ray photoelectron spectroscopy and near-edge X-ray
absorption fine structure spectroscopy measured at the carbon and oxygen 1s regions. The study represents a detailed
characterization of the impact of the single building blocks on the electronic structure of the whole PPT molecule. Moreover, it
confirms that the phosphine oxide groups act as breaking points of the π-conjugation between the DBT core of PPT and the outer
groups, leaving the electronic structures of the compound practically matching those of the central DBT moiety.

■ INTRODUCTION

In organic electronics, homojunction devices represent from a
commercial point of view an attractive alternative to the more
traditional heterojunction systems due to their simplicity and
ease of processing. In contrast to the heterojunction structures
sketched in Figure 1a, where different layers of materials with
specific properties allow the charge transport and recombina-
tion, the homojunction organic devices (as, for example,
organic light-emitting diodes (OLEDs)), represented in Figure
1b, are based on few organic materials with the multiple roles
of hole/electron transport and light emission. This requires
usually an ambipolar molecular film, which allows high and
balanced mobility of both holes and electrons. To accomplish
this, the ambipolar organic material is made of different
functional groups inserted inside the same molecular system.
In general, it is composed of three basic building blocks: a hole
transporting molecule (donor), an electron transporting
system (acceptor), and a polycyclic aromatic moiety used as
spacer, as shown in Figure 1c. The spacer is important to fine-
tune the properties since the increased size promotes a redshift
of the emission spectrum and also improves the device
efficiency as a whole.1

This study reports the characterization of a promising
ambipolar material, PPT (2,8-bis-(diphenyl-phosphoryl)-
dibenzo[b,d]thiophene, C36H26O2P2S), shown in Figure 2a.
PPT has already been implemented as the host of blue light-
emitting materials, such as FIrPic (bis[2-(4,6-difluorophenyl)-
pyridinato-C2,N](picolinato)iridium), with sky-blue emission,
high emission efficiency, and suitable energy levels as a
phosphorescent dopant material.2,3 Moreover, PPT has been
also used in combination with electron-donating materials to
enhance the electroluminescence efficiency.4−7

PPT is characterized by a wide bandgap with high triplet
energy level. It is composed by an electron-rich dibenzothio-
phene (DBT) core and two electron-deficient diphenylphos-
phoryl (dPPO) side arms, ensuring its good electron- and hole-
transporting property, thus maintaining charge balance in the
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emissive layer (EML) of phosphorescent organic light-emitting
diodes (PhOLEDs).8,9 It has been also shown that the
performance of devices implementing ambipolar materials is
especially improved when, among other analogues cores (i.e.,
carbazole and dibenzofuran), the π-conjugated DBT is used.10

This polycyclic aromatic building block in the PPT core
promotes the hole transport and the lowering of the HOMO
and LUMO levels facilitating the electron injection process and
introducing a hole-blocking function in the OLED.
The phosphine oxide (PO), belonging to a known electron-

withdrawing class of materials,11−14 represents instead the
electron-transport moiety in PPT. The good electron mobility
of PO-based materials allows them to reach a good charge
balance in the recombination zone. Furthermore, phosphine
oxides have high triplet energy that helps to prevent the back-
energy transfer from the emitter to the host. The introduction
of PO group(s) is also beneficial for the thermal stability of the
resulting molecular system (in our case PPT).15 Indeed, it has
been shown that building blocks such as phosphine oxides
(small, volatile, and with high triplet state energy) can be used
to make larger molecules more amenable to sublimation
despite their significant size.15 It has been also suggested12 that
the PO groups in PPT act as breaking points of π-conjugation

Figure 1. (a) Sketch of a heterojunction OLED device architecture. The flow of the negative charge carriers (electrons) from the cathode and the
positive charge carriers (holes) from the anode have been indicated by the arrows until the final recombination in the EML. Each specific layer has
been labeled as hole injection layer (HIL), hole transport layer (HTL), electron injection layer (EIL) and electron transport layer (ETL). (b)
Sketch of a homojunction OLED device architecture. (c) General structure of an ambipolar molecule used as host material.

Figure 2. Chemical and optimized molecular structures of (a) 2,8-
bis(diphenyl-phosphoryl)-dibenzo[b,d]thiophene (PPT), (b) triphe-
nylphosphine oxide (TPPO), and (c) dibenzothiophene (DBT)
molecules. The colored balls considered in the DFT calculations
indicate the different atoms: carbon (beige), phosphor (green), sulfur
(yellow), and oxygen (red).
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between the core and the outer side arms of the molecular
system. This would mean that the PO moieties have practically
no impact on the PPT electronic structure which would then
mostly resemble that of the DBT core.
Among the cited studies, the work by Kim et al. is mainly

focused on a joint theoretical and experimental investigation of
the electronic structure of a series of bis(diphenylphosphine
oxide) derivatives containing as the central aromatic core,
among others, also the DBT moiety. With respect to the
isolated DBT molecule, the addition of the diphenylphosphine
oxide arms was revealed to only slightly reduce the energy of
the lowest triplet state. Moreover, in the cited study the
ultraviolet photoelectron spectroscopy (UPS) and inverse
photoemission spectroscopy (IPES) characterizations, using
conventional He lamps, indicated that different diphenylphos-
phine oxide functionalities impact significantly only on the
ionization potential and the electron affinity of the molecular
system.
Our study represents the first combined theoretical and

experimental investigations which accurately map the
electronic structure, looking at the occupied and virtual states
by means of synchrotron photoelectron and photoabsorption
spectroscopies of free PPT and triphenylphosphine oxide
(TPPO). In this study, TPPO is considered as the building
block of the peripheral dPPO arms in PPT. These results were
also compared with previous characterizations of dibenzothio-
phene (DBT),16 which instead represents the PPT core. All
these molecules are sketched in Figure 2a−c.
TPPO and PPT molecules have been probed in the gas

phase by means of X-ray photoelectron spectroscopy (XPS)
and near-edge X-ray absorption fine structure (NEXAFS)
spectroscopy and the experimental results have been supported
by DFT calculations; these are all well-known powerful tools to
thoroughly investigate the electronic structure of free
molecules due to the localized character of the core−hole.
The aim is to investigate and identify the impact of the single
building blocks on the electronic structure of PPT and to
spectroscopically confirm the predicted conjugation breaking
between the DBT core and the dPPO arms. The study of the
electronic structure of technologically relevant conjugated
complexes compared to their building blocks (in our case, PPT
compared to TPPO and DBT) has already turned out to be a
very successful strategy16−18 and provides new knowledge for
the design of novel molecular structures to be implemented in
high-performance devices.

■ EXPERIMENTAL METHODS

Commercially available Sigma-Aldrich triphenylphosphine
oxide (TPPO, 98%) and 2,8-bis(diphenyl-phosphoryl)-
dibenzo[b,d]thiophene (PPT, >99%) from Lumtec were
used. PPT and TPPO are crystalline solid powders, and they
were sublimated in vacuum using a custom built resistively
heated furnace. The best vaporization temperature for PPT
was found to be 251 °C after a temperature gradient
sublimation treatment to maximum 200 °C for 24 h. TPPO
was sublimated at 128 °C after a gradient temperature
sublimation up to 100 °C kept for 20 h. The experimental
details of the characterization of DBT molecule are reported in
the paper by Toffoli et al.16

XPS measurements on gas phase samples were performed at
the Gas Phase PhotoEmission beamline of the Elettra
Synchrotron in Trieste19 using a Scienta SES-200 electron

analyzer20 mounted at the magic angle with respect to the
electric vector of the linearly polarized incident light.
C 1s XP spectra of PPT and TPPO molecules were recorded

at a photon energy of 392 eV with an overall energy resolution
of about 200 meV. The binding energy (BE) scale was
calibrated with respect to the C 1s binding energy (BE) of CO2
(297.6 eV).21

A photon energy of 628 eV was used for the O 1s XP spectra
of PPT and TPPO with an overall energy resolution of about
400 meV. The spectra were calibrated with respect to the O 1s
binding energy of CO2 (O 1s 541.2 eV).22

The C 1s and O 1s XPS results were fitted using IGOR PRO
with the package XPST- X-ray Photoelectron Spectroscopy
Tools by Dr. Martin Schmid. The fitting of the experimental C
1s and O 1s XP spectra, shown in the following sections, was
performed considering a linear background for both PPT and
TPPO molecules and a pseudo-Voigt profile23 with a
Gaussian−Lorentzian (G−L) ratio equal to 0.150 eV for
TPPO and a pure Gaussian profile (G−L = 0) for PPT.
Moreover, an additional asymmetry coefficient of 0.304 and a
width of 0.400 eV were applied to consider the line profile of
benzene-like carbons in the case of the smaller TPPO
molecule. The same width but an asymmetry coefficient of
0.001 was used for the PPT molecule with a more sterically
hindered core and then characterized by a less significant
vibrational progression.
For fitting the C 1s XP spectra, at each inequivalent carbon

atom was assigned a fit component with a relative intensity
according to the molecular stoichiometry and a binding energy
(BE) taken from the calculated ionization potentials (IPs).
After the fitting, a rigid shift was performed to better align the
IP values with the resulting fitted components. To prove the
validity of the theoretical IP values, we considered the
components used for fitting the experimental spectra as a
convolution of the calculated IPs by pseudo-Voigt curves.
However, the binding energies of the components of the final
fit are those that better describe the experimental data. Their
only minor divergence from the calculated IPs still confirms
the good agreement between the experimental and theoretical
results.
The fittings of the experimental O 1s spectra were

performed considering a linear background for both PPT
and TPPO systems. In both cases, one pseudo-Voigt profile23

was used with a G−L ratio equal to 0.300 eV for TPPO and
PPT. The asymmetry coefficients of 0.001 and 0.149 and
widths of 0.800 and 0.700 eV were used for PPT and TPPO,
respectively.
However, the fits of the XPS experimental data are used in

this work just to give a qualitative confirmation of the IPs
obtained by calculations. The fits are not intended for a
conclusive description of the experimental data due to the
many different chemical inequivalent sites/atoms contributing
to the spectral intensity.
NEXAFS spectra at the C 1s were measured recording the

total electron yield collected by a channeltron. The O 1s
NEXAFS spectrum was measured following the Auger yield
using the SES200 electron analyzer in a fixed kinetic energy
window mode. All the NEXAFS spectra were normalized by
the transmitted photon flux measured by a calibrated Si
photodiode.
The energy scales of the C 1s NEXAFS and O 1s NEXAFS

spectra were calibrated by taking simultaneous spectra of the
samples and of CO2 with the characteristic transition at 290.77
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eV (C 1s → π*, CO2)
24,25 and at 535.30 eV (O 1s → π*,

CO2), respectively. The photon energy resolution of the C 1s
NEXAFS spectra was around 110 meV for PPT and TPPO,
while it was 65 meV for DBT molecules. Moreover, the photon
energy resolution of the O 1s NEXAFS spectra was around 120
meV.

■ COMPUTATIONAL DETAILS
Geometry Optimizations. The equilibrium geometries of

TPPO and PPT have been optimized at the density functional
theory (DFT)26 level, within the local-density approximation
(LDA) by using the Vosko, Wilk, Nusair (VWN) exchange and
correlation (xc) functional27 and the triple ζ polarized (TZP)
basis set of Slater type orbitals (STOs) extracted from the ADF
(Amsterdam Density Functional) database.28,29 For both
molecules, the geometry optimization computations have
been performed without imposing any symmetry constraint.
Crystallographic studies have revealed that TPPO as a whole
has no symmetry because the rotations of the phenyl rings
about the PC bonds are not identical.30 In addition, due to
the partial multiple bond character of the PO bond, the O
PC angles result are greater than the tetrahedral angle,
whereas the CPC angles are smaller than it.31 Analogous
considerations can be made in the case of PPT since, due to
steric hindrance, the two diphenylphospine oxide arms are not
specular with respect to the half molecular skeleton and point
out toward different directions. In particular, in the case of the
TPPO molecule, two different conformations have been
considered: more specifically, a structure from X-ray diffraction
(XRD) data,32 and one predicted by using the MP2/cc-pVTZ
level of theory in the gas phase.33 The investigation of the two
different conformations has been supported by a work by Al-
Farhan.31 From a comparison between the geometric
parameters (i.e., bond lengths, bond angles, and torsional
angles) of the two conformers (see Table S1 of the Supporting
Information, SI), one can notice that the two sets of data
present similar values in particular as concerns both bond
lengths and bond angles. Significant variations are instead
found in torsional angles, since the corresponding deviations
are of the order of about 40° (see Table S1); this is supported
by Figure S1 from which one can notice that the phenyl rings
in the two conformers are differently twisted with respect to
the PO bond axis. Therefore, in the calculations of the
NEXAFS spectra, both conformers have been taken into
account. Here, the presented calculated data refer to conformer
a (see Figure S1a). As NEXAFS spectra of the two conformers
are quantitatively very similar (see Figure S2), we chose to
carry out the assignment only on the structure derived from
XRD data.
XPS and NEXAFS Calculations. The calculations of the

XPS and NEXAFS spectra have been performed employing the
DFT method and the generalized gradient approximation
(GGA) for the xc functional (PW86xPerdew)34 as imple-
mented in the ADF program.28 The simulation of the XP
spectra has been performed by computing the ΔKS (ΔSCF
Kohn−Sham) C1 s−1 and O1 s−1 IPs. The energy of the 1 s−1

ionic state has been obtained through a KS unrestricted
calculation. All the calculated spectral profiles have been
convoluted by using Gaussian functions of appropriate full
width at half maximum (fwhm) value (in C 1s NEXAFS
spectra, equal to 0.3 eV and 0.4 eV for TPPO and PPT,
respectively, while in O 1s NEXAFS spectra, equal to 0.3 and
0.5 eV for TPPO and PPT, respectively) as giving the best fit

to the experimental data. Moreover, the theoretical line-shapes
in C 1s NEXAFS spectra have been shifted by 0.63 and of 0.58
eV to lower energies (for TPPO and PPT, respectively), while
in O 1s NEXAFS spectra, a rigid shift of 0.3 and 0.6 eV to
lower energies has been applied to get an easier comparison
with the experimental data. To support the interpretation of
the IP trend, we performed a Bader’s population analysis by
employing the PW86x Perdew xc potential.34 Bader atomic
properties have been calculated by using a grid-based method
reported by Rodriguez et al.35,36 and implemented in the ADF
program.28

The C and O 1s NEXAFS spectra have been obtained by
performing a separate computation of the excitation spectrum
for each nonequivalent C/O site, then the total spectrum has
been obtained by summing up the partial contributions
weighted by the number of equivalent C/O atoms. Each
spectrum has been computed at DFT level employing the
Transition Potential (TP) approach37,38 in which half an
electron is removed from the excited core orbital, leaving all
the virtual orbitals unoccupied and relaxing all the orbitals until
self-consistency is obtained. Usually this approach adequately
describes most of the relaxation effects upon formation of the
core−hole and provides a single set of orthogonal orbitals from
which transition dipole moments can be obtained.39 The TP
scheme is well-known for its ability to simulate K-shell
NEXAFS spectra of light atoms.40 An even tempered
quadruple-ζ with three polarization and three diffuse functions
(designed as ET-QZ3P-3DIFFUSE set in the ADF database)
has been employed for the core-excited C and O atoms, in
order to accurately describe the higher energy excitations
toward diffuse Rydberg states which contribute to the near-
edge spectral features.41 It is well-known that the use of a good
basis set enlarged with diffuse functions on the excited atom
allows for an improved representation of the relaxation effects
of the inner orbitals.41

Furthermore, the frozen core (FC) approximation has been
used for core orbitals of the nonexcited atoms; it consists of
treating explicitly only outer level electrons, while the
innermost (core) atomic shells are kept frozen. This technique
ensures the localization of the half core−hole as well as a
further reduction of the computational effort without losing in
accuracy. In particular, a FC TZP.1s basis set has been
employed for the C and O atoms, while a FC TZP.2p basis set
has been adopted for the P and S atoms.
Within the TP scheme, excitation energies are obtained as

the differences between the eigenvalues of the virtual orbital
and that of the 1s core orbital calculated with the TP
configuration

Ei f f i
TP TPΔ = ϵ − ϵ→ (1)

while transition intensities are expressed in terms of oscillator
strengths, f i→f. For samples in gas phase, as those investigated
in this study, f i→f reads

f n E
2
3i f i i f f i

TP TP 2μφ φ= Δ |⟨ | | ⟩|→ → (2)

involving dipole matrix elements between initial and final TP
MOs, where ni denotes the occupation number of the core
orbital in the ground state.
The ionization potential (IP) is defined as the negative of

the TP eigenvalue related to the initial core orbital, IP = −ϵfTP.
Since the TP approach leads to a less attractive potential and
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consequently the absolute transition energies are generally too

large, the NEXAFS energies have been adjusted by shifting the

TP excitation energies (eq 1) with respect to the ΔIP value

which corresponds to the energy difference ϵ1s
TP − ΔKS(1s).

The energy of the ΔKS 1 s−1 ionic state corresponds to that

previously calculated for the XP spectra.
In each NEXAFS spectrum, theoretical ionization thresholds

are shown; these are mainly useful to separate the below-edge

Figure 3. C 1s photoelectron spectra of TPPO (a) and PPT (b). Dotted curves represent the experimental data, while solid black lines represent
the total fit results. Each fitted Ci component is represented by the colored solid curves, while the theoretical IPs are reported as vertical bars.
Colors follow the attribution of the fitted components to the theoretical IPs reported in Table 1. On the left we report the three-dimensional
molecular structures with the classification of the carbon atoms as discussed in the text.

Table 1. Comparison between Theoretical IPs and Experimental BEs of Nonequivalent C Atoms of TPPO and PPT Obtained
by a Fit of the C 1s PE Spectruma

IP − ΔKSb,c

Ph1 Ph2 Ph3

TPPO PPT TPPO PPT TPPO PPT BE (fit) TPPO BE (fit) PPT

Cipso (C3) 289.86 (C29) 289.84 (C4) 289.86 (C30) 289.88 (C5) 289.85 (C32) 289.66 289.85 289.70
289.89
289.66

Cortho (C6) 290.06 (C18) 290.03 (C11) 290.06 (C20) 290.07 (C13) 290.06 (C22) 289.89 290.07 290.02
290.05
289.94

Cortho′ (C10) 290.21 (C17) 290.10 (C12) 290.21 (C19) 290.19 (C15) 290.21 (C26) 290.00 290.13 290.25
290.21
290.08

Cmeta (C7) 290.20 (C10) 290.17 (C19) 290.21 (C12) 290.23 (C14) 290.21 (C24) 290.16 290.12 290.41
290.14
290.26

Cmeta′ (C9) 290.26 (C9) 290.16 (C18) 290.26 (C11) 290.28 (C17) 290.26 (C34) 290.23 290.31 290.26
290.49
290.14

Cpara (C8) 290.24 (C3) 290.19 (C20) 290.25 (C4) 290.27 (C16) 290.24 (C36) 290.63 290.19 290.21
290.58
290.80

aAll values are expressed in eV. bThe calculated IPs have been shifted by −0.18 eV (TPPO). cThe calculated IPs have been shifted by −0.13 eV
(PPT) to match the experimental peaks.
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region, where a discrete orbital description is absolutely
adequate from the above-edge region where only qualitative
information can be extracted, as a consequence of the
discretization of the nonresonant continuum that is an artifact
of the calculation.

■ RESULTS AND DISCUSSION
Experimental and Theoretical PES Synchrotron

Analysis. C 1s Core Level. Experimental photoelectron
spectra of the C 1s core levels of TPPO and PPT are
displayed in Figure 3a,b with dotted curves, together with the
analysis of the experimental line-shapes fitted (solid black line)
with the procedure described in Experimental Methods. The fit
results are compared with the theoretical ΔKS ionization
potentials (IPs) for the nonequivalent carbon atoms reported
in Figure 3 as vertical bars of different colors. Each fitted
component (displayed as colored solid curves) are attributed
to the theoretical IPs; the colors follow the attribution reported
in Table 1. For a better agreement with the experimental fit
components, all the calculated IPs have been shifted by −0.18
eV (TPPO) and by −0.13 eV (PPT). As it can be seen, the
results of the experimental fit are quite well in agreement with
the calculated IPs (ΔKS).
The discussion of the results is complicated by the large

number of different carbon atoms. We have therefore classified
the carbon atoms (Ci) of each phenyl group (Ph1, Ph2, and
Ph3) on the basis of their positions, as reported in Figure 3. In
particular, the carbon ipso, ortho, meta, and para positions
have been defined with respect to the phosphorus atom.
Furthermore, the ortho/ortho′ and meta/meta′ positions of
the C atoms have been defined according to their spatial
distance from the O atom. In particular, Cortho and Cmeta
denote the C atoms closer to oxygen with respect to the Cortho′
and Cmeta′, respectively. For the TPPO molecule, these CO
spatial distances are listed in Table S2 of the SI. The TPPO
molecule has no symmetry, however the analysis of the
geometrical parameters (see Table S1 of the SI) indicates that
the C atoms occupying the same relative positions (ipso,
ortho/ortho′, meta/meta′, and para) in the three phenyl rings
are equivalent. We note that the positions ortho/ortho′ on
each phenyl ring are nonequivalent; the same applies for the
positions meta/meta′. The same classification has been
adopted for the PPT system where the ortho/ortho′ and
meta/meta′ positions are still distinguished according to their
spatial distance from the O atom of the dPPO moiety. Table 1
compares the BEs obtained by the fit of the experimental
spectrum (BE (fit)) and the theoretical IPs (IP − ΔKS) for the
TPPO and PPT molecules
TPPO C 1s Core Level. The calculated IP values of TPPO

reported in Table 1 reflect the substantial equivalence of the
three phenyl rings labeled as Ph1, Ph2, and Ph3 (see left panel
of Figure 3a) therefore, only six distinct IPs contribute to the
XP spectrum. Two of them, corresponding to the Cortho′ and
Cmeta positions, are substantially degenerate (IP values are
290.21 or 290.20 eV in Table 1).
To assist in the interpretation of the observed trend, we

report in Table S3 the SI results of a Bader charge analysis
from which it can be clearly seen that a large negative charge is
localized on the Cipso while the charge on all other C atoms is
very small in magnitude. This explains the lower calculated IP
for the Cipso. The lower IPs (of Cortho′, Cmeta, Cmeta′ and Cpara),
instead, are clustered in a narrow energy range and from the
population analysis alone it is difficult to rationalize their

values. The comparison between shifted theory and experiment
fit values reveals a general good agreement with deviations
within 10−90 meV since the IPs values are slightly
overestimated by theory by about 180 meV (see Table 1
and Figure 3).

PPT C 1s Core Level. The XPS results of the PPT molecule
are reported in Figure 3b and in Table 1. Looking at the
geometrical parameters of the PPT (Table S2 of the SI), the
three phenyl rings Ph1, Ph2, and Ph3 (left panel of Figure 3b)
are equivalent to the corresponding rings on the left-hand side
of the thiophene in the DBT moiety. We therefore calculated
the IPs only for the Ci atoms of the Ph1, Ph2, and Ph3 phenyl
rings. All these carbons are nonequivalent and have been
classified on the basis of their position in the phenyl ring (see
the inset of Figure 3b), as previously described.
To identify and explain the inequivalent carbon sites in PPT,

we need to consider their different geometrical surrounding
and the chemical bond with different heteroatoms, like S and
P, both characterized by a higher electronegativity than carbon.
The different geometrical surrounding leads us to ideally
separate the phenyl groups that are free (Ph1 and Ph2) from
those condensed with the thiophene ring (Ph3) as shown in
Figure 3b. Moreover, because of the existence of two different
kinds of heteroatoms in PPT, within the previously described
phenyl systems we can further differentiate carbons depending
on their proximity to the sulfur (Ph3) or to the phosphor
(Ph1, Ph2, and also Ph3) heteroatoms. In this context, Cpara
(C36) is the carbon directly bonded to the sulfur, and Cipso are
the carbons (C29, C30, and C32) directly bonded to the
phosphor atom.
Some degeneracies are found among the calculated IP values

of the 18 nonequivalent Ci’s reported in Table 1 for PPT,
therefore only 15 distinct vertical IPs are represented by the
bars reported in the plot of Figure 3b.
The IPs in Ph1 and Ph2 increase from Cipso to Cpara, as

already found in the TPPO molecule: they preserve their
electronic environment inside the PPT molecule, and the
presence of the DBT moiety influences their IPs only to a
limited extent.
For the Ph3 ring, the counteracting inductive and resonance

effects come into play in determining the trend of the
calculated IPs of the Ci sites. The inductive effects due to the
to the oxygen of the PO moiety would tend to increase the IP
of the closest Ci atoms. On the other hand, resonance effects of
the S pz lone pairs in the central DBT core also play a role as
shown in our previous publication16 and as confirmed also by
the calculated Bader charges shown in Table S3, tending to
lower the IP values of the Ph3 annulated ring, stabilizing in
particular the C32 (ipso) and the C24 (meta) sites.
Moreover, the IP of the C32 (ipso) is similar to the value

found for the corresponding atom of free DBT,16 indicating
that the electronic structure of the PPT core is not perturbed
by the nearby PO groups, confirming a previous study.15

As expected by considering the proximity of the higher
electronegative S atom, C36 (para) results show the highest IP.
Among the C atoms belonging to Ph3, after C36 (para) in
decreasing IP order we found the C34 (meta′). The IPs of the
remaining Ci of the annulated Ph3 are slightly different from
the values of the corresponding carbons on the other phenyl
rings (Ph1 and Ph2) part of the dPPO arms in PPT (see Table
1) confirming the π-conjugation breaking between the core
and the peripheral dPPO moieties already predicted for PPT in
a previous work.15
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However, when comparing the same relative Ci positions of
Ph1 and Ph2 in TPPO and in PPT, it is worth noting that in
PPT they have a lower calculated C 1s IP indicating a
stabilization when they are part of the more complex PPT
molecule.
O 1s Core Level. O 1s core level spectra of TPPO and PPT,

taken at a photon energy of 628 eV are shown in Figure 4a,b

respectively, whereas the comparison of their experimental
lineshapes is reported in the upper panel. The spectra show for
both molecules a quite broad peak centered at 535.53 eV for
TPPO and at 535.44 eV for PPT. We observe a broadening of
the O 1s signal for PPT (fwhm = 0.820 eV) with respect to
TPPO (fwhm = 0.741 eV) as well as a very small shift toward
lower BEs (of about 90 meV), analogous to the stabilization of
the C 1s XPS lines when passing from the building blocks to
the more complex PPT molecule.
The experimental O 1s XP spectrum of TPPO is well

reproduced by the fit considering the calculated IP just shifted
−0.12 eV. Table 2 reports all the experimental, fitted, and
theoretical data for the O 1s XPS results of TPPO and PPT.
The calculations split the O 1s signal of PPT into two very
close components (the bars in Figure 4b): one line (O2) with
the same IP value found in TPPO and the other line (O1),

lower in energy by 80 meV. This well describes the
experimental broadening of the PPT O 1s XPS line with
respect to the TPPO results. In Figure 4a,b, the experimental
versus the total fitted lineshapes are shown together with the
calculated IPs reported as bars representing the theoretical O
1s IP of TPPO and the IPs of the O1 and O2 components of
PPT (see the molecular inset in the spectrum), respectively.
The theoretical O 1s split reflects the slightly different

dihedral OPCC angle of the two dPPO arms of PPT
(see SI Table S1b) and the consequent nonequivalence of the
O1 and O2 atoms. Indeed, also previous investigations have
found that TPPO and PPT are not planar and characterized by
different torsional OPCC angles generated by the
rotation of the phenyls around the three PC bonds.42,30 This
has been verified in the optimized structures for PPT and
TPPO presented here in Figure 2a,b and confirmed to be the
reason for the splitting into O1 and O2 components in our
DFT predicted O 1s spectrum for PPT.

■ EXPERIMENTAL VERSUS THEORETICAL NEXAFS

C 1s NEXAFS. In the following discussion, the molecular
orbitals (MOs) involved in the most intense transitions of
TPPO and PPT are considered and their composition analyzed
in terms of Mulliken population of atomic orbitals (AOs) that
are centered on each specific atom. Figure 5 shows the
comparison between the experimental and theoretical C 1s
NEXAFS spectra of TPPO and PPT. Also, the results for DBT
from our previous study16 have been included for illustrating
the trend of the spectral features in going from the DBT and
TPPO building blocks to the PPT system.
As seen in Figure 5, the calculated spectra agree quite well

with the experiments being all the main experimental features
correctly predicted by the theory, especially in the low photon
energy range of the spectra (bands A and B). The main peak
assignments for TPPO, PPT, and DBT systems are reported in
Table 3. More detailed assignments of all nonequivalent Ci
spectral features can be found in the SI Figures S3 and S4 and
corresponding Tables S4 and S5, while for the complete DBT
C 1s NEXAFS bands assignments we refer to our previously
published study.16

TPPO C 1s NEXAFS. The experimental C 1s NEXAFS
spectrum of TPPO is characterized by a sharp and intense
resonance (Figure 5, peak A) at 284.96 eV similarly to PPT.
Going on the higher photon energy side, the TPPO spectrum
does not show any band corresponding to features B and C
visible in both PPT and DBT spectra, being typical for
thiophene-containing molecules. At higher photon energies,
bands D, E, and F are at 287.30, 288.24, and 288.71 eV,
respectively, centered in the TPPO spectrum. The calculated
spectrum correctly reproduces the experimental features, in
particular their energy separations as well as the intensity
distribution. For a detailed theoretical assignment of the

Figure 4. O 1s XP spectra of TPPO (a), PPT (b), and their
comparison in the upper panel. Experimental data (dots) are shown
together with the results of the total fitting procedure (black line).
The vertical bars are the theoretical IPs shifted by −0.12 and −0.16
eV for TPPO and PPT, respectively.

Table 2. O 1s Experimental (BEs) and Theoretical (IPs) Results of PPT and TPPOa

TPPO PPT

O 1s peak IP(ΔSCF)b BE fwhm O 1s Peaks IP(ΔSCF)c BE fwhm

O 535.53 535.53 0.741 O1 535.41 535.44 0.820
O2 535.49

aThe BEs have been obtained by fitting the experimental O 1s XP spectra. All values are expressed in eV. bCalculated IPs shifted by −0.12 eV
(TPPO). cCalculated IPs shifted by −0.16 eV (PPT) in order to match the experimental peaks.
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experimental features of the C 1s NEXAFS spectrum of TPPO,
we refer to Figure S3 and Table S4 of the SI.
The inspection of the site-resolved partial spectra reported

in Figure S3 reveals that all the features of TPPO spectrum are
contributed by all Ci atoms of the phenyl rings in very similar
extent in terms of both transition energies and oscillator
strengths. In particular, the calculated peak A derives from the
C 1s → LUMO transitions from all the Ci sites. As it is shown
in the sketch of Figure S3, the ground state GS-LUMO is a π*
orbital delocalized on the entire molecule highlighting the
aromatic character of TPPO. However, in the presence of a
core−hole at the C3 site, a drastic charge density redistribution
from Ph2 and Ph3 rings toward the ring (Ph1) containing the
core−hole site is observed. The lower energy shoulder of peak
A is attributed to the LUMO transition from the Cipso sites and
occurs at about 300 meV lower than the other C 1s → LUMO

transitions. This shift reflects the XPS IP chemical shift
observed for the Cipso sites in the case of TPPO.
The two broad spectral features (peaks D and E in Figure 5)

in the 287.30−288.70 eV energy range, both have a mixed
diffuse Rydberg and valence σ*(C−H) character. Transitions
from all the Ci sites (Figure S3) of each phenyl ring contribute
to these bands, except from Cipso and Cortho for which negligible
intensity is calculated; a very similar trend among the three
phenyl rings is present. In going toward the ionization
thresholds, a large feature is present (labeled F and centered
experimentally at 288.71 eV) which arises from a manifold of
transitions from all the Ci sites toward virtual MOs of mixed
valence π*(CC)/Rydberg nature.

PPT C 1s NEXAFS. The experimental C 1s NEXAFS
spectrum of PPT in Figure 5 is also dominated by an intense
low energy peak (A) at 284.95 eV with a higher energy feature
(B) around 285.69 eV. This main feature is followed by less
intense and broader structures (peaks C to F) falling in the
energy region between 286.67 and 288.64 eV, that is, below
the ionization threshold. A good agreement between the
experimental and the theoretical NEXAFS spectra is also found
for the PPT molecule, and a detailed assignment of the spectral
features is reported in Table S5 and in Figure S4 of the SI
which highlight the contributions of the three phenyl rings to
the calculated NEXAFS spectrum.
The most striking observation from the theoretical analysis

(reported in SI) is that the contributions of the Ph3 phenyl
ring to the total spectrum differ significantly from the
contributions of the other rings being that the Ph3 ring is
part of the DBT core of PPT. The contributions of Ph1 and
Ph2 rings instead appear similar resembling what we already
found for the XPS spectrum. Table S5 also helps to assign peak
A to the LUMO transitions from all the Ci sites except Cpara
(bonded to the S atom) of Ph3 which contributes to feature B
of the spectrum. The shift to higher energy of the Ph3 Cpara
excitation is in agreement with the energy position of the
relative calculated IP of the Ph3 ring. In addition, we observe
that the LUMO excitation energies of the other Ci sites of Ph3
are slightly lower than those of Ph1 and Ph2 still in substantial
agreement with the trend observed for the IPs of the ortho/
ortho′ and meta/meta′ positions of Ph3. Furthermore, the GS-
LUMO orbital, shown in the right side panel of Figure S4, has
a π*(CC) character of the phenyl rings and is delocalized on
the entire DBT molecular moiety. Moreover, as already found
for TPPO, for PPT when creating a core−hole at sites
belonging to Ph1 and Ph2 (i.e., at C29 and C30, respectively),
the charge density is also redistributed and localized at the
phenyl ring to which the core−hole site belongs. On the
contrary, when we create a core−hole on the Ci site of Ph3
ring (i.e., on C32 and C36), the charge density does not shift

Figure 5. Comparison of the experimental (exp.) and calculated
(calc.) C 1s NEXAFS spectra of PPT, TPPO, and DBT molecules.16

The main calculated features are indicated with capital letters. Each
calculated total spectrum has been obtained from the convolution of
the partial Ci contributions (shown in the SI) with Gaussians with
fwhm = 0.30 eV for TPPO and DBT and fwhm = 0.40 eV for PPT.
The calculated spectra have been shifted by −0.58 eV (PPT), −0.63
eV (TPPO), and −0.40 eV (DBT)16 in order to match the first
experimental peak.

Table 3. Assignments of the Main Calculated Features of the C 1s Spectra of TPPO, PPT, and DBT Molecular Systemsa

TPPO PPT DBT

peaks E (exp.) assignment E (exp.) assignment E (exp.) assignment

A 284.96 LUMO: 1π*(CC) 284.95 LUMO: 1π*(CC) 284.95−285.57 LUMO: 1π* (CC)
B 285.69 1π*(CC) 285.89 1π* (CC)
C 286.67 σ*(C−S) σ*(C−H) Rydberg mixed 287.15 σ* (C−S)
D 287.30 σ*(C−H)−Rydberg mixed 287.34 2π*
E 288.24 288.22 287.49 π* (CC)− Rydberg mixed
F 288.71 π*(CC) Rydberg mixed 288.64 π*(CC)− Rydberg mixed Rydberg 288.07 Rydberg

aAll values are in eV.
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toward Ph1 and Ph2 but it still remains confined inside the
Ph3 ring. A difference about the charge density distribution
can be discussed as follows: in the TP-LUMO with a core−
hole on C36 site, a higher conjugation across the whole DBT
core system is found, while a lower conjugation extension over
the DBT core system is observed creating a core−hole on C32

site (i.e., TP-LUMO with core−hole on C32 site).
Peak C is still associated with several Ph3 transitions, the

most intense of which involves a σ*(C−S) orbital, while peak
D is derived from the Ci sites transitions of Ph1 and Ph2 (see
Table S5). The two following structures (labeled E and F) are
characterized by a superposition of core excitations to virtual
MOs of mixed valence and Rydberg character starting from the
C atoms of all the three phenyl rings.
O 1s NEXAFS. O 1s NEXAFS spectra of the TPPO and

PPT molecules are shown in Figure 6a,b, respectively, together
with theoretical data and band assignments. The theoretical

results, in terms of O 1s core excitation energies and oscillator
strengths, are reported in Table 4 (TPPO molecule) and in

Table 5 (PPT molecule). The experimental O 1s NEXAFS
spectra of the TPPO and PPT are very similar, with two broad
features around 531.20 and 534.70 eV, respectively.

TPPO O 1s NEXAFS. The TPPO O 1s calculated NEXAFS
spectrum is characterized by two broad features: a lower
energy band (A) located around 531.60 eV and well separated
from a second series of intense features (band B) in the range
533.40−534.20 eV.
In Table 4 we see that the oscillator strength for transitions

at the oxygen K threshold are very weak, particularly in the
lower energy range of the spectrum. This underlines that the
atomic contribution of O 2p to virtual valence levels is very
small. This is in accordance with the strong polarization of the
PO bond and the large involvement of O 2p atomic
components in the occupied MOs with a consequent very
small contribution to the virtual valence MOs. In particular,
the main contribution to peak A is from the transition at
532.02 eV toward a virtual MO with main π*(CC) character
and only minimal participation of O 2p components.
Transition to LUMO (calculated at 531.60 eV) has a negligible
theoretical intensity that is equal to one-fifth of the previous
one and is presumably hidden in the main structure mainly due
to the low signal-to-noise ratio of the measurement, due
precisely to the small cross section of the transition under
consideration.
Final states of diffuse nature characterize both B and C

features, where also π*(CC) and σ*(PO) components
are discernible. At higher energy (calculated at 535.18 eV),
near the O 1s ionization threshold, two transitions appear
toward MOs of mixed valence/Rydberg character with a
valence contribution also from the π*(PO) component. The
theoretical results also indicate that the O 1s → σ*(PO)
transitions are lower in energy than the O 1s → π*(PO)
transitions (see Table 4) in agreement with the stabilization of
the π-symmetry interaction in the PO bond with respect to
the σ one in the occupied MO of TPPO. This will be discussed
in more detail when describing the PO bond.
In general, for the O 1s NEXAFS of the TPPO molecule the

agreement between experiment and theory is less satisfactory
than that found for the C 1s results, in particular the energy
separation between the A and B structures is probably
underestimated in the calculations, although the low resolution

Figure 6. Comparison between the O 1s NEXAFS experimental
(exp.) and calculated (calc.) spectra of (a) TPPO and (b) PPT. The
partial Oi contributions (O1 in light blue and O2 dark blue) are also
shown in the PPT spectrum (bottom of panel b). The ΔKS O 1s IPs
are reported as vertical bars (top right side of the panels). The
theoretical profiles have been convoluted with Gaussians of fwhm =
0.3 eV (TPPO) and fwhm = 0.5 eV (PPT). The calculated peaks have
been shifted by −0.3 eV (TPPO) and −0.6 eV (PPT) in order to
match the first experimental peak.

Table 4. Peak Assignments for the O 1s NEXAFS Spectrum
of TPPO

peak
E calc. shifteda

(eV)
f ×
102b assignments

E exp.
(eV)

A 531.60 0.071 π*(CC)
532.02 0.36 π*(CC)+ P 3p

B 533.36 0.20 Rydberg 533.20
533.72 0.44 Rydberg/π*(CC)
534.18 0.14 Rydberg/σ*(PO)

C 534.99 0.12 Rydberg 535.00
534.99 0.13
535.17 0.18
535.18 0.25 mixed valence [π*(CC) +

π*(PO)]/Rydberg535.18 0.28
aCalculated excitation energies shifted by −0.3 eV to match the first
experimental peak. bOnly transitions with f × 102 ≥ 0.07 are reported.
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and the poor signal-to-noise ratio of the experiment prevents a
more detailed comparison of the results.
PPT O 1s NEXAFS. In the case of PPT, the theoretical

results reported in Figure 6b allow us to distinguish the
contributions to the O 1s NEXAFS spectrum of the two
nonequivalent O (O1 and O2) atoms. The oscillator strengths
of the O 1s transitions are still very low confirming, also in the
PPT case, the scarce O 2p participation to the virtual MOs of
these molecules. This is particularly evident in the lower
energy region of the PPT spectrum (bands A and B) where the
transitions toward MOs with predominant π*(CC)
character are present at experimental energy of 531.20 and
531.94 eV, respectively. The splitting of the lower energy band
into two calculated components reflects the chemical shift
proposed for O1 and O2 atoms when discussing the XPS
results.
For the PPT molecule, the theory predicts that band A is

mainly due to the O1 transitions to MOs of predominant
π*(CC) character, while band B mainly arises from the
corresponding O2 transitions, although transitions from O2
also contribute to band A. The different intensity distributions
among the lines of A and B bands reflect the different
geometrical environment of the two O atoms, also confirmed
by the calculated geometrical parameters (see Table S1b).
Transitions toward MOs with predominant π*(CC)

components also give rise in the PPT spectrum to feature C
(exp. at 532.92 eV), while peak D (exp. at 533.67 eV) derives
from a manifold of transitions of different nature. Among
these, also transitions to MOs with valence σ*(PO)
component are present (calc. at 533.75 and 533.76 eV), in
an energy region at about 2.8 eV from the LUMO transition,
therefore in line with what also found for the O K-edge
NEXAFS spectrum of TPPO.
Also the higher energy E structure for PPT (exp. at 534.70

eV) derives its intensity from a manifold of transitions where
the final MOs have either mixed valence/Rydberg or pure
Rydberg character. The valence character of the most intense
transitions involves both π*(CC) and π*(PO) compo-

nents, in line with the spectral trend found for band C of
TPPO molecule falling in a similar energy range (around 535
eV).
The description of the PO bond in phosphine oxides has

raised great interest for many years. It has been extensively
reviewed by Gilheany43 who observed that both experiment
and ab initio calculations generally show that the PO bond is
strong, polar, and as short as conventional PO double
bonds. The strong polarization of the PO bond is also
supported by our Bader’s population analysis. Indeed, as
reported in Table S3 of the SI file, the P atom carries a partial
positive charge and the electronegative O atom carries a partial
negative one, causing a depletion of electron density away from
P which is true both for TPPO and PPT molecular systems.
Moreover, the O 1s NEXAFS spectra calculations have
provided very low intensities for the lower-energy transitions,
pointing toward a small participation of O 2p AOs to virtual
valence MOs and consequently to a greater extent into the
occupied MOs.
Even though it is well-known that the PO bond is

multiple and highly polar, there is still strong disagreement
about the exact electron distribution on it.
In this respect, there are three viewpoints: the first one,

which is the more traditional, considers the formation of the
PO bond as one σ from P to O, through participation of the
lone pair on P, and two π-back-bonds from O lone-pairs to P
acceptor orbitals of e type and σ* symmetry (negative
hyperconjugation)44 giving to the P−O bond a partial triple-
bond character.45 The mechanism of negative hyperconjuga-
tion is also suggested by our O 1s NEXAFS calculations which
show that transitions toward σ*(PO) states occur at lower
energies with respect to those toward π*(PO) states.
An alternative possibility takes into account one σ-bond and

three π-back-bonds from the O lone pairs. Finally, the last
viewpoint agrees with three bent multiple bonds (Ω-bonds)
strongly polarized toward the O atom, so that the PO bond
is a formal triple bond with the three curved regions of electron
density arranged between P and O in a symmetrical fashion at

Table 5. Peak Assignments for the O 1s NEXAFS Spectrum of PPT

peak site E calc. shifteda (eV) f × 102b assignments E exp. (eV)

A O1 530.99 4.33 × 10−2 π*(CC)+P 3p-LUMO
O1 531.13 0.32 π*(CC)+(P,S) 3p 531.20
O2 531.14 6.08 × 10−2 π*(CC)+P 3p-LUMO
O1 531.16 0.14 π*(CC)+P 3p

B O2 531.81 0.27 π*(CC)+P 3p 531.94
C O1 532.82 0.10 π*(CC)+(P,S) 3p 532.92

O2 532.86 0.24 π*(CC)+P 3p
D O2 533.36 0.35 π*(CC)+P 3p 533.67

O1 533.39 0.10 Rydberg
O2 533.75 0.14 Rydberg/σ*(PO)
O1 533.76 0.37

E O1 534.31 0.14 Rydberg 534.70
O2 534.37 0.10 Rydberg
O1 534.41 0.20 Rydberg/π*(PO)
O1 534.62 0.13 Rydberg
O1 534.66 0.30 mixed valence [π*(CC) + π*(PO)]/Rydberg
O2 534.72 0.15 Rydberg
O2 534.77 0.15 Rydberg
O2 534.93 0.22 mixed valence [π*(CC) + π*(PO)]/Rydberg

aCalculated excitation energies shifted by −0.6 eV to match the first experimental peak. bOnly transitions with f × 102 ≥ 0.07 are reported; the
lower intensity O1 and O2 to LUMO transitions are also included.
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120° to each other in Newmann projection along the PO
coordinate. The Ω-bond description is also provided by the
Boys localization procedure for phosphine oxides in SCF-HF/
LCAO-MO calculations.46−48 This last view is however not
supported by our NEXAFS results.

■ CONCLUSIONS

The main goal of the present study is the evaluation of the
impact of the single building blocks (DBT and TPPO) on the
electronic structure of the whole PPT ambipolar system
through the C 1s and O 1s core levels analysis by XPS and
NEXAFS synchrotron-based spectroscopies.
The C 1s XPS trends of Ci sites in Ph1 and Ph2 rings are

quite similar for TPPO and PPT molecules. This means that
the Ph1 and Ph2 rings, representing the dPPO arms in PPT,
conserve the typical TPPO electronic characteristics also when
part of the PPT molecule and the presence of the DBT moiety
does not influence their IPs significantly.
The theoretical IPs of the Ci of the Ph3 ring, part of the PPT

core, are instead lower than those of the corresponding
carbons on the other phenyl rings (Ph1 and Ph2). This
theoretical result could be considered as a proof of a higher
electronic stabilization, ascribed to an increased available
charge within the conjugated system of the central DBT
moiety to which the Ph3 belongs. This also confirms the
conjugation breaking in correspondence to the P−C32 bond,
being that the Ph3 ring is an integral part of the DBT core in
PPT. Furthermore, as a consequence of different geometric
surroundings (see torsional angles reported in detail in Table
S1 of SI), the two oxygen atoms of PPT are predicted to be
inequivalent (O1 and O2). This is also confirmed by the good
agreement between the experimental and theoretical O 1s XP
and O K-edge NEXAFS spectra obtained by using two
theoretical profiles for O1 and O2, respectively.
The main achievement of our NEXAFS O 1s calculations

provides, both for TPPO and PPT molecules, that the O 2p
atomic contribution to the valence virtual levels is very small.
This is in accordance with the strong polarization of the PO
bond and the large involvement of O 2p atomic components in
the occupied MOs with a consequent very small contribution
to the virtual valence MOs. In this respect, an investigation at
the NEXAFS P K-edge would be also useful, thus providing
specific information on the weight of the P 2p AOs
contributions. Moreover, from the calculations related to the
NEXAFS O 1s data analysis, it has been highlighted that the O
1s → σ*(PO) transitions are lower in energy than the O 1s
→ π*(PO) transitions in agreement with the stabilization of
the π-symmetry interaction in the PO bond with respect to
the σ-one in the occupied MOs of TPPO.
In conclusion, the results presented in this study show that

the conjugation breaking acting across the PC32 bond
connecting the DBT core and the dPPO arms (already
predicted in previous works)15 is one of the peculiar
characteristics of the PPT molecular system. It is in fact
known15 that the phosphorus center in PPT behaves as a π-
conjugation blocker among the central DBT electron-donor
moiety and the peripheral dPPO electron-acceptor counter-
parts, making the PPT molecular system a useful ambipolar
material. The conjugation breaking guarantees that the central
DBT core of PPT maintains its triplet energy, which is
important in OLEDs applications. This allows one to preserve
the photophysical properties of DBT and to exploit them after

incorporating this volatile moiety into a vacuum sublimable
material such as PPT.
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Geometry optimization study of TPPO  

       

                   a)                                        b)                                            c) 
 
 
Figure S1 - Molecular structures of the two investigated conformers of TPPO (a, b) and of PPT (c). The O 
and P atoms of PPT are also labelled. 
 
 
Table S1 - Comparison between theoretical and experimental geometrical parameters for the two 
investigated conformers of TPPO (a) and PPT (b). Bond lengths are expressed in Å, while angles and 
torsions in degrees (°). 

 
 
                        (a)                                                     

Bond lengths 
Calculated 

Experimentala 

Conformer a Conformer b 

P=O 1.491 1.491 1.479 

P-CipsoPh1 1.795 1.794 1.804 

P-CipsoPh2 1.794 1.794 1.799 

P-CipsoPh3 1.795 1.795 1.806 

Angles 
Calculated 

Experimentala 
Conformer a Conformer b 

O-P-CipsoPh1 112.61 112.48 112.30 

O-P-CipsoPh2 112.55 112.58 111.90 

O-P-CipsoPh3 112.65 112.55 113.90 

CipsoPh1-P-CipsoPh2 106.437 106.229 106.40 

CipsoPh1-P-CipsoPh3 105.984 106.195 105.90 

CipsoPh2-P-CipsoPh3 106.082 106.226 106.30 

Torsions Calculated Experimentala 
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Conformer a Conformer b 

O-P-CipsoPh1-Cortho’ -20.16 19.68 22.20 

O-P-CipsoPh2-Cortho’ -19.40 18.81 58.00 

O-P-CipsoPh3-Cortho’ 159.61 -160.19 22.30 

                    a K. A. Al-Farhan, J. of Cryst. and Spectr. Research, Vol. 22, 6, 1992, 687-689. 

 

                                 
                                   (b) 

Bond lengths Calculated Experimentalb 

P1=O1 1.489 

1.477 
P2=O2 1.490 

P1-CipsoPh1 1.805 1.804 

P1-CipsoPh2 1.792 1.794 

P1-CipsoPh3 1.798 1.812 

P2-CipsoPh1 1.795 1.804 

P2-CipsoPh2 1.801 1.794 

P2-CipsoPh3 1.793 1.812 

Angles Calculated Experimentalb 

O1-P1-CipsoPh1 111.8 113.4 

O1-P1-CipsoPh2 112.6 112.1 

O1-P1-CipsoPh3 117.3 111.7 

O2-P2-CipsoPh1 113.1 113.4 

O2-P2-CipsoPh2 112.9 112.1 

O2-P2-CipsoPh3 112.9 111.7 

CipsoPh1-P1-CipsoPh2 107.6 107.3 

CipsoPh1-P1-CipsoPh3 101.6 107.3 

CipsoPh2-P1-CipsoPh3 105.0 104.5 

CipsoPh1-P2-CipsoPh2 105.2 107.3 

CipsoPh1-P2-CipsoPh3 106.5 107.3 

CipsoPh2-P2-CipsoPh3 105.6 104.5 
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Torsions Calculated 

O1-P1-CipsoPh1-Cortho 169.142 

O1-P1-CipsoPh1-Cortho’ -18.238 

O1-P1-CipsoPh2-Cortho -19.184 

O1-P1-CipsoPh2-Cortho’ 161.586 

O1-P1-CipsoPh3-Cortho -72.852 

O1-P1-CipsoPh3-Cortho’ 107.885 

O2-P2-CipsoPh1-Cortho 17.971 

O2-P2-CipsoPh1-Cortho’ -161.260 

O2-P2-CipsoPh2-Cortho 17.722 

O2-P2-CipsoPh2-Cortho’ -163.153 

O2-P2-CipsoPh3-Cortho 16.863 

O2-P2-CipsoPh3-Cortho’ -166.278 

                                 b Fan, C.et al., J. Chem. Mater. 2015, 27, 5131−5140. 

                                          
Table S2 - Distances (in Å) of Cortho, Cortho’, Cmeta, Cmeta’ from the O atom in TPPO (conformer a) and PPT. 
Note that, in the case of PPT, the reported distances are related to the molecular moiety considered in 
spectral calculations (see molecular sketch in Figure S4). 

 

 

Ci-O distances 

Ph1 Ph2 Ph3 

TPPO PPT TPPO PPT TPPO PPT 

Cortho 3.01 3.02 3.02 3.02 3.02 3.06 

Cortho’ 4.01 4.02 4.01 4.03 4.01 4.00 

Cmeta 4.38 4.40 4.39 4.39 4.39 4.44 

Cmeta’ 5.12 5.13 5.12 5.14 5.12 5.13 
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Figure S2 - Total C K-edge NEXAFS spectra of the two investigated conformers of TPPO: experimental 
spectrum (gold circles) is compared with the total theoretical line-shapes (solid colored lines). Calculated 
lines are convoluted by Gaussian profiles with FWHM=0.3 eV. The mean ΔKS C 1s ionization thresholds are 
also shown (colored vertical dashed bars). The calculated peaks have been shifted by −0.6 eV in order to 
match the first experimental peak. 

 

Table S3 – Bader charges (in units of the elementary charge, e) for the C, P, O atoms of TPPO (a) and also 
S atom of PPT (b), calculated with the ground-state electron configuration by using the PW86x xc potential. 

a) TPPO 
Bader charges 

Ph1 Ph2 Ph3 

Cipso -0.4822 -0.4843 -0.4809 

Cortho 0.0069 0.0076 0.0063 

Cortho’ 0.0022 0.0007 0.0008 

Cmeta 0.0003 -0.0035 -0.0043 

Cmeta’ -0.0002 -0.0021 0.0004 

Cpara 0.0012 0.0052 0.0002 

P 2.6063 

O -1.4392 

b) PPT 
Bader charges 

Ph1 Ph2 Ph3 

Cipso -0.5401 -0.5282 -0.5387 

Excitation energies (eV)

284 285 286 287 288 289 290 291

fx
1

02

0

10

20

30

40
conformer a 
conformer b
exp.  
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Cortho -0.0109 -0.0051 -0.0261 

Cortho’ -0.0262 -0.0217 -0.0153 

Cmeta -0.0112 -0.0142 0.0067 

Cmeta’ -0.0094 0.0026 0.0168 

Cpara 0.0044 -0.0049 -0.1191 

P1 2.7769 

P2 2.7816 

O1 -1.4346 

O2 -1.4324 

S 0.1997 
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C K-edge NEXAFS of TPPO 

 
 

 

Figure S3 – C K-edge NEXAFS spectrum of TPPO: experimental spectrum (gold dots) is compared with the 
total theoretical total line shape (solid black line). Lower panels: spectra of the Ci contributions (colored solid 
lines) of each Carbon site. Calculated lines are convoluted by Gaussian profiles with FWHM=0.3 eV. The 
ΔKS C 1s mean ionization threshold is also shown (red vertical bar). The calculated peaks have been shifted 
by −0.63 eV in order to match the first experimental peak. Right side: plots of ground state (GS) HOMO, 
LUMO and TP-LUMO with core-hole on C3. 
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Table S4 – Peak assignments for the C K-edge NEXAFS spectrum of TPPO. 

 Ph1 Ph2 Ph3 Assignments Exp. (eV) 

Peak Site 
E(eV) 

shifted 
fx102 a E(eV) 

shifted 
fx102 a E(eV) 

shifted 
fx102 a   

A 

Cipso 284.67 2.64 284.67 2.64 284.67 2.64 

LUMO: 1π*(C=C) 284.96 

Cortho 284.95 3.07 284.95 3.07 284.96 3.07 

Cpara 284.98 2.95 284.98 2.95 284.99 2.94 

Cortho’ 285.02 2.97 285.02 2.97 285.02 2.97 

Cmeta 285.05 2.79 285.05 2.80 285.06 2.79 

Cmeta’ 285.17 2.96 285.17 2.97 285.17 2.97 

D 

Cmeta’ 287.44 0.58 287.44 0.58 287.44 0.58 

σ*(C-H)-Rydberg 
mixed 

287.30 
Cortho’ 287.48 0.33 287.47 0.33 287.47 0.33 

Cmeta 287.5 0.42 287.5 0.42 287.5 0.42 

Cpara 287.51 0.55 287.51 0.55 287.51 0.55 

E 

Cipso 287.89 0.12 287.89 0.12 287.88 0.12 

σ*(C-H)-Rydberg 
mixed 

288.24 

Cmeta 288.02 0.51 288.02 0.52 288.02 0.51 

Cpara 288.09 0.45 288.1 0.45 288.1 0.45 

Cortho’ 288.14 0.27 288.14 0.27 288.14 0.27 

Cmeta’ 288.2 0.42 288.2 0.42 288.2 0.42 

F 

Cortho 288.81 0.70 288.81 0.69 288.81 0.70 

π*(C=C)-Rydberg 
mixed 

288.71 

Cipso 288.83 0.58 288.83 0.59 288.83 0.58 

Cmeta 288.91 0.35 288.92 0.37 288.92 0.36 

Cmeta’ 288.94 0.41 288.94 0.41 288.94 0.41 

Cpara 289 0.33 288.99 0.44 288.99 0.34 

Cortho’ 289.22 0.50 289.22 0.50 289.21 0.50 

a Only transition with fx102≥1.00x10-2 have been reported. 
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C K-edge NEXAFS of PPT 

 
 

 

Figure S4 – Upper panel: C K-edge NEXAFS spectrum of PPT: experimental spectrum (red circles) is 
compared with the total theoretical line shape (solid black line). Lower panels: partial Ci contributions (as 
colored solid lines) of each phenyl ring (Ph1, Ph2 and Ph3). Calculated lines are convoluted by Gaussian 
profiles with FWHM=0.4 eV. The ΔKS C 1s ionization thresholds are also shown (colored vertical bars). The 
calculated peaks have been shifted by −0.58 eV to match the first experimental peak. Right side: plots of 
GS-HOMO, LUMO and selected TP MOs together with the location of the core-hole.   
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Table S5 – Peak assignments for the C 1s NEXAFS spectrum of PPT. 

PPT Ph1 Ph2 Ph3 Assignments Exp. (eV) 

Peak Site 
E (eV) 
shifted 

fx102a E(eV) 
shifted 

fx102a E (eV) 
shifted 

fx102a   

A 

Cipso 284.69 5.17 284.64 5.21 284.67 3.68 

LUMO: 1π*(C=C) 284.95 

Cortho 284.95 5.99 284.92 6.09 284.79 4.52 

Cpara 284.96 5.82 284.95 5.84 - - 

Cortho’ 284.97 5.86 284.96 5.89 284.75 5.31 

Cmeta 285.06 5.46 285.02 5.50 284.97 4.46 

Cmeta’ 285.13 5.76 285.15 5.91 285.1 3.07 

Cipso 285.38 7.67x10-2 285.35 3.91x10-2 284.94 1.05 
LUMO+1: 
2π*(C=C) 

- 

B Cpara - - - - 285.59 5.96 LUMO: 1π*(C=C) 285.69 

C 

Cmeta - - - - 286.55 0.93 
π*(C=C) 

286.67 

Cmeta’ - - - - 286.59 1.05 

Cpara - - - - 286.61 3.18 *(C-S) 

Cortho - - - - 286.7 0.40 
π*(C=C) 

Cipso - - - - 286.72 0.16 

Cortho’ - - - - 286.76 0.11 *(C-S) 

D 

Cipso 287.12 3.10x10-2 287.14 1.14x10-2 - - *(C-S) 

287.34 

Cmeta’ 287.37 0.89 287.34 1.03 - - *(C-H) 

Cortho’ 287.42 0.18 287.43 0.35 - - 

*(C-S) 
Cortho 287.44 7.59x10-2 287.46 5.86x10-2 - - 

Cpara 287.46 0.99 287.44 1.05 - - 

*(C-H) 
Cmeta 287.49 0.72 287.49 0.72 - - 

E 

Cipso 288.21 0.27 288.2 0.24 288.06 0.13 

*(C-H)-Rydberg 
mixed 
*(C-S) 

288.22 

Cmeta 288.25 0.18 288.22 9.58x10-2 288.2 0.54 

Cpara 288.27 9.16x10-2 288.23 0.12 288.61 1.54 

Cortho 288.29 0.55 288.3 0.45 288.17 0.35 

Cmeta’ 288.38 0.53 288.39 0.41 288.43 0.26 

Cortho’ 288.39 0.52 288.4 0.40 288.29 0.32 

F 

Cipso 288.79 0.33 288.69 0.70 288.37 0.37 
π*(C=C)-Rydberg 

mixed 
288.64 Cmeta 288.89 0.61 288.88 1.43 288.91 0.10 

Cpara 288.89 0.67 288.9 0.55 289.2 0.24 Rydberg 
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Cortho 288.96 1.02 288.94 0.61 288.71 0.18 
π*(C=C)-Rydberg 

mixed 

Cmeta’ 289.07 0.80 289.06 0.73 289.1 0.26 π*(C=C)-Rydberg 
mixed 

 Cortho’ 289.2 0.61 289.22 0.54 289.02 0.17 

a Only transition with fx102≥1.00x10-2 have been reported. 

 

 



S 2p and P 2p Core Level Spectroscopy of PPT Ambipolar Material
and Its Building Block Moieties
E. Bernes, G. Fronzoni, M. Stener, A. Guarnaccio,* T. Zhang, C. Grazioli, F. O. L. Johansson, M. Coreno,
M. de Simone, C. Puglia, and D. Toffoli*

Cite This: J. Phys. Chem. C 2020, 124, 14510−14520 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: The near-edge X-ray absorption fine structure (NEXAFS)
and X-ray photoelectron (XP) spectra of gas-phase 2,8-bis-
(diphenylphosphoryl)dibenzo[b,d]thiophene (PPT) and triphenylphosphine
oxide (TPPO) have been measured at the S and P LII,III-edge regions. The
time-dependent density functional theory (TDDFT) based on the relativistic
two-component zeroth-order regular approximation approach has been used
to provide an assignment of the experimental spectra, giving the contribution
of the spin−orbit splitting and of the molecular-field splitting to the sulfur
and phosphor binding energies. Computed XP and NEXAFS spectra agree
well with the experimental measurements. In going from dibenzothiophene
and TPPO to PPT, the nature of the most intense S 2p and P 2p NEXAFS
features are preserved; this trend suggests that the electronic and geometric
behaviors of the S and P atoms in the two building block moieties are
conserved in the more complex system of PPT. This work enables us to shed some light onto the structure of the P−O bond, a still
highly debated topic in the chemical literature. Since the S 2p and P 2p NEXAFS intensities provide specific information on the
higher-lying localized σ*(C−S) and σ*(P−O) virtual MOs, we have concluded that P 3d AOs are not involved in the formation of
the P−O bond. Moreover, the results support the mechanism of negative hyperconjugation, by showing that transitions toward
σ*(P−O) states occur at lower energies with respect to those toward π*(P−O) states.

1. INTRODUCTION

During the past decade, numerous advances in the field of
organic semiconductor devices have occurred. Currently, a
large part of the research is addressing organic light-emitting
diodes (OLEDs), and this is due to the synthetic versatility of
organic materials, which can be designed with tuned
properties, including emission energy, charge transport, and
morphological stability.1,2 In particular, significant efforts have
been made on solid-state lighting applications involving
phosphorescent OLEDs (PhOLEDs) because of their potential
applications in full-color flat-panel displays.3

A promising class of host materials in blue PhOLEDs is
represented by derivatives of dibenzothiophene (DBT)
substituted with diphenylphosphine oxide, such as the 2,8-
bis(diphenylphosphoryl)-dibenzo[b,d]thiophene (PPT), an
ambipolar phosphorescent electron-transporting material,
with sky-blue emission, high emission efficiency, and suitable
energy levels.4−6 The PPT chemical structure (Figure 1, panel
c) consists of an electron-rich DBT core functionalized by two
electron-withdrawing phosphine oxide groups. It has been seen
that the device’s efficiency is increased when DBT replaces
other π-conjugated core analogues such as carbazole and
dibenzofuran.7 In particular, the polycyclic aromatic DBT
building block in PPT promotes the hole transport and reduces

the HOMO−LUMO gap, facilitating the electron injection
process and introducing a hole-blocking function in the
resulting OLED.7

Despite these recent developments toward applications, a
detailed understanding of the complex electronic processes
involved in the mechanisms underlying their potential device
applications is still lacking. To fill this gap, advantage can be
taken from a detailed knowledge of their electronic structure,
as that provided by the use of core−electron spectroscopies
such as XPS (X-ray photoelectron spectroscopy) and NEXAFS
(near-edge X-ray absorption fine structure). The latter can be
used to probe the electronic structure of complex systems,
essentially due to the localized nature of the core-hole which is
formed upon core excitation.8

In this respect, we recently studied the C 1s and O 1s edges
of the TPPO and PPT molecules;9 the present paper aims to
complete this study by considering the XP and NEXAFS
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spectra of these two systems at the S and P LII,III-edges. The
comparison with the features of the DBT molecule (see Figure
1, panel a, for the chemical structure) at the S 2p edge10 will be
also considered. To our knowledge, this work represents the
first joint experimental and theoretical study of S 2p and P 2p
edges on PPT and its DBT and TPPO building blocks. Since
the assignment of the NEXAFS P LII,III-edge absorption
features provides specific information on the involvement of P
ns, nd atomic orbitals (AOs) to the virtual molecular states,
another outcome of this work is a detailed analysis of the
nature of the P−O bond, whose description in terms of atomic
orbitals (AOs), contributions of P, O atoms, and the organic
residues is still controversial.11 In our previous study,9 the O 1s
NEXAFS spectra calculations pointed toward a greater
participation of O 2p AOs to occupied molecular orbitals
(MOs) and supported the mechanism of negative hyper-
conjugation as well as the stabilization of the π symmetry
interaction in the P−O bond with respect to the σ one in the
occupied MOs. We expect that the present results on the P
LII,III-edge can support these findings.
Both the coupling between different excitation channels

arising from the 2p degenerate core-holes and relativistic spin−
orbit (SO) coupling effects need to be included in the
computational protocol used to simulate the NEXAFS spectra
at the LII,III-edge region, to obtain a quantitative description of
the series of transitions converging to the LII and LIII-edges. In
this paper we used TDDFT and the relativistic two-component
zeroth-order regular approximation approach (ZORA), as
implemented in the ADF (Amsterdam density functional)
code for the treatment of core electron excitations. Core
ionization energies (IEs), measured by XPS, are also useful for
material characterization due to their sensitivity to the local
chemical and physical environment of the ionized atomic site.
In the ZORA-TDDFT scheme, the absolute IP’s values are
identified as minus the ground-state Kohn−Sham spinors
eigenvalues, while the intensity of the primary lines has been
set arbitrary to unity multiplied by the number of symmetry
equivalent sites (for the two P atoms in PPT). This
representation stems from the difficulty to calculate the μft
dipole transition moment between the core orbital and the
continuum orbital of the unbound photoelectron, when
conventional basis sets, like Gaussian or Slater functions, are
used, and is supported by the sufficiently high photon energy
employed in the S 2p and P 2p XP experiments (see the
Experimental Section) with respect to the S 2p and P 2p
binding energies (BEs).
The plan of this paper is the following: Sections 2 and 3

describe the experimental setup and the computational method
employed, respectively. A discussion of the results is presented
in Section 4, where the assignment of S 2p and P 2p XP and
NEXAFS spectra of TPPO and PPT is carried out, while

conclusions and perspectives are summarized in the final
Section 5.

2. EXPERIMENTAL SECTION

The investigated molecules were purchased from Sigma-
Aldrich (TPPO, with purity 98%) and from Lumtec (PPT,
with purity >99%). At room temperature both TPPO and PPT
are crystalline solids, and the gas phase was reached by
sublimation in vacuum employing a in-house built resistive
furnace. The sublimation temperatures were 128 °C for TPPO
and 251 °C for PPT. Both temperatures were reached after a
gradient purification treatment of at least 20 h.
The experiments were carried out at the Gas Phase beamline

of the Elettra-Sincrotrone Trieste12 by using an end-station
equipped with a Scienta SES-200 electron analyzer.13 The
angle between the detection direction and the electric vector of
the linearly polarized light was 54° (magic angle config-
uration). Photoemission spectra of the S 2p core levels were
collected using a photon energy of 260 eV and an energy
resolution of about 111 meV; S 2p spectra of SF6 were also
collected for energy calibration (180.21 eV for 2p3/2 and 181.5
eV for 2p1/2).

14,15 P 2p spectra were collected at a photon
energy of 220 eV with an energy resolution of about 114 meV;
the energy calibration was performed by measuring in the same
experimental window both S 2p and P 2p doublets and
calibrating with respect to the previously calibrated S 2p XPS
doublet of the corresponding molecule.
NEXAFS spectra at the S, P LII,III-edges were acquired in the

total ion yield (TIY) mode with an electron multiplier and
normalized with respect to the photon flux by using a
calibrated Si photodiode (AxVU100 IRD). In the case of S, the
calibration of the photon energy was performed with respect to
the characteristic T1u (a1g)-3/2 T1u (a1g)-1/2 transition of SF6
(respectively at 172.5 and 173.6 eV16) collected simulta-
neously. The photon energy resolution was 80 meV. The P
LII,III-edge was calibrated by taking simultaneous spectra of the
samples and of Xe, whose characteristic Xe 4p transition
(141.8 eV) is well-known.17 The peak resolution of the P LII,III-
edge spectra was equal to 50 meV for both TPPO and PPT.
The experimental XPS data were analyzed by means of the

XPST (X-ray photoelectron spectroscopy tools) package for
IGOR PRO by Dr. Martin Schmid. The molecular-field
splitting was extracted from the S 2p and P 2p spectra by
applying an empirical model similar to the one by Giertz et
al.18 In the first step, the data were fitted using one single
asymmetric Voigt function for S 2p1/2 and P 2p1/2 peaks. The
same asymmetric Voigt function was then superimposed twice
on the S 2p3/2 and P 2p3/2 peaks. Then appropriate shifts have
been applied to the calculated eigenvalues in order to better
align them with the corresponding experimental fitted curves.

Figure 1. Chemical structures of (a) dibenzothiophene (DBT), (b) triphenylphosphine oxide (TPPO), and (c) 2,8-bis(diphenylphosphoryl)-
dibenzo[b,d]thiophene (PPT). O atoms in red, S atoms in yellow, and P atoms in green. The two nonequivalent P atoms of PPT are labeled.
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3. COMPUTATIONAL DETAILS
The geometry optimization of TPPO and PPT has been
carried out at the density functional theory (DFT19) level,
within the local-density approximation (LDA) by using the
Vosko, Wilk, Nusair (VWN) exchange and correlation (xc)
functional20 and the triple ζ polarized (TZP) basis set of Slater
type orbitals (STOs) from the ADF (Amsterdam density
functional) database.21,22 No symmetry constraints were
imposed during the optimization. Indeed, as revealed by
crystallographic studies, TPPO has no symmetry because the
rotations of the phenyl rings about the P−C bonds are not
identical.23,24 Moreover, the O−P−C angles are greater than
the tetrahedral angle due to the partial multiple bond character
of the P−O bond, while the C−P−C angles are smaller than
it.24 Analogous considerations can be made in the case of PPT,
where the lack of symmetry is a consequence of steric
avoidance between the two diphenylphospine oxide moieties.
Two different conformations have been taken into account for
TPPO, one derived from X-ray diffraction data25 and one
predicted in vacuo at the MP2/cc-pVTZ level.26 Since we
found out that the C 1s NEXAFS spectra of the two
conformers are quantitatively very similar,9 we chose to
perform the computation and the assignment of the P 2p
NEXAFS spectrum of TPPO only on the structure derived
from the XRD data to which also all results of our previous
study refer. The optimized Cartesian coordinates of DBT,
TPPO, and PPT are reported in the Supporting Information.
The S 2p and P 2p NEXAFS spectra calculations have been

performed within TDDFT by using the two-component
ZORA approximation27 implemented in the ADF code21,22,28

within the adiabatic local density approximation (ALDA) to
the exchange-correlation (xc) kernel. Here, we will only recall
the main steps of the TDDFT formalism when dealing with
core electron excitations, referring the reader to the
literature29,30 for a more detailed account of the method.
Within linear response TDDFT,31 the excitation spectrum is

obtained through the solution of the following eigenvalue
equation by means of Davidson’s iterative algorithm:32

ωΩ =F FI I
2

I (1)

The elements of the Ω matrix are given by

δ δ δΩ = ϵ − ϵ + ϵ − ϵ
∂
∂

ϵ − ϵσ τ στ
F
P

( ) 2 ( ) ( )ia bj ij ab a i a i
ia

jb
b j,

2

(2)

where indices i and j denote occupied spinors in the KS ground
state, while indices a and b denote virtual spinors and εi and εa
are the corresponding KS energies. The Fock and the density
matrix are denoted by F and P while ∂

∂
F
P
ia

jb
are the elements of

the coupling matrix. Squared excitation energies ωI
2 are then

obtained as the eigenvalues of eq 1, while oscillator strengths
can be extracted from the eigenvectors FI. However, due to its
limitation to the extraction of a relatively small number of
lowest eigenvalues and eigenvectors, Davidson’s algorithm is
not able to efficiently solve eq 1, as core excitation energies lie
very high in the excitation spectrum. This limitation can be
overcome by invoking the core−valence separation approx-
imation (CVS) introduced by Cederbaum et al.;33,34 the 1h-1p
space spanned by the solutions of eq 1 can be reduced by
including only the most important configurations.35 Therefore,
within this approximation, indices i and j run only over the

core−shell under study (in the case of 2p excitations, over the
two subshells, namely 2p1/2 and 2p3/2, allowing a mixing of
only those initial states). As a consequence, eq 1 is solved in a
smaller 1h-1p subspace, and the core excitations now
correspond to its lowest roots, hence allowing an effective
use of Davidson’s algorithm. This approximation neglects the
coupling between core excitations and valence excitations to
the continuum, and the treatment of the continuum states does
not need to be included in the computational scheme. In
addition, one can expect that the coupling between core
excitations and valence ionizations is very small.35

For the nonexcited atoms, an all-electron DZP basis set,
optimized for ZORA calculations36 and available from the
ADF database, has been used. For both P and S excited atoms,
two shells of s, p, d, and f diffuse functions with exponents
obtained with the even-tempered criterion (β = 1.7) have been
added to the QZ4P ZORA basis set to obtain a [13s, 9p, 5d,
6f] basis, referred to as ET-QZ4P-2DIFFUSE. We include
diffuse functions in the basis set to describe transitions to
diffuse orbitals (Rydberg excited states) close to the ionization
threshold. Two different xc functionals have been tested in the
self-consistent field (SCF) calculations: the LB94 xc
potential37 with the ground-state electron configuration and
the hybrid B3LYP.38−40 Since the former gives a slightly better
agreement with the experimental data for both XP and
NEXAFS spectra, in the following section, we will discuss the
LB94 results and provide the B3LYP outcomes in the
Supporting Information. Furthermore, the assignment of the
experimental features of the NEXAFS spectra to 1h-1p core-
excited states is not significantly affected by the actual choice
of the xc potential. A note on the computational efficiency of
the CVS-TDDFT method when applied to large molecular
systems, such as PPT, is in order. In such cases, the density of
the manifold of core-excited states is such that the number of
roots of eq 1 that need to be extracted to cover the excitation
energy range up to the P LII,III ionization threshold is very high
(>1000) so that even within the CVS approximation the
Davidson’s iterative algorithm could become numerically
unstable. In this work, the computed P 2p TDDFT NEXAFS
profiles are therefore limited to the energy interval determined
by the largest roots that can be safely computed iteratively
(700 and 1000 for TPPO and PPT, respectively). This is not a
problem when employing the LB94 potential but, due to the
specific implementation within ADF, poses several limitations
when using hybrid functionals such as B3LYP.
For both xc functionals, the calculated S 2p and P 2p

NEXAFS spectra have been deconvoluted into the two
manifolds of excited states converging to the LIII and LII-
edges. This has been done by multiplying the oscillator
strength of each transition by the coefficient squared of the
configurations describing excitations from the 2p3/2 and 2p1/2
levels. In the calculation of the P 2p NEXAFS spectra, we
included the coupling among the excitation channels of both P
centers, since preliminary calculations revealed that their
coupling is mandatory for achieving a quantitative reproduc-
tion of the experimental NEXAFS intensity distribution. Core
excitation energies are computed from scaled ZORA spinor
eigenvalues.
The raw NEXAFS spectra have been convoluted with

Gaussian functions of constant full width at half-maximum
(fwhm) values (equal to 0.3 and 0.5 eV for S 2p and P 2p
NEXAFS spectra, respectively). The use of Gaussian functions
to smooth calculated discrete lines allows for a pragmatic
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inclusion of an average lifetime of the core-excited states,
beside facilitating the comparison with the experimental data.
Although vibrational effects can also affect the line-shape and
broadening of the core-ionized and -excited spectra, they have
not been considered in the present work.
Theoretical ionization threshold values are identified as

minus the DFT eigenvalues obtained within the ZORA
approximation and the LB94 xc functional

ε= −IP 2p (3)

where ε2p represents the eigenvalue of the 2p1/2,3/2 spin
orbitals. These IP values are also employed to simulate the S
2p and P 2p XP spectra; when comparing with the
experimental measurements, the theoretical IPs have been
shifted to lower BEs by 1.23 eV (S 2p PPT), 0.90 eV (P 2p
TPPO), and 1.02 eV (P 2p PPT). The energy scale of the
calculated NEXAFS spectra has been shifted to align the
energy position of the maxima of the first absorption band.
Applied shifts were equal to +0.3, +2.25, and +2.20 eV for the
S LII,III-edge excitations in PPT and P LII,III-edge excitations in
TPPO and PPT, respectively.

4. RESULTS AND DISCUSSION
In the following two subsections we will analyze our
calculations to assign the experimental XP and NEXAFS

spectra of TPPO and PPT. We will focus on the XP spectra in
the first subsection, while NEXAFS spectra will be considered
in the final subsection.
The intensity distribution of the LII,III-edge spectra is

governed by the interplay of two main effects: the relativistic

SO interaction and the molecular-f ield splitting. SO coupling
lowers the degeneracy of the 2p core hole by splitting the 2p
core orbital energies into the two SO components 2p3/2(LIII)
and 2p1/2 (LII). The molecular-field splitting further lowers the
degeneracy of the 2p3/2 state and produces a splitting into two
components, as a consequence of the anisotropic molecular
potential. Moreover, configuration mixing plays an important
role in determining the correct intensity distribution among
the 2p transitions. All these effects are included in the
computational method employed.

4.1. Assignment of the Experimental S 2p and P 2p
XP Spectra. S 2p XP spectra of PPT are shown in Figure 2,
together with the results of the fitting procedure detailed in
Section 2, while a comparison with the S 2p results for DBT10

has been included in the Supporting Information (Figure S1).

Figure 2. S 2p XP spectrum of PPT. Circles: experimental data; black
line: total fit obtained according to the procedure described in the
text. Vertical colored bars: LB94 IPs shifted by −1.23 eV for a better
matching with the experimental curve. The light gray curves are the
LII (centered around the blue vertical bar) and LIII (centered around
the red vertical bars) S 2p components obtained by the fitting
procedure using a single and two asymmetric Voigt functions,
respectively.

Table 1. Theoretical LB94 S 2p IPs and Experimental BEs
of PPTa

PPT

edge theoryb single fit

LII 170.72 170.59
LIII 169.48 169.46
LIII 169.34 169.35

aAll values are expressed in eV. bCalculated IPs shifted by −1.23 eV.

Figure 3. P 2p XP spectra of TPPO (upper panel) and PPT (lower
panel). Circles: experimental data; black line: total fit obtained
according to the procedure described in the text. Vertical colored
bars: LB94 IPs shifted by −0.90 and −1.02 eV for TPPO and PPT,
respectively, for a better matching with the experimental curves. The
light gray curves are the LII (centered around the blue vertical bar)
and LIII (centered around the red vertical bars) S 2p components
obtained by the fitting procedure using a single and two asymmetric
Voigt functions, respectively.

Table 2. Theoretical LB94 P 2p IPs and Experimental BEs
of TPPO and PPTa

PPT

TPPO theoryc

edge theoryb single fit P1 P2 single fit

LII 138.23 138.14 138.13 138.10 138.01
LIII 137.30 137.30 137.21 137.18 137.17
LIII 137.26 137.23 137.16 137.13 137.14

aAll values are in eV. bCalculated IPs shifted by −0.90 eV.
cCalculated IPs shifted by −1.02 eV.
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The experimentally fitted BEs together with the LB94 IPs of
PPT are also listed in Table 1.
We assign the more intense lower-energy photoelectron

peak of Figure 2 to the 2P3/2 states, while the peak at 170.6 eV
is assigned to the 2P1/2 state. The fitting reproduces very well
the experimental data and permits the extraction of the
molecular-field splitting of the S 2p3/2 component. The
experimental trend is qualitatively reproduced by theory,
although the KS eigenvalues overestimate the fitted BEs by
about 1.23 eV; this can be ascribed to the too attractive
character of the LB94 xc potential. Within standard TDDFT,
the 1h-1p excitation space is built from the KS ground-state
orbitals (which are therefore not relaxed), and the IPs of the
2p electrons, according to Koopmans’ theorem, are identified
as minus the KS energies of the relative spinors. The
discrepancy with the observed trend could be in principle
recovered by ΔKS calculation of IPs28 as well as by the use of
relaxed orbitals.29 On the other hand, the SO splitting
(Δ3/2,1/2) value, computed as the difference between the
energy of the 2P1/2 state and the average energy of the 2P3/2
states, is in very good agreement with the experimental value,
being the discrepancy of the two sets of data of 120 meV (1.31
eV computed, 1.19 eV experimental), and confirms a posteriori
the accuracy of the computational method employed. The
computed molecular-field splitting, equal to 140 meV, is in
good agreement with the experimental value derived from the
fit (equal to 110 meV).

Table 3. Peak Assignments of the S LII,III-Edge NEXAFS Spectrum of PPTa

calcd exptl

peak/
subpeak

E-shiftedb

(eV) f × 102 EDGE assignment E (eV)

A/a′ 163.62 1.39 × 10−2 LIII 155 A (LUMO+2)/
π*(CC)

-

163.65 1.25 × 10−2 156 A/π*(CC)

163.76 1.41 × 10−2 155 A

163.77 1.13 × 10−2 157 A/π*(CC)

163.85 2.90 × 10−3 158 A/π*(CC)

163.87 1.41 × 10−2 157 A

163.99 4.05 × 10−3 158 A

164.20 1.06 × 10−2 163 A/π*(CC)

164.32 1.08 × 10−2

B/a″ 164.99 1.92 × 10−2 LII 155 A 165.30

165.02 6.41 × 10−3 156 A

165.10 2.33 × 10−2 157 A

165.22 3.64 × 10−3 158 A

165.23 8.98 × 10−2

165.56 1.21 × 10−2 163 A

B/b′ 164.82 3.58 × 10−2 LIII 164 A/σ*(C−S)-
Rydberg mixed164.97 0.34

165.06 4.39 × 10−2 165 A/σ*(C−S)-
Rydberg mixed

165.19 0.22 164 A

C/b″ 166.20 0.24 LII 164 A -

166.27 3.03 × 10−2

166.29 3.27 × 10−2 165 A

166.37 0.36

C/c′ 166.44 5.80 × 10−2 LIII 168 A/σ*(P−O)-
Rydberg mixed

166.75

166.45 0.18

166.48 5.17 × 10−2 167 A/σ*(C−H)-
Rydberg mixed

166.68 0.14 171 A/σ*(C−H)-
Rydberg mixed

calcd exptl

peak/
subpeak

E-shiftedb

(eV) f × 102 EDGE assignment E (eV)

166.80 6.78 × 10−2 170 A/σ*(P−O)-
Rydberg mixed

166.84 0.36 172 A/Rydberg

166.85 0.13 171 A

166.92 4.99 × 10−2 172 A

166.94 1.66 × 10−2 173 A/σ*(C−H)-
Rydberg mixed166.97 0.43

166.99 0.14 172 A

167.06 0.14 174 A/σ*(C−H)-
Rydberg mixed167.19 2.18 × 10−2

167.20 1.18 × 10−2

D/c″ 167.81 0.17 LII 168 A 168.00

168.04 0.14 171 A

168.18 0.31 172 A

168.19 6.76 × 10−2

168.32 6.93 × 10−2 173 A

168.43 3.28 × 10−2 174 A

168.44 1.35 × 10−2

D/d′ 168.35 5.88 × 10−2 LIII 189 A/Rydberg

168.52 6.31 × 10−2 191 A/σ*(C−H)-
Rydberg mixed

E/e′ 169.03 6.39 × 10−2 LIII 196 A/σ*(C−H)-
Rydberg mixed

-

169.06 8.45 × 10−2 197 A/σ*(C−H)-
Rydberg mixed

169.16 6.63 × 10−2 198 A/σ*(C−H)-
Rydberg mixed

169.18 0.12 200 A/σ*(C−H)-
Rydberg mixed169.32 7.27 × 10−2

aOnly the main transitions, computed at the TDDFT LB94 level, are
reported. bCalculated excitation energies shifted by +0.3 eV to match
the energy position of the first experimental peak.

Figure 4. S LII,III-edge NEXAFS spectrum of PPT. Circles:
experimental data; black solid line: LB94 TDDFT results.
Deconvolution of the calculated S 2p spectrum into excitations
converging to the LIII (red solid line and vertical red bars) and LII
(blue solid line and vertical blue bars) edges is also shown. The
energy scale of the theoretical data has been shifted by +0.3 eV to
match the position of the first experimental peak. Blue and red vertical
bars denote the experimental LII,III-edges. The left vertical axis refers
to the experimental intensities (plotted in arbitrary units), while the
right vertical axis refers to computed oscillator strengths (multiplied
by a factor of 100).
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From a comparison of the S 2p spectrum of PPT with that of
DBT (see Figure S1), one sees that the two spectra are very
similar, as well as their SO splitting. A small BE increase (of
about 0.1 eV) of the photoelectron peaks is found in going
from DBT to PPT (compare Table S1 and Table 1): this
reflects a small local change of the electron density around
sulfur (lower shielding effect), as a consequence of the addition
of two electron-withdrawing phosphine oxide moieties in PPT.
The value of the molecular-field splitting predicted by theory is
similar for DBT and PPT; this is in line with the comparable
geometrical environment of the S atom in the two molecules.
Figure 3 displays the X-ray photoelectron spectra of the P 2p

core levels of TPPO and PPT, together with the results of the
fit of the experimental line-shapes as described in Section 2.
Theoretical LB94 IPs are also reported in the figure, while
B3LYP IPs are reported in Table S2 of the Supporting
Information.
The experimental BEs are reported in Table 2 along with the

computed LB94 P 2p IPs (see Figure 1, panel c, for the
labeling of the two nonequivalent P atoms).
An analysis of Figure 3 reveals that the shape of the

photoelectron spectra of the two molecules is very similar;
indeed, a stronger photoelectron peak, assigned to the 2P3/2
states, is observed at lower BEs, while the band at higher
energy is assigned to the 2P1/2 state. Their energy separation

corresponds to the SO splitting of the 2p SO components. A
small decrease (of about 100 meV) of the LIII and LII
experimental BEs is found in going from TPPO to PPT (see
Table 2), as a result of the replacement of a single phenyl ring
of TPPO with one condensed ring of the DBT moiety in PPT.
The experimental data are well reproduced by the fits, which
permit the obtaining of an experimental estimate of the
molecular-field splitting of the P 2p3/2 states. Moreover, the
fact that the two diphenylphospine oxide moieties point out
toward different directions due to steric hindrance causes a
splitting of the P 2p3/2 signal into two very narrowly spaced
components, separated by 30 meV. Furthermore, Table 2
reveals that the shielding effect on the BEs is lower than the
molecular-field splitting. We can conclude that the energy
separation of the two doublets of the lower-energy band of the
PPT XP spectrum is mainly determined by the anisotropic
molecular potential which splits the P 2p3/2 states by about 50
meV.
As concerns the comparison between experiment and

theory, the discrepancy between the theoretical IPs and the
fitted BEs is about 0.9 eV for TPPO and about 1 eV for PPT;
the reason for these discrepancies in the absolute values is
again due to the too attractive character of the LB94 xc
potential, and considerations analogous to those made when
discussing the S 2p XP spectra can be made here. However, the
computed SO splitting among the LIII and LII P 2p thresholds
is in good agreement with the experimental value. Indeed, the
computed SO splitting is equal to 950 meV for both molecules,
in line with the experimental value of about 870 meV; this still
confirms that relativistic effects are rather well accounted for by
the ZORA formalism. The calculated molecular-field splitting

Figure 5. P LII,III-edge NEXAFS spectra of TPPO (upper panel) and
PPT (lower panel). Circles: experimental data; black solid line: LB94
TDDFT results. Deconvolution of the calculated spectra into
excitations converging to the LIII (red solid line and vertical red
bars) and LII (blue solid line and vertical blue bars) edges is also
shown. The energy scale of the theoretical data has been shifted by
+2.25 and +2.20 eV, respectively, for TPPO and PPT to match the
position of the first experimental peak. The experimental LII,III-edges
are also shown (blue and red vertical dashed bars) within each
spectrum. The left vertical axis refers to the experimental intensities
(plotted in arbitrary units), while the right vertical axis refers to
computed oscillator strengths (multiplied by a factor of 100).

Table 4. Peak Assignments of the P LII,III-Edge NEXAFS
Spectrum of TPPOa

calcd exptl

peak/
subpeak

E-shiftedb

(eV) f × 102 EDGE assignment E (eV)

A/a′ 133.32 0.21 LIII 74 A (LUMO)/
π*(CC)

133.16

133.77 9.19 × 10−2 79 A/π*(CC)

133.79 4.14 × 10−2

B/a″ 134.24 0.13 LII 75 A/π*(CC) 134.08

134.71 2.41 × 10−2 77 A/π*(CC)

134.72 2.96 × 10−2 79 A

C/b′ 135.60 8.44 × 10−2 LIII 80 A/σ*(C−H)-
Rydberg mixed

135.48

136.16 0.25 83 A/σ*(P−O)-
Rydberg mixed

135.88

136.25 0.58 136.20

D/b″ 136.52 5.12 × 10−2 LII 80 A 136.68

137.06 0.21 83 A 137.08

D/c′ 136.82 4.33 × 10−2 LIII 85 A/σ*(C−H)-
Rydberg mixed

137.48

136.92 0.13 87 A/σ*(C−H)-
Rydberg mixed136.95 4.92 × 10−2

137.02 0.17 88 A/σ*(C−H)-
Rydberg mixed

137.05 9.25 × 10−2 89 A/π*(P−O)-
Rydberg mixed

137.16 0.33 90 A/π*(P−O)-
Rydberg mixed137.18 5.46 × 10−2

137.20 0.17
aOnly the main transitions, computed at the TDDFT LB94 level, are
reported. bCalculated excitation energies shifted by +2.25 eV to
match the energy position of the first experimental peak.
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Table 5. Peak Assignments of the P LII,III-Edge NEXAFS Spectrum of PPTa

calcd exptl

peak/subpeak core-hole site E-shiftedb (eV) f × 102 EDGE assignment E (eV)

A/a′ P2 133.07 6.40 × 10−2 LIII 154 A (LUMO+1)/π*(CC) 133.39
P2 133.08 0.13
P1 133.16 3.61 × 10−2 155 A/π*(CC)
P1 133.17 5.03 × 10−2 156 A/π*(CC)
P1 133.21 0.10
P1 133.22 9.98 × 10−2

P2 133.28 0.13 157 A/π*(CC)
P2 133.31 6.29 × 10−2

P2 133.43 5.27 × 10−2 158 A/π*(CC)
P1 133.71 4.76 × 10−2 163 A/π*(CC)
P1 133.75 3.09 × 10−2

B/a″ P2 133.99 4.63 × 10−2 LII 154 A 133.99
P2 134.00 8.06 × 10−2

P1 134.08 4.29 × 10−2 155 A
P1 134.09 5.42 × 10−2

P1 134.13 6.77 × 10−2 156 A
P1 134.14 6.85 × 10−2

P2 134.23 4.98 × 10−2 157 A
P2 134.35 3.35 × 10−2 158 A

B/b′ P2 134.38 2.19 × 10−2 LIII 164 A/π*(CC)
P1 134.40 2.64 × 10−2

P2 134.43 2.54 × 10−2

C/b″ P1 135.32 9.39 × 10−3 LII 164 A 135.23
P2 135.35 9.23 × 10−3

P1 135.41 3.90 × 10−3 165 A/Rydberg
C/c′ P1 135.33 4.24 × 10−2 LIII 166 A/Rydberg 135.91

P2 135.36 4.01 × 10−2 136.24
P1 135.80 4.61 × 10−2 167 A/Rydberg
P2 135.93 6.18 × 10−2 168 A/σ*(P−O)-Rydberg mixed
P1 135.94 0.21
P1 135.96 0.14
P1 135.97 5.02 × 10−2 169 A/σ*(C−H)-Rydberg mixed
P1 136.13 9.16 × 10−2 170 A/σ*(P−O)-Rydberg mixed
P1 136.14 0.23
P1 136.15 7.05 × 10−2 171 A/σ*(C−H)-Rydberg mixed
P2 136.19 6.80 × 10−2

P1 136.20 6.15 × 10−2

P2 136.23 5.00 × 10−2

P1 136.38 5.86 × 10−2 173 A/σ*(C−H)-Rydberg mixed
P2 136.42 0.11
P1 136.48 3.67 × 10−2 174 A/Rydberg

D/c″ P2 136.75 3.18 × 10−2 LII 167 A 136.72
P2 136.89 6.20 × 10−2 168 A
P1 137.04 5.18 × 10−2 170 A
P1 137.08 0.16
P1 137.12 3.14 × 10−2 171 A

D/d′ P2 136.60 7.24 × 10−2 LIII 175 A/σ*(C−H)-Rydberg mixed 136.99
P1 136.68 3.94 × 10−2 176 A/Rydberg
P2 136.72 0.12 177 A/σ*(C−H)-Rydberg mixed
P2 136.82 3.29 × 10−2 178 A/Rydberg
P2 136.84 4.31 × 10−2

P1 136.85 9.86 × 10−2 179 A/σ*(C−H)-Rydberg mixed
P1 136.87 8.15 × 10−2 180 A/σ*(C−H)-Rydberg mixed
P1 136.90 5.98 × 10−2 181 A/σ*(C−H)-Rydberg mixed
P1 136.91 5.58 × 10−2

P1 136.92 6.02 × 10−2

P1 136.95 0.11
P1 136.97 4.95 × 10−2 182 A/σ*(P−O)-Rydberg mixed
P1 137.02 0.20
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is equal to 40 meV for TPPO (see Table 2), in good
agreement with the measured value of 70 meV. A slightly
higher value is found for PPT (50 meV compared with 30 meV
derived from the experimental measurements).
4.2. Assignment of the Experimental S and P L-Edge

NEXAFS Spectra. We start this discussion by assigning the
measured absorption bands of the PPT S 2p NEXAFS
spectrum to the dominant 1h-1p core excited configurations
as obtained from the ZORA TDDFT LB94 calculations. The
results are collected in Table 3 and displayed in Figure 4,
where the experimental data are compared with the calculated
profile. We report in the Supporting Information (Figure S2,
upper panel) the NEXAFS spectrum of the DBT core of PPT
taken from our recent work10 in order to investigate the
evolution of the spectrum in going from the DBT building
block to PPT. The S 2p NEXAFS spectrum of PPT calculated
by using the B3LYP xc potential is included in Figure S3 of the
Supporting Information. Plots of selected virtual KS MOs are
displayed in Figure S5. The complication inherent in the
assignment of the S 2p core excitation spectrum is the presence
of two series of transitions from the 2p SO core-hole
components converging to the LIII and LII thresholds, which
overlap due to the small LIII-LII SO splitting (which is around
1.2 eV). Further complexity is introduced by the redistribution
of the intensity among the final excited states derived from the
configuration mixing included in the TDDFT scheme. To
facilitate the assignment, we applied a deconvolution of the
computed spectra into the two series of transitions
corresponding to the two SO components of the 2p hole
states, as described in Section 3. In the discussion, we will refer
to Table 3 where each band of the spectrum is associated with
the character of the final MO involved in the dominant 1h-1p
excitations contributing to each final excited state.
The total calculated S 2p NEXAFS spectrum of PPT is

characterized by a low-lying weak spectral feature (peak A)
which arises from several S 2p3/2 transitions toward final MOs
with a strong π*(CC) valence antibonding character. These
transitions have low intensity, consistently with the very small
S ns, nd AO weights of the involved final MOs as well as with
their high intensity observed in the C K-edge NEXAFS
spectrum.9 The corresponding transitions starting from the S
2p1/2 level are centered at 165 eV (subpeak a″, in blue) and
contribute to the higher-energy portion of band B. The energy
separation of a′ and a″ subpeaks is 1.2 eV, the latter being close
to both the calculated (1.31 eV) and the experimental (1.19
eV) values of the LIII/LII SO splitting, thus confirming our
assignment. The main component of peak B (subpeak b′)
arises from the LIII transitions toward final MOs with σ*(C−S)
valence antibonding character with significant S diffuse s and d
atomic components. Subpeak b″ contributes to the lower-
energy side of the broad and strong band C which dominates
the NEXAFS spectrum. Again, we observe a close match
between the energy separation of the b′ and b″ subpeaks
(about 1.3 eV) and the experimental SO splitting. Subpeak c′,

which is contributed by a manifold of transitions originating
from the S 2p3/2 levels, carries a large portion of the intensity of
band C. The most intense transitions involve virtual MOs with
mixed valence/Rydberg or pure Rydberg character with
significant S ns, nd AO contributions. The valence character
of these transitions involves both σ*(C−H) and σ*(P−O)
MOs. The SO partner feature of subpeak c′ (subpeak c″)
contributes to the lower-energy side of peak D, while the
higher-energy side (subpeak d′) is associated with 2p3/2
excitations toward virtual states of mixed valence/Rydberg
character. Excitations of this nature also extend in the energy
region of peak E, just below the LIII ionization thresholds.
Since the SO partners of subpeaks d′ and e′ (subpeaks d″ and
e″, respectively) are found just above the LIII ionization
thresholds, they have been not included in Table 3. The good
agreement between the TDDFT spectrum and the exper-
imental one allows us to be confident of the proposed
assignment.
Some strict similarities between the NEXAFS spectra of PPT

and its DBT core emerge from a comparison of the upper and
lower panels of Figure S2 (reported in the Supporting
Information). In particular, the position of band B is relatively
well-conserved in going from DBT to PPT, as well as the
valence character, σ*(C−S), of the virtual states. Moreover,
both spectra are dominated by peak C, visible at around 166−
167 eV, for which a similar assignment can be proposed,
specifically to LII transitions to virtual σ*(C−S) states and LIII
transitions to virtual MOs of mixed valence-Rydberg character.
In PPT, this peak is however also contributed by transitions to
σ*(P−O) virtual states. At higher energy, a strict correspond-
ence of the spectral nature and shape is hampered by the
increasing number of overlapping transitions to diffuse MOs.
To conclude this discussion, the fact that the most distinctive
features of the NEXAFS spectra of DBT and PPT have a
similar nature (energy position of the bands and their
assignment) is a direct consequence of the localized nature
of both initial and final states, which are rather insensitive to
the addition of two phosphine oxide moieties in the more
complex system of PPT.
Figure 5 reports the experimental P LII,III-edge NEXAFS

spectra of TPPO (upper panel) and PPT (lower panel),
together with the TDDFT results obtained with the LB94 xc
potential. Table 4 and Table 5 show the assignment of the
experimental bands of TPPO and PPT, respectively, while the
corresponding B3LYP results are reported in the Supporting
Information (see Figure S4). Plots of selected KS virtual MOs
are reported in Figure S6 and Figure S7 for TPPO and PPT,
respectively. Also, in this case, the P 2p excitations give rise to
two series of spectral features converging to the 2p3/2 and 2p1/2
ionization thresholds, which overlap due to the small SO
energy splitting value (950 meV) of the LII,III core-hole states.
The assignment is more complicated in PPT than in TPPO
because of the presence, in the former, of two nonequivalent P
atoms as well as of the increased density of excited states.

Table 5. continued

calcd exptl

peak/subpeak core-hole site E-shiftedb (eV) f × 102 EDGE assignment E (eV)

P1 137.05 5.44 × 10−2 183 A/σ*(P−O)-Rydberg mixed
P2 137.10 3.35 × 10−2

aOnly the main transitions, computed at the TDDFT LB94 level, are reported. bCalculated excitation energies shifted by +2.2 eV to match the
energy position of the first experimental peak.
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Again, to facilitate the spectral attribution, for both molecules
the computed spectra have been deconvoluted into the two
series of transitions converging to the LIII and LII-edges.
The calculated P LII,III-edge NEXAFS spectrum of TPPO is

characterized by a lower-energy double-peaked (A−B)
structure: peaks A and B are contributed by the SO partner
transitions from 2p3/2 and 2p1/2 core-holes toward low-lying
virtual MOs of mainly π*(CC) valence antibonding
character. The two peaks are separated by a SO splitting of
about 0.9 eV. Their low intensity reflects the small P nd AOs
weights in the π* valence MOs and indicates therefore that P
3d AOs are not involved in the formation of the P−O bond.
Peak C is contributed by the 2p3/2 transitions (subpeak b′)
toward final MOs with significant P diffuse s and d atomic
components and some σ*(C−H) and σ*(P−O) valence
antibonding characters. The LII SO partner transitions
(subpeak b″) contribute to peak D together with a manifold
of LIII transitions (subpeak c′) toward virtual MOs with a
partial σ*(C−H) or π*(P−O) valence nature with consid-
erable contributions of P diffuse s, d AOs. Since the SO partner
of subpeak c′ (subpeak c″) is centered just above the LIII
thresholds, its analysis is not included in Table 4.
A good correspondence between the energy position of the

experimental and calculated peaks is observed, apart from the
lacking, in the theoretical profile, of a weak structure centered
between bands B and C. The intensity distribution is also
qualitatively reproduced by theory, which is, however, not able
to fully account for the finer structure of bands C and D, which
we tentatively associate to vibronic effects not included in the
computational protocol.
Similar considerations can be made in the case of PPT. With

reference to the lower panel of Figure 5, the total calculated P
LII,III-edge NEXAFS spectrum of PPT is characterized, at lower
excitation energies, by a weak feature (A) which corresponds
to the (P1,P2) 2p3/2 excitations toward final MOs of strong
π*(CC) valence antibonding character. The LII SO partner
transitions give rise to peak B (subpeak a″), which is also
contributed by subpeak b′, originating from the (P1,P2) 2p3/2
excitations toward a final π* MO. As in TPPO, the closeness
between the energy separation of a′ and a″ subpeaks (about
0.9 eV) and the experimental SO splitting (0.87 eV) confirms
the assignments. Subpeak b″ is located in the lower-energy
region of peak C; the latter mainly derives its intensity from a
manifold of transitions converging to the LIII threshold
(subpeak c′). The implicated virtual MOs present either
mixed valence/Rydberg or pure Rydberg nature. Both σ*(P−
O) and σ*(C−H) components contribute to the valence
character of these transitions, in line with the spectral trend
found for TPPO. Subpeak c″ is located under the envelope of
band D, together with LIII transitions to final MOs of σ*(C−
H) or π*(P−O) valence antibonding character together with
sizable contributions from P ns, nd AOs. In this energy region,
weak transitions to diffuse orbitals are also visible. Subpeak d″
is centered at around 138 eV, just below the LII threshold, and
its analysis is not reported in Table 5. The main P 2p NEXAFS
features are therefore conserved in going from TPPO to PPT,
suggesting that the electronic behavior of the TPPO building
block remains substantially unchanged when immersed in the
more complex PPT.
An important point of this analysis concerns the relative

energy position of the transitions toward σ*(P−O) and π*(P−
O) states: the former occurs at lower energies compared to the
latter (see Tables 4 and 5), while the π symmetry interaction in

the P−O bond is more stabilized compared to the σ one in the
occupied MOs. These results therefore support the mechanism
of negative hyperconjugation in the formation of the P−O
bond41,42 whereas the involvement of bent multiple bonds (Ω
bonds11) to the P−O bond is ruled out.

5. CONCLUSIONS

We present a joint experimental and theoretical investigation
of the electronic structure of gas-phase TPPO and PPT as
obtained through XPS and NEXAFS spectroscopies at the S
and P LII,III-edge region. The experimental results have been
rationalized by means of the relativistic TDDFT approach
which allows the inclusion of the coupling between 1h-1p
excited configurations from the 2p degenerate core holes and
gives a good account of the relativistic effects (mainly spin−
orbit coupling) which are necessary to describe the transitions
converging to the LII and LIII-edges.
The calculation of the S 2p and P 2p XP spectra has allowed

us to analyze the BEs in terms both of the SO splitting of the
2p core-holes and of the molecular-field splitting of the 2p3/2
levels. A comparison of S 2p and P 2p XP spectra with those of
the two building blocks of PPT, namely DBT and TPPO,
reveals that both splittings are substantially conserved. The
small increase of the S 2p experimental BEs in going from DBT
to PPT is a consequence of the decreased shielding effect of
the electronic charge density on sulfur due to the addition of
two electron-withdrawing phosphine oxide moieties in PPT.
The small decrease of the P LIII and LII experimental BEs
observed in going from TPPO to PPT can be instead
rationalized by the replacement of a single phenyl ring of
TPPO with one condensed ring of the DBT moiety in PPT.
The TDDFT results are accurate enough to provide a sound

assignment of all absorption bands that characterize the below-
threshold region of the S 2p and P 2p NEXAFS spectra. They
display strong similarities to those of the PPT building blocks,
DBT and TPPO, in line with the similar local environment of S
and P atoms, being little affected by the increased molecular
complexity of PPT. The present study complements the
characterization of the electronic structure of TPPO and PPT
obtained from the analysis of the C 1s and O 1s edge regions
of these two molecules.9 The intensity of the C 1s and O 1s
NEXAFS spectra, which maps the C 2p and O 2p AO weights
to the final MOs, derives from transitions to the low-lying
delocalized π* virtual valence orbitals, while the S 2p and P 2p
NEXAFS intensities provide specific information on the
higher-lying localized σ*(C−S) and σ*(P−O) virtual MOs.
The results of this work indicate (i) that P 3d AOs are not
involved in the formation of the P−O bond, and (ii) the
energy ordering of P 2p transitions to σ*(P−O) and π*(P−O)
virtual states is compatible with the traditional view of the P−
O bond formation through a mechanism of negative
hyperconjugation.11 A similar study at the NEXAFS P K-
edge would be useful to evaluate in detail the weight of the P
2p AO contributions to the P−O bond and will be the subject
of future works.
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Table S1. Comparison between experimental and theoretical S2p IPs for PPT and DBT. Theoretical IPs are 

obtained by using the B3LYP and LB94 xc potentials for PPT and DBT, respectively. Data for the latter are 

taken from ref.1.  See main text for the details about the basis sets used in the TDDFT calculations. All values 

are expressed in eV. 

Edge 

PPT DBT 

Theorya Single fit Theoryb Single fit 

LII 170.69 170.59 170.57 170.47 

LIII 169.46 169.46 169.19 169.16 

LIII 169.35 169.34 169.33 169.32 

                                                                   aCalculated IPs shifted by +8.23 eV.  

                                           bCalculated IPs shifted by -0.90 eV. 

 

 

 

 

 

 

Table S2. Comparison between experimental and theoretical P2p IPs of TPPO and PPT. Theoretical IPs are 

obtained by using the B3LYP xc potential. See main text for the details about the basis sets used in the TDDFT 

calculations. All values are expressed in eV. 

 

Edge 

TPPO PPT 

Theorya Single fit 
Theoryb 

Single fit 

P1 P2 

LII 138.21 138.15 138.22 138.14 138.01 

LIII 137.28 137.28 137.33 137.32 137.22 

LIII 137.27 137.27 137.22 137.20 137.10 

                                          aCalculated IPs shifted by +8.17 eV.  
                                                           bCalculated IPs shifted by +7.91 eV. 
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Figure S1. S2p XP spectra of DBT (upper panel) and PPT (lower panel) calculated by employing the LB94 

xc potential: experimental data (circles) are shown together with the results of the total fit (black line) obtained 

by the procedure described in the text. The vertical colored bars are the theoretical IPs and have been shifted 

by −0.90 eV and −1.23 eV for DBT and PPT, respectively. The light gray curves are the LII (centered around 

the blue vertical bar) and LIII (centered around the red vertical bars) S2p components obtained by the fitting 

procedure using a single and two asymmetric Voigt functions, respectively. 
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Figure S2. S LII,III-edge NEXAFS spectra of DBT (upper panel) and PPT (lower panel) calculated by 

employing the LB94 xc potential: experimental data (circles), calculated TDDFT results (black solid line). 

Also shown is the deconvolution of the calculated S2p spectrum into the two manifolds of excited states 

converging to the LIII (red solid line and vertical red bars) and LII (blue solid line and vertical blue bars) edges. 

The energy scale of the calculated data has been shifted by +0.4 eV and +0.3 eV, respectively for DBT and 

PPT in order to match the first experimental peak. The experimental S2p ionization thresholds are also shown 

(blue and red vertical bars). The left vertical axis refers to the experimental intensities (plotted in arbitrary 

units), while the right vertical axis refers to computed oscillator strengths (multiplied by a factor of 100). 
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Figure S3. S LII,III-edge NEXAFS spectrum of PPT calculated by employing the hybrid B3LYP xc potential: 

experimental data (circles), calculated TDDFT results (black solid line). Also shown is the deconvolution of 

the calculated S2p spectrum into the two manifolds of excited states converging to the LIII (red solid line and 

vertical red bars) and LII (blue solid line and vertical blue bars) edges. The energy scale of the calculated data 

has been shifted by +0.3 eV, in order to match the first experimental peak. The experimental S2p ionization 

thresholds are also shown (blue and red vertical bars). The left vertical axis refers to the experimental 

intensities (plotted in arbitrary units), while the right vertical axis refers to computed oscillator strengths 

(multiplied by a factor of 100). 
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Figure S4. P LII,III-edge NEXAFS spectra of TPPO (upper panel) and PPT (lower panel) calculated by 

employing the hybrid B3LYP xc potential: experimental data (circles), calculated TDDFT results (black solid 

line). Also shown is the deconvolution of the calculated P2p spectrum into the two manifolds of excited states 

converging to the LIII (red solid line and vertical red bars) and LII (blue solid line and vertical blue bars) edges. 

The energy scale of the calculated data has been shifted by +6.7 eV and +6.6 eV, respectively for TPPO and 

PPT in order to match the first experimental peak. The experimental P2p ionization thresholds are also shown 

(blue and red vertical bars).  The left vertical axis refers to the experimental intensities (plotted in arbitrary 

units), while the right vertical axis refers to computed oscillator strengths (multiplied by a factor of 100). 
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Figure S5. Plots of selected KS virtual molecular orbitals for PPT. For all atoms except S, an all-electron DZP 

basis set is used. A ET-QZ4P-2DIFFUSE basis is used for S. See main text for details about the basis set used 

in the TDDFT calculations. 

 

 

Figure S6. Plots of selected KS virtual molecular orbitals for TPPO. For all atoms except P, an all-electron 

DZP basis set is used. A ET-QZ4P-2DIFFUSE basis is used for P. See main text for details about the basis 

set used in the TDDFT calculations. 
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Figure S7. Plots of selected KS virtual molecular orbitals for PPT. For all atoms except P, an all-electron DZP 

basis set is used. A ET-QZ4P-2DIFFUSE basis is used for P. See main text for details about the basis set used 

in the TDDFT calculations. 
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Optimized Cartesian coordinates (in Å) of DBT, TPPO, and PPT.  
 

DBT 
S         0.165399    2.327192    0.000000 

C        -0.727585   -0.129278    0.000000 

C         0.703081   -0.230696    0.000000 

C        -1.160065    1.206449    0.000000 

C         1.319853    1.030856    0.000000 

C        -1.679909   -1.143507    0.000000 

C         1.500988   -1.370201    0.000000 

C        -2.507545    1.533733    0.000000 

C         2.700442    1.162621    0.000000 

C        -3.022341   -0.823855    0.000000 

C         2.875379   -1.245191    0.000000 

C        -3.433981    0.508731    0.000000 

C         3.471033    0.015890    0.000000 

H        -1.358014   -2.189725    0.000000 

H         1.032966   -2.359716    0.000000 

H        -2.828436    2.578875    0.000000 

H         3.167404    2.151159    0.000000 

H        -3.771151   -1.620621    0.000000 

H         3.503630   -2.140051    0.000000 

H        -4.500771    0.748042    0.000000 

H         4.561032    0.101408    0.000000 

 

TPPO 

P        -2.112017    0.995541   -1.057376 

O        -2.118779    1.069084   -2.546294 

C        -3.531391    1.810449   -0.321878 

C        -0.657460    1.759385   -0.335448 

C        -2.137326   -0.693132   -0.448509 

C        -4.195507    2.728631   -1.126724 

C        -5.301807    3.401281   -0.635924 

C        -5.743352    3.159399    0.656643 

C        -5.086596    2.235672    1.457421 

C        -3.983609    1.555990    0.968390 

C         0.435542    1.913688   -1.180239 

C        -0.586349    2.188345    0.985459 

C        -2.584066   -1.662567   -1.338917 

C        -2.639311   -2.988499   -0.943441 

C        -1.732482   -1.054216    0.832183 

C        -2.251309   -3.346186    0.339564 

C        -1.795832   -2.380429    1.225845 

C         0.585062    2.751070    1.464214 

C         1.602628    2.482600   -0.699186 

C         1.679482    2.894704    0.623116 

H        -5.830704    4.117214   -1.271641 

H        -6.621757    3.686632    1.041159 

H        -5.449590    2.029669    2.468347 

H        -3.833948    2.880307   -2.149494 

H        -3.492709    0.790434    1.580710 

H         2.600585    3.349121    1.000669 

H         0.639939    3.097205    2.500215 

H         2.460482    2.612416   -1.365264 
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H         0.335628    1.595877   -2.223652 

H        -1.327088   -0.296648    1.513125 

H        -1.468693   -2.667126    2.229324 

H        -2.289462   -4.395078    0.649136 

H        -2.981941   -3.753367   -1.646274 

H        -2.863524   -1.350418   -2.350907 

H        -1.467815    2.116631    1.633414 

 

PPT 

C        -5.880226   -3.390747    3.920101 

C        -0.379390    1.770507    3.305118 

C         2.764076    4.108057    0.337233 

C         3.894865   -1.135051    5.343652 

C        -6.466789   -2.236315    3.422107 

C        -4.585775   -3.731814    3.553459 

C        -0.562401    0.434917    3.643024 

C        -1.233405    2.380785    2.399361 

C         2.068049    3.244082    1.170341 

C         3.922121    3.680983   -0.295855 

C         2.765457   -1.164650    4.537790 

C         5.130648   -0.827826    4.794434 

C        -5.757563   -1.415261    2.561759 

C        -3.874297   -2.916213    2.689349 

C        -1.582892   -0.293393    3.056810 

C        -2.250192    1.650290    1.802155 

C         2.526656    1.954403    1.371963 

C         4.380549    2.388004   -0.104829 

C         2.868245   -0.883690    3.186110 

C         5.237436   -0.539238    3.443507 

C        -2.990240   -2.746635   -0.597241 

C         3.887604   -2.273208   -0.745764 

C        -2.127038   -3.551671   -1.317416 

C         3.112322   -3.200915   -1.417395 

C        -1.170094   -1.329040    0.080082 

C         1.922611   -1.095366    0.006404 

C        -4.457672   -1.750963    2.201047 

C        -2.415310    0.309416    2.118781 

C         3.679623    1.520881    0.725260 

C         4.105592   -0.560246    2.636933 

C        -2.516186   -1.638590    0.120775 

C         3.297091   -1.227726   -0.027262 

C        -0.289410   -2.139580   -0.608779 

C         1.132511   -2.039225   -0.628298 

C        -0.766490   -3.257490   -1.302664 

C         1.729119   -3.089376   -1.339906 

O        -4.533993    0.299945    0.392647 

O         5.791589   -0.218219    0.493656 

P        -3.602590   -0.608582    1.116630 

P         4.362925   -0.129251    0.907061 

S         0.535151   -4.164732   -2.013752 

H        -6.443030   -4.040109    4.597728 

H        -7.491340   -1.976657    3.703565 

H        -4.131229   -4.650730    3.934358 

H        -6.196161   -0.505630    2.137915 

H        -2.864902   -3.198724    2.367862 

H         0.437855    2.339249    3.761234 
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H         0.107348   -0.038905    4.368042 

H        -1.102883    3.437006    2.145455 

H        -1.724282   -1.349768    3.312302 

H        -2.927102    2.093658    1.063834 

H        -4.057464   -2.988349   -0.572218 

H        -2.508096   -4.418368   -1.862642 

H        -0.780588   -0.464213    0.626232 

H         2.404284    5.130524    0.186872 

H         1.157492    3.577907    1.678242 

H         4.477555    4.365732   -0.943047 

H         1.991409    1.293235    2.065169 

H         5.300792    2.027095   -0.576609 

H         3.811846   -1.367909    6.409643 

H         1.794336   -1.433250    4.966277 

H         6.023825   -0.818481    5.425732 

H         1.977360   -0.949208    2.550442 

H         6.201769   -0.306419    2.978849 

H         4.980264   -2.332447   -0.763615 

H         3.581196   -4.011436   -1.980426 

H         1.449630   -0.249858    0.519658 
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A Theoretical and Experimental Electronic Structure Characterization of 

Titanyl Phthalocyanine by means of Angle-Resolved Near-Edge X-ray 

Absorption Fine Structure Spectroscopy at C,N, and O K-Edges 

 

Introduction 

      During the past decades, great efforts have been made in the field of organic semiconductors 

(OSCs) due to their peculiar electronic and optical properties which allow them to be implemented 

in molecular electronics devices, such as organic photovoltaic cells (OPVCs) and organic light 

emitting diodes (OLEDs)
1,2

. OSCs typically form well-ordered thin films on different kind of 

substrates; however, the preparation of ordered OSC films for optoelectronic applications represents 

a challenge due to the fact that optoelectronic properties of OSC solids are rather anisotropic and 

affected by the molecular and crystalline orientation
3,4

 as well as on the polymorphs
5,6

. Further 

difficulties are represented by the small sublimation enthalpies and low barriers of diffusion 

processes
7,8

 due to the weak molecule-substrate interaction typical of OSCs.  

      To exploit the full potential of OSCs for electronic and optoelectronic devices, it is fundamental 

to get a detailed knowledge on both structural and electronic properties of metal-organic interfaces 

and adsorbate systems, especially electronic interactions and growth mechanisms. One of the most 

promising classes of OSCs is represented by phthalocyanines (Pcs), a group of macrocyclic 

molecular complexes which possess an extended π-system due to the presence of four pyrrolic 

rings. The N atoms at the interior form a central cavity with two acidic H atoms which can be easily 

replaced by a metal cation in a tetradentate fashion, thus forming a metal Pc (MPc). More than 70 

different ions are known to be incorporated in the central pocket; the nature of the metal center 

strongly affects the functional properties of the resulting molecule, such as the regulation of vital 

processes (e.g., electron transfer, reversible axial ligation of adducts, light-harvesting and catalytic 

transformations). Moreover, tailoring of substituent groups on the macrocycles allows to optimize 

the performance of these systems, determining their arrangement in different environments as well 

as the assembly of molecular nanoarchitectures
9,10

. MPcs are particularly well exploited as blue-

green synthetic pigments for printing inks, paints, and color filters
11

. Furthermore, these complexes 

are also employed as photosensitizers in dye sensitized solar cells, photoconductors, organic solar 

cells, electro-chromic materials, photovoltaic cells, and for photo-dynamic cancer therapy
12,13

  

thanks to their high photostability and strong light absorption in the visible range. Moreover, MPcs 

play fundamental roles in nature, such as in oxygen transport, electron transfer, oxidation catalysis 

and photosynthesis. 
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      Generally, MPcs are planar; a generic chemical structure is reported in Figure 1. However, Pc 

complexes can also assume a non-planar structure, when the size of the metal ion exceeds the space 

available in the center of the molecule, as in the case of Sn, Pb and the lanthanoids, or when an 

axial ligand binds to the metal center, as in titanyl phthalocyanine (TiOPc), the MPc investigated in 

this thesis work. 

 

Figure 1 – Chemical structure of a generic MPc. 

The electronic structure of these complexes is affected by the nature of the metal present in the 

central cavity, which determines their reactivity as well as their chemical and physical properties. In 

particular, these complexes can present an open-shell or a closed-shell structure. Copper 

phthalocyanine (CuPc) belongs to the first group: the molecule is planar and apolar, with one 

unpaired electron in the valence shell; this makes it chemically very reactive. Nickel phthalocyanine 

(NiPc) instead represents a closed-shell system with a strong dipole moment. Among closed-shell 

MPcs, TiOPc has become of major interest because of its semiconducting, photoconductive
12

 and 

nonlinear optical properties
14

. Moreover, the extremely high chemical and thermal stability of 

TiOPc allow the formation of high-quality films to be used in electronic and optoelectronic 

devices
15

. A great peculiarity of TiOPc is that, unlike other MPcs, such as CuPc, it exhibits a non-

planar chemical structure: the Ti atom presents a square pyramidal coordination, with the TiO group 

in axial position, the O atom protruding from the Pc molecular plane, and the four phenyl rings 

arranged below the Pc molecular plane (see Figure 2); as a consequence, the molecule has a strong 

dipole moment (about 3.7 D
16

) along the axial direction perpendicular to the Pc molecular plane.  
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                                     a)                                                               b) 

Figure 2 – Chemical structure of TiOPc: a) top view with labelling of nonequivalent C and N atoms, b) side 

view. 

        In the solid state, TiOPc can display various polymorphic phases; each of them possesses a 

distinct photoconductivity, photodynamic behavior, and charge-transport properties. In literature, 

there is evidence of four polymorphs, including three monoclinic phases, namely, I, C, and  Y,
17,18

 

and a triclinic phase II
19

. Among them, the Y-form (Y-TiOPc) is an efficient photoconducting 

material, highly photosensitive to near-infrared (NIR) light, and able to achieve a charge-carrier 

photogeneration quantum efficiency higher than 90% in high electric fields
20

; this allows it to be 

largely employed as charge-generation material in laser printers
12

. The triclinic phase II (α-TiOPc) 

is instead an excellent p-type semiconductor, widely used in solar cells.
21

 The structure of phases I 

and II is shown in Figure 3. 

 

a) b) 

 

Figure 3 – Solid phase polymorphism for the TiOPc molecule: a) crystal packing of phase I, a) crystal 

packing of phase II (adapted from [17]). 

 

        On solid/vacuum interfaces, PCs generally adsorb with the molecular plane parallel to the 

surface, and often form long-range ordered structures at monolayer coverage. Their flat adsorption 

geometry, combined with their large adsorption energies (generally of several 100 kJ/mol), favors 
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the direct contact of the molecule with the substrate; the resulting monolayers are often stable 

against thermal desorption, and, at high temperatures, undergo decomposition instead of desorption. 

One can obtain TiOPc layers adsorbed on different substrates: in the case of graphite, rather smooth 

films can be formed even at high temperature with a bilayer growth mode; the nonplanar geometry 

of the molecule generates a strong axial dipole moment which leads to a stacking with the titanyl 

units alternatingly (i.e., up/down) oriented in adjacent layers
22

. The molecule grows with its 

backbone parallel to the surface plane and the O atom pointing away from the substrate.
23,24

 On the 

Au(111) surface, TiOPc forms a square lattice of flat-lying molecules, while, on Ag(111), different 

preparation conditions can lead to various adsorbate structures, including a honeycomb pattern of 

tilted interlocked pairs, and a hexagonal phase with tilted molecules
25

. Flat-lying TiOPc molecules 

with the O atom alternatingly oriented can be also observed on Ag(111).
26

 However, other studies 

devoted to TiOPc on Ag(111) also indicated that the O atom points toward the vacuum in the 

monolayer.
27,28

 In the second layer, molecules grow on top of the first one, and the O atom faces 

toward the surface; this ensures minimal dipole−dipole interactions between layers
29

.  

     A recent investigation on the growth of TiOPc multilayer films on Ag(111) performed through 

X-Ray Diffraction (XRD) by the research group of professor G. Witte from the Philipps University 

of Marburg (Germany), has demonstrated that the TiOPc molecules are epitaxially aligned with 

respect to the surface, forming an homogeneous film with a regular morphology and a high order of 

crystallinity, and adopting the phase I polymorph. The (001) molecular planes are oriented nearly 

parallel to the substrate surface, with an alternating stacking of the titanyl groups forming stable 

bilayer units (see Figure 4).30 

 

Figure 4 – Molecular arrangement of TiOPc on Ag(111) determined through XRD (adapted from [30]). 

 

Moreover, it has been observed that the TiOPc molecules adopt a reclined orientation with a 5.51° 

tilt angle of their molecular plane with respect to the crystallographic plane induced by the bulk 

phase bilayer stacking motive to reduce the lateral repulsions between the molecular dipole 

moments (see Figure 5).
30
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Figure 5 – Left side: TiOPc unit cell and molecular orientation on the Ag(111) surface. Right side: definition 

of X-ray incidence angles measured in the NEXAFS experiment. 

 

     Aim of this work is to shed some light on the interaction between the TiOPc molecule and the 

Ag(111) surface as well as to investigate the dichroic behavior of the molecule, which may be 

different from that displayed by planar MPcs, such as CuPc, due to the bend nature of the TiOPc 

backbone; to achieve this, NEXAFS spectra at the C,N, and O K-edge have been calculated both for 

the randomly-oriented gas phase molecule and the fixed-in-space molecule, and then compared to 

the experimental ones, measured at different X-ray incidence angles (30°, 55°, 70°, and 90°) and 

relative to a multilayer of TiOPc adsorbed on Ag(111). The latter have been recorded at the HE-

SGM Dipole Beamline of the BESSY II Synchrotron of the Helmotz Center (Berlin, Germany) by 

the research group of professor G. Witte. We point out that the modeling of the Ti LII,III-edge 

NEXAFS spectra has not been considered due to the lack of the relative experimental 

measurements. However, such calculations could be the object of future investigations; the closed-

shell nature of the TiOPc molecule and the peculiar electronic configuration of the Ti central ion 

would allow the employment of the relativistic TDDFT including spin-orbit effects. The nature of 

the adsorbate-substrate interaction has been investigated by considering the differences in spectral 

features between the calculated free (i.e., gas phase) molecule and the molecule adsorbed on the 

Ag(111) surface, with the assumption that, if the adsorbate interacts very weakly with the substrate 

(physisorption), the corresponding spectral structures are only slightly modified with respect to the 

free molecule, while if the overlap between the adsorbate and substrate molecular orbitals is more 

effective (chemisorption), a re-hybridization of the valence levels and consequent changes in the 

spectra will occur.   

 

Computational Details 

     The equilibrium geometry of TiOPc (phase I) extracted from the Cambridge Structural Database 

(CSD, [17]), has been used as initial guess, and then optimized at the Density Functional Theory 

(DFT, [31]) level by using the hybrid B3LYP xc potential
32

 and the triple ζ polarized (TZP) basis 

set of Slater type orbitals (STOs) extracted from the ADF (Amsterdam Density Functional) 
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database
33,34

, without imposing any symmetry constraint. Table 1 of the Appendix shows a 

comparison between experimental
17

 and theoretical structural parameters of TiOPc. NEXAFS 

spectra have been calculated at the C, N, and O K-edge, both for the randomly-oriented gas phase 

molecule and the fixed-in-space molecule with the molecular plane in the xy plane, for which 

polarized spectra have been computed for all X-ray incidence angles employed in the experimental 

measurements (30°, 55°, 70°, and 90°) by considering the experimentally observed tilt angle of 

5.51° of the molecular xy plane with respect to the X-ray incidence angle
30

. Therefore, the 

incidence angle considered in these computations corresponds to the difference between the 

experimental X-ray incidence angle and the tilt angle. Two different exchange correlation (xc) 

functionals have been tested, namely, the GGA PW86x Perdew (PW86)
35

 and the hybrid B3LYP
32

; 

since the best agreement with the experimental data has been obtained by using the former, only the 

results obtained with the PW86x xc potential will be discussed in the following Section.  

      NEXAFS spectra have been calculated through the DFT method within the Transition Potential 

(TP) scheme
36

, which is well known for its ability to simulate K-shell NEXAFS spectra of light 

atoms
37

. Within this approach, Kohn−Sham (KS) orbitals are determined self-consistently with an 

orbital occupation scheme obtained by removing half an electron from the excited core orbital, 

leaving all virtual molecular orbitals (MOs) unoccupied and relaxing all orbitals until self-

consistency. Relaxation effects following the core-hole formation are adequately taken into 

account
38

. As concerns the basis set, we have used the one previously adopted in an analogous work 

devoted to other MPcs, since it has proven to be accurate enough to deal with this kind of systems
39

. 

In particular, an even tempered quadruple ζ polarized basis set with three polarization and three 

diffuse functions (designed as ET-QZ3P-3DIFFUSE set in the ADF database) has been employed 

for the core-excited C, N, and O atoms, while a triple ζ polarized basis set with two polarization 

functions (TZ2P) has been used for the remaining atoms; the core orbitals of the latter have been 

treated by the Frozen Core (FC) approximation. In particular, a FC TZ2P.1s basis set has been 

employed for the C, N and O atoms, while a FC TZ2P.3p basis set has been adopted for the Ti 

atom. The FC approximation consists of treating explicitly only outer level electrons, while the 

innermost (core) atomic shells are kept frozen. Moreover, this technique ensures the localization of 

the half core-hole on the excited atom. Within the TP scheme, excitation energies are obtained as 

the differences between the eigenvalues of the virtual orbital and that of the core orbital calculated 

with the TP configuration: 

∆𝐸𝑖→𝑓 = 𝜖𝑓
𝑇𝑃 − 𝜖𝑖

𝑇𝑃,                                   (1) 

while transition intensities are expressed in terms of oscillator strengths, 𝑓𝑖→𝑓. For samples in gas 

phase, 𝑓𝑖→𝑓 reads: 
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𝑓𝑖→𝑓 =
2

3
𝑛𝑖∆𝐸𝑖→𝑓|⟨𝜑𝑓

𝑇𝑃|𝝁|𝜑𝑓
𝑇𝑃⟩|2,           (2) 

involving dipole matrix elements of the electric dipole operator between initial and final TP MOs, 

where ni denotes the occupation number of the core orbital in the ground state. In deriving Eq. (2), 

one performs an average over all possible orientations of the gas-phase molecule. To compare with 

experimental NEXAFS intensities recorded for molecules adsorbed on surfaces (s- and p-polarized 

spectra), we consider the molecule fixed in space, and calculate the NEXAFS intensity in the 

molecular frame (MF) defined such that the Pc plane is parallel to the xy plane of the MF, while the 

Ti=O bond defines the MF z-axis. If (𝜗, 𝜙) are the polar and azimuthal angles of the polarization 

vector of the incident light in the MF, by performing an average over only the 𝜙 angle, we obtain 

the following formula for the oscillator strength for the transition 𝑖 → 𝑓: 

           𝑓𝑖→𝑓 = 2𝑛𝑖∆𝐸𝑖→𝑓 [
1

2
(|𝝁𝑥|2 + |𝝁𝑦|2)𝑠𝑖𝑛2𝜗 + |𝝁𝑧|2𝑐𝑜𝑠2𝜗]                                                   (3) 

where ϑ is the angle between the z axis of the molecular frame and the polarization vector of the 

incident radiation. The quantity in Eq. (3) allows a direct comparison between theoretical and 

experimental intensities recorded at different X-ray incident angles. In particular, if ϑ = 90° (s-pol), 

Eq. (3) reduces to: 

           𝑓𝑖→𝑓 = 2𝑛𝑖∆𝐸𝑖→𝑓 [
1

2
(|𝝁𝑥|2 + |𝝁𝑦|2)],                                                                                     (4) 

while for ϑ = 0° (p-pol): 

         𝑓𝑖→𝑓 = 2𝑛𝑖∆𝐸𝑖→𝑓|𝝁𝑧|2                                                                                                               (5) 

As we will see in the following Section, the analysis of the computed s-pol and p-pol intensities of a 

given transition directly maps the nature */* of the virtual MOs implicated in the core-excitation 

process. 

The Ionization Potential (IP) is defined as the negative of the TP eigenvalue related to the initial 

core orbital, IP= −𝜖𝑓
𝑇𝑃. Since the TP approach leads to a less attractive potential and consequently 

the absolute transition energies are generally too large, the NEXAFS energies have been adjusted 

by first computing the IPs with the ΔKS (ΔSCF Kohn-Sham) scheme, allowing a full relaxation of 

the ionized core hole. The energy of the 1s
−1

 ionic state has been obtained through a KS unrestricted 

calculation. Hence, the TP excitation energies (Eq. 1) have been shifted with respect to the ΔIP 

value by an amount given by the energy difference 𝜖1𝑠
𝑇𝑃 − ∆𝐾𝑆. A separate computation of the 

excitation spectrum for each nonequivalent C and N atomic site has been performed, and the total 

spectrum has been obtained by summing up the partial contributions weighted by the number of 

equivalent C or N atoms. In particular, eight equivalent C4 sites (“pyrrolic” C atoms) and eight 

equivalent C1, C2 and C3 sites (“phenyl” C atoms) have been considered in C1s NEXAFS 
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calculations, while four equivalent N atoms of the pyrrole rings bonded to the metal atom (Npyr) and 

four equivalent N atoms in the meso positions of the macrocyclic ring (Naza) have been taken into 

account in N1s calculations (see Figure 2 for the corresponding labeling). Preliminary calculations 

have been performed to check the equivalence of the C1, C2, C3, and C4 sites to C atoms 

occupying the same relative positions in the phenyl and pyrrolic rings they belong to, as well as of 

all four Naza and Npyr sites. These tests are reported in Figure 2 of the Appendix, together with the 

chemical structure of the molecule showing the labeling of all C and N sites considered in these 

computations. 

     Line spectra have been convoluted with Gaussian functions of appropriate full-width at half 

maximum (FWHM) value (equal to 0.5 eV for C1s spectra, and to 0.7 eV for both N1s and O1s 

spectra). In order to get an easier comparison with the experimental data, the theoretical C1s and 

O1s line-shapes have been shifted by -0.2 eV, while a rigid shift of +0.45 eV has been applied to 

the computed N1s spectra. 

 

Results and Discussion 

      In the following subsections, the TP-DFT results will be discussed in order to provide an 

assignment of the experimental NEXAFS spectral features. The analysis will be limited to the 

below-edge region, since transitions to virtual MOs in the electronic continuum cannot be 

accurately described through the employed computational protocol. In the first subsection, 

NEXAFS spectra of the randomly-oriented gas phase molecule will be considered, while, in the 

second one, polarized NEXAFS spectra will be presented. 

 

C1s, N1s and O1s NEXAFS spectra of randomly-oriented gas phase TiOPc 

     The theoretical C1s NEXAFS spectrum of randomly-oriented gas phase TiOPc. is displayed in 

Figure 6, together with the partial contributions of all nonequivalent Ci sites. The chemical structure 

of the molecule reporting the labeling of the nonequivalent Ci sites is also shown. The 

deconvolution of the total spectral profile into site-resolved components facilitates the assignments 

of the spectral features to specific portions of the molecule. The assignment of the spectral features 

is reported in Table 1. Since the virtual MO set is modified by the creation of the core-hole, the 

reported energies, intensities, and atomic contributions are specific for each nonequivalent 

excitation site. The MOs involved in the most intense transitions have been identified, and their 

composition analyzed in terms of Mulliken population of atomic orbitals (AOs) that are centered on 
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each specific atom; the latter has been included in Table 2 of the Appendix, where only the main 

atomic contributions, which are useful to the attribution of the spectral features, are reported. 

 

Figure 6 – Left side: C1s NEXAFS spectrum of randomly oriented gas-phase TiOPc (upper panel). Vertical 

colored dashed bars: ΔKS IPs (C1=289.89 eV, C2=289.95 eV, C3=289.87 eV, C4=291.26 eV). Site-resolved 

Ci contributions are presented as colored spectra in the lower panels. Right side: chemical structure of TiOPc 

with the labeling of nonequivalent C atoms. 

Table 1 – Peak assignments of the C1s NEXAFS spectrum of randomly-oriented gas phase TiOPc. Only 

transitions with fx10
3
≥16.0 are reported.  

 

Peak Site E (eV) fx10
3  

Assignment 

A C3 284.38 40.8 π
*
(C=C)+π

*
(C-N) 

(LUMO) C1 284.57 38.2 

C2 284.62 17.3 

B C2 285.43 193.0 π
*
(C=C)+π

*
(C-N) 

C4 285.60 99.4 π
*
(C=C)+π

*
(C-N)  

(LUMO) 

C1 285.62 121.0  

π
*
(C=C)+π

*
(C-N) C3 285.71 75.6 

C3 285.90 18.2 

C1 286.03 19.9 

C C1 287.13 85.1 π
*
(C=C)+π

*
(C-N) 

C3 287.18 67.4 π
*
(C=C)+3d Ti 

C4 287.24 52.8 π
*
(C=C)+π

*
(C-N)+3d Ti 

D C1 287.86 33.4 σ
*
(C-H) 

C2 287.92 16.1 
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C1 288.21 19.1 σ
*
(C-H)+σ*(Ti=O) 

C2 288.39 16.4 

C4 288.61 16.5 π*(Ti=O)+π
*
(C=C) 

C4 288.70 34.7 π
*
(C=C)+3d Ti 

C4 288.87 50.6 

E C3 289.50 38.0 π
*
(C=C)+π

*
(C-N)+np C 

C4 289.61 40.5 π
*
(C=C)+π

*
(C-N)+3d Ti 

C2 289.76 20.7 π
*
(C=C)+π

*
(C-N)+ns,np C 

 

 

      The total calculated C1s NEXAFS spectrum is dominated by an intense double-peaked feature 

(labeled A and B in Figure 6). Peak A mainly derives from the LUMO (1π*) transitions of the C 

atoms of the phenyl rings; among them, the transition relative to the C2 site displays the lowest 

intensity, in line with the small C 2p AO participation to this MO (see Table 2 of the Appendix). 

The LUMO exhibits a strong C 2pπ character of the “pyrrolic” rings and, to a minor extent, of the 

outer benzene rings, as it can be seen from Figure 7a. The LUMO transition from the “pyrrolic” C 

atom (C4) falls in the energy region of peak B, shifted to higher energy by about 1.0 eV compared 

to the LUMO transitions relative to the “phenyl” C sites; this can be rationalized by considering the 

inductive effect of the neighboring N atoms on the “pyrrolic” C atoms. Moreover, the trend of the 

LUMO transitions resembles that followed by the calculated IPs, and is therefore ascribable to 

initial state effects. We point out that the IP trend (C1-C3 and C4) follows that already observed in 

polycyclic aromatic hydrocarbons, according to which higher IPs are predicted for C atoms not 

bonded to any H atom compared to external carbons bonded to H atoms
40

. Peak B, which is the 

most intense feature of the total spectrum, is also contributed by transitions from the C atoms of the 

phenyl rings towards MOs which present the same character of the LUMO. In particular, the most 

intense transition contributing to this peak is relative to C2, and occurs at 285.43 eV (see Table 1); 

the high intensity of this transition reflects the significant 2pz AO participation of the C atom 

carrying the core-hole (around 23%), as one can observe from the plot of the corresponding MO 

(Figure 7b). The second most intense transition of peak B originates from the C1 site (at 285.62 eV, 

see Table 1). Peak C derives its intensity from the C1, C3 and C4 transitions toward MOs with a 

main π
*
(C=C) character and minor π

*
(C-N) and Ti 3d contributions; the plot of a representative MO 

is shown in Figure 7c. The C1 and C2 transitions to σ*(C-H) MOs are responsible of the overlap 

between peaks C and D; the plot of the final MO relative to the C1 transition is displayed in Figure 

7d. The lower-energy shoulder of peak D arises from the C1 and C2 excitations toward final MOs 

with mixing σ*(C-H) and σ*(Ti=O) contributions, as one can observe from Figure 7e. The most 

intense transitions of peak D are relative to C4, and are toward virtual MOs which present a 

π
*
(C=C) character with consistent metal 3d contributions; the less intense transition from C4 is 
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toward a MO with a main π*(Ti=O) character and minor π
*
(C=C) contributions. Just below the 

ionization threshold, peak E is visible: it is ascribed to transitions originating from C2, C3 and C4 

sites toward MOs with a main π
*
(C=C) character and minor π

*
(C-N) contributions; lower weights 

of C (ns,np) AOs and Ti 3d contributions are also visible (see Figure 7f). 

               

        a)                                                            b)                                                     c)                                                                                                                   

     

        d)                                                         e)                                                           f)                                                                                                     

Figure 7 – Plots of representative final MOs involved in the most intense C1s NEXAFS transitions: a) 

LUMO (transition at 284.57 eV), b) π*(C=C)+π*(C-N) (transition at 285.43 eV), c) π*(C=C)+3d Ti 

(transition at 287.18 eV), d) σ
*
(C-H) (transition at 287.86 eV), e) σ

*
(C-H)+σ*(Ti=O) (transition at 288.39 

eV), f) π*(C=C)+π*(C-N)+ns,np C (transition at 289.76 eV). 
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      The total calculated N1s NEXAFS spectrum of the randomly-oriented gas phase molecule as 

well as the partial Ni contributions are displayed in Figure 8, together with the chemical structure of 

the molecule reporting the labeling of the nonequivalent Ni sites. The assignments of the most 

intense transitions of the spectrum are listed in Table 2. Table 3 of the Appendix also includes the 

composition of the implicated MOs in terms of Mulliken population of AOs centered on each 

specific atom. 

 

Figure 8 – Left side: N1s NEXAFS spectrum of randomly-oriented gas phase TiOPc (upper panel). Vertical 

colored dashed bars: ΔKS IPs (Naza = 404.27 eV, Npyr = 404.43 eV). Partial Ni contributions are displayed as 

colored spectra in the bottom panels. Right side: chemical structure of TiOPc with the labeling of 

nonequivalent N atoms. 

Table 2 – Peak assignments of the N1s NEXAFS spectrum of randomly-oriented gas phase TiOPc. Only 

transitions with fx10
3
≥5.00 are reported.  

 

Peak Site E (eV) fx10
3  Assignment 

A 

 

Naza 398.65 42.00  

π*(C=C)+π*(C-N) 

 (LUMO) Npyr 398.91 21.10 

B 

 

Naza 400.21 29.70  

π*(C=C)+π*(C-N) 

 Npyr 400.39 24.50 
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C Npyr 401.51 8.87 π*(Ti=O)+π*(C=C)+π*(C-N) 

 

Npyr 401.74 6.58 π*(C=C)+3d Ti+σ*(C-N) 

 

Npyr 402.24 10.10  

π*(C=C)+π*(C-N) 

 Naza 402.63 19.50 

Npyr 402.75 25.40 π*(C=C)+π*(C-N)+3d Ti 

D Naza 403.32 6.31 Rydberg (N)+π*(C=C) 

Naza 403.71 23.50 π*(C=C)+π*(C-N)+3d,np N 

Naza 403.83 5.55 Rydberg (N)+π*(C=C) 

 

Npyr 403.94 22.40 π*(C=C)+π*(C-N)+3d N 

 

     The total calculated N1s NEXAFS spectrum appears less structured than the C1s one due to the 

lower number of nonequivalent core-hole sites: it is dominated by a low-energy peak (A) which is 

contributed by the N(1s)→LUMO transitions from the two non-equivalent N sites. The energy 

splitting between the two transitions to the LUMO (equal to 0.26 eV) is larger than the splitting 

between the two N core-holes (equal to 0.16 eV); this accounts for the different relaxation of the 

LUMO upon the core-hole formation on the two non-equivalent sites. The significant oscillator 

strength calculated for the LUMO transitions reflects the high weight of Naza and Npyr 2pπ 

components into the LUMO orbital, which exhibits a C 2pπ character of the pyrrolic rings, and, to a 

minor extent, of the outer benzene rings (see Figure 9a). Peak B is contributed by two intense 

transitions from both Naza and Npyr sites to final MOs which essentially present the same character 

of the LUMO. The strongest transitions contributing to peak C are toward MOs which exhibit a 

strong π*(C=C) character and minor π*(C-N) contributions, with the exception of the transition at 

401.51 eV which involves a π*(Ti=O) MO with some π*(C-N) and π*(C=C) contributions (Figure 

9b). The transition at 401.74 eV is toward a MO which presents a main Ti 3d character and minor 

π*(C=C) contributions and a less pronounced σ*(C-N) character (N 2px,y contributions around 4%, 

see Table 3 of the Appendix), as it is possible to observe from the relative plot (see Figure 9c). The 

two most intense transitions responsible of peak D are from both N sites, and involve virtual MOs 

with a strong C 2pπ and N 2pπ character and lower weights of N (np,3d) AOs (see Figure 9d). In the 

same spectral region, transitions of lower intensity to MOs with a strong Rydberg character and 

minor π*(C=C) contributions are also visible.                                                    
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a)   b) 
             

                                    

                            c)                                                           d)                           

Figure 9 – Plots of representative final MOs involved in the most intense N1s NEXAFS transitions: a) 

LUMO (transition at 398.65 eV), b) π*(Ti=O)+π*(C=C) (transition at 401.51 eV), c) π*(C=C)+3d Ti 

(transition at 401.74 eV), d) π*(C=C)+π*(C-N)+3d,np N (transition at 403.71 eV). 

 

      In Figure 10, the total calculated O1s NEXAFS spectrum of the randomly-oriented gas phase 

molecule is displayed, and the assignments of the absorption bands are listed in Table 3. Table 4 of 

the Appendix also reports the composition of the implicated MOs in terms of Mulliken population 

of AOs centered on each specific atom. 
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Figure 10 – O1s NEXAFS spectrum of randomly-oriented gas phase TiOPc. Vertical dashed bar: ΔKS IP 

(equal to 535.07 eV). 

Table 3 – Peak assignments of the O1s NEXAFS spectrum of randomly-oriented gas phase TiOPc.
 
Only 

transitions with fx10
3
≥1.00 are reported. 

 

Peak E (eV) fx10
3  Assignment 

A 529.59 1.81 π
*
(C=C)+π

*
(C-N) 

(LUMO+1) 

B 

 
530.99 20.4 π

*
(Ti=O)

 

531.32 4.58 σ
*
(Ti=O)+π

*
(C=C)

 

531.73 1.29 π
*
(Ti=O)+π

*
(C=C)

 

C 532.30 7.39 σ
*
(Ti=O)+π

*
(C=C)

 

 

 

     At lower excitation energies, the O1s NEXAFS spectrum is characterized by a weak peak (A) 

which arises from a transition toward the LUMO+1 orbital. From the plot of the MO reported in 

Figure 11a, it clearly exhibits a strong C 2pπ character of the pyrrolic rings and of the outer benzene 

rings. The O(1s)→LUMO transition has a negligible intensity (not reported in Table 3), since the O 

2p participation to this MO is very small (see Table 4 of the Appendix). Peak B comprises a 

manifold of transitions where the final MOs have either π
*
(Ti=O) or σ

*
(Ti=O) together with a 

π
*
(C=C) character (see Figure 11b and c, respectively). Peak C instead arises from a relatively 

intense transition which involves a σ
*
(Ti=O) MO with some π

*
(C=C) contributions from the outer 

phenyl rings. 

Excitation energies (eV)

528 529 530 531 532 533 534 535 536

fx
1
0
3

0

10

20

30

40

50

A

B

C



 

16 
 

                           

               a)                                                  b)                                                   c) 

Figure 11 – Plots of representative final MOs involved in the most intense O1s transitions: a) 

π
*
(C=C)+π

*
(C-N) (transition at 529.59 eV), b) π

*
(Ti=O) (transition at 530.99 eV), c) σ

*
(Ti=O)+π

*
(C=C) 

(transition at 531.32 eV). 

 

C,N,O 1s polarized NEXAFS spectra of TiOPc 

     In order to validate the assignment of the total calculated C,N,O 1s NEXAFS spectra of the gas-

phase molecule, we investigated the angular dependence of the intensity of the main transitions. 

This has been done through the simulation of the s- and p-polarized NEXAFS spectra. Furthermore, 

to facilitate the analysis, we calculated the value of the angle (ϑ) of the transition dipole moment 

(TDM) vector with respect to the molecular z axis for the most intense transitions by means of the 

following formula:         

            𝑐𝑜𝑠 𝜗 = √
𝑓𝑝−𝑝𝑜𝑙

2𝑓𝑠−𝑝𝑜𝑙+𝑓𝑝−𝑝𝑜𝑙
                                                                     (6)                        

where f denotes the oscillator strength calculated for the s- and p-polarizations. The values of ϑ have 

been collected in Tables 4, 5, and 6, for C1s, N1s, and O1s NEXAFS spectra, respectively. 

 

       In Figure 12, the angle-resolved (s- and p-pol) C1s NEXAFS spectrum is displayed together 

with the site-resolved s- and p-pol partial contributions of each nonequivalent C atom. In the 

analysis, it is necessary to keep in mind that the molecule lies in the xy plane of the molecular 

frame, with the Ti=O bond directed along the z axis, and a tilt of 5.51° of the molecular xy plane 

with respect to the X-ray incidence angle (see right side of Figure 12).  
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Figure 12 – Left side: polarized (s- and p-pol) C1s NEXAFS spectrum of gas-phase TiOPc (upper panel). 

Vertical colored dashed bars: ΔKS IPs. Partial Ci contributions are presented in the lower panels. Right side: 

orientation of the TiOPc molecule with respect to the molecular frame. 

 

      From an analysis of Figure 12, one can observe that the intensity trend reflects the π symmetry 

of the final MOs which contribute to the main spectral features. Moreover, in accordance with the 

peak assignment of the C1s NEXAFS spectrum (see Table 1), the first three spectral features are 

contributed by transitions toward π* MOs, whereas the final MOs implicated in transitions 

occurring at around 288 eV display a * character. By looking at the site-resolved partial 

contributions, it is possible to notice that the s-pol contribution is not negligible only in the C1 and 

C2 partial contributions; this can be rationalized by considering that, unlike C3 and C4, C1 and C2 

atoms are both bonded to a H atom, whose s orbitals can participate to the formation of * MOs.  

This is also apparent in the analysis of the ϑ angle of the TDM vector, which is almost 

perpendicular to the z axis for σ* transitions, and nearly parallel to it in the case of π* transitions 

(see Table 4); this is in line with the orientation of the molecule, according to which π* MOs extend 

mainly along the z axis, while σ* MOs lie parallel to the xy plane. 
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Table 4 – Values (in °) of the ϑ angle that the TDM vector forms with the z axis of the molecular frame of 

reference for the most intense transitions of the C1s NEXAFS spectrum of gas-phase TiOPc. 

Peak Site E (eV) fs-pol x 10
3  

fp-pol x 10
3
 𝝑 (°) 

A C3 284.38 2.32 118 11.22 

C1 284.57 1.83 111 10.29 

C2 284.62 0.84 50.3 10.36 

B C2 285.43 8.92 562 10.10 

C4 285.60 3.21 292 11.91 

C1 285.62 5.53 351 14.20 

C3 285.71 2.95 221 13.09 

C3 285.90 1.67 51.2 14.33 

C1 286.03 1.05 57.6 10.81 

C C1 287.13 4.20 2.47 61.53 

C3 287.18 2.44 197 8.94 

C4 287.24 1.82 155 8.71 

D C1 287.86 49.6 0.82 84.81 

C2 287.92 24.1 1.92x10
-2

 88.86 

C1 288.21 28.2 0.92 82.72 

C2 288.39 24.2 0.76 82.86 

C4 288.61 2.14 45.3 17.09 

C4 288.70 3.80 96.4 15.68 

C4 288.87 2.14 148 9.65 

E C3 289.50 1.02 112 7.69 

C4 289.61 1.30 119 8.41 

C2 289.76 2.67 56.7 17.06 
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       In Figure 13, the polarized (s- and p-pol) N1s NEXAFS spectrum is shown together with the 

site-resolved s- and p-pol partial contributions of the two nonequivalent N sites.  

 

Figure 13 – Polarized (s- and p-pol) N1s NEXAFS spectrum of gas-phase TiOPc (upper panel). Vertical 

colored dashed bars: ΔKS IPs. Partial Ni contributions are presented in the lower panels.  

 

      As observed in the C1s case, the results displayed in Figure 13 are consistent with the π* 

character of the final MOs implicated in the most intense transitions (see Table 2). A noticeable 

contribution of the s-pol contribution from the Npyr core-hole site is found in the energy region 

between 400 and 402 eV; this is consistent with the *(C-N) contributions to the final MOs, and 

also reflects the higher value of ϑ calculated for these transitions (see Table 5). 
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Table 5 – Values (in °) of the ϑ angle that the TDM vector forms with the z axis of the molecular frame of 

reference for the most intense transitions of the N1s NEXAFS spectrum of gas-phase TiOPc. 

Peak Site E (eV) fs-pol x 10
3  

fp-pol x 10
3
 𝝑 (°) 

A 

 

Naza 398.65 1.24 124 8.05 

Npyr 398.91 0.77 61.7 8.98 

B 

 

Naza 400.21 0.61 87.8 6.72 

Npyr 400.39 8.75 56.0 29.2 

C Npyr 401.51 11.6 3.34 69.2 

Npyr 401.74 6.63 6.48 55.0 

Npyr 402.24 0.38 29.5 9.12 

Naza 402.63 0.54 57.4 7.81 

Npyr 402.75 0.30 75.6 5.09 

D Naza 403.32 7.48x10
-2

 18.8 5.10 

Naza 403.71 0.28 70.0 5.11 

Naza 403.83 7.34x10
-2

 16.5 5.39 

Npyr 403.94 1.97 63.4 14.0 

 

      Figure 14 reports the polarized (s- and p-pol) O1s NEXAFS spectrum.  

 

Figure 14 – Polarized (s- and p-pol) O1s NEXAFS spectrum of gas-phase TiOPc. Vertical dashed bar: ΔKS 

IP.  

 

 

    An inspection of Figure 14 reveals that, in accordance with the peak assignment of the O1s 

NEXAFS spectrum (see Table 3), the s- and p-pol contributions are related to the π* and σ* 

characters of the final MOs implicated in the main transitions, respectively. This is also confirmed 

by the calculated values of the ϑ angle which show that the TDM vector is nearly perpendicular to 

the z axis in the case of π* transitions, while it is oriented along the z axis for σ* transitions (see 

Table 6). Indeed, the orientation of the molecule implies that π*(Ti=O) MOs extend mainly parallel 

to the xy plane, while σ*(Ti=O) MOs along the z axis.  
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Table 6 – Values (in °) of the ϑ angle that the TDM vector forms with the z axis of the molecular frame of 

reference for the most intense transitions of the O1s NEXAFS spectrum of gas-phase TiOPc. 

Peak E (eV) fs-pol x 10
3  

fp-pol x 10
3
 𝝑 (°) 

A 529.59 2.71 1.03 x10
-3

 89.2 

B 

 
530.99 30.4 0.40 85.4 

531.32 7.02 x10
-2

 13.6 5.80 

531.73 1.92 1.65 x10
-2 

86.2 

C 532.30 0.11 21.9 5.72 
 

 

       The C,N,O 1s NEXAFS spectra calculated at a 55° X-ray incidence angle are reported in 

Figure 15, together with the corresponding experimental data. 

 

    a)                                                                           b) 

 

                                                                c) 

Figure 15 – NEXAFS spectra of TiOPc at a 55° X-Ray incidence angle: a) C1s, b) N1s, c) O1s. The 

experimental spectra (colored circles) are shown together with the total theoretical results (solid black lines). 

Vertical dashed bars: ΔKS IPs. The calculated peaks have been shifted by -0.2 eV (C1s and O1s) and +0.45 

eV (N1s) for a better agreement with the experimental data. 

 

C1s NEXAFS 55°

Excitation energies (eV)

283 284 285 286 287 288 289 290 291 292 293

fx
1
0
3

0

100

200

300

400

500

600
total

exp. 

Excitation energies (eV)

397 398 399 400 401 402 403 404 405

fx
1
0

3

0

20

40

60

80

100

total 

exp. 

Excitation energies (eV)

397 398 399 400 401 402 403 404 405

fx
1
0

3

0

50

100

150
total 30° 

exp. 

O1s

Excitation energies (eV)

528 529 530 531 532 533 534 535 536 537

fx
1
0

3

0

5

10

15

20

25

30

35

40

45

righe p-pol vs Col 11 

righe s-pol vs Col 13 

Col 3 vs Col 4 

IP vs Col 16 

Excitation energies (eV)

528 529 530 531 532 533 534 535 536

fx
1

0
3

0

5

10

15

20

25

30

35

40

45 total

exp. 



 

22 
 

       A reasonably good agreement between experiment and theory is observed especially in the C1s 

case, as concerns both the energy positions and the intensity distribution of the first three spectral 

features. In the region close to the ionization thresholds, the comparison with the theory is more 

qualitative, as the experimental spectrum presents a broader shape which is split into three peaks in 

the calculated one. The agreement between theory and experiment is only qualitative in the case of 

the N1s spectrum, especially as concerns the intensity of the second peak; this could be attributed to 

the vibrational effects and/or intermolecular interactions neglected in the computational protocol. 

Finally, it is worth noting that, in the O1s spectrum, the experimental profile is not able to resolve 

fine structures, in particular as concerns the first and the third theoretical peak, which are present as 

low and high energy shoulders of the intense second peak. 

 

     Figure 16 compares the C,N,O 1s NEXAFS spectra taken at different X-ray incidence angles: 

the theoretical spectra are reported in the upper part of each panel, while the experimental ones are 

displayed in the lower part.  

 

        
                 a)                                                         b)                                                    c)                                                                                                 

 

Figure 16 – Polarized NEXAFS spectra of TiOPc at different X-Ray incidence angles: a) C1s, b) N1s, c) 

O1s. The theoretical spectra are reported in the upper part of each panel, while the experimental ones in the 

lower part. Vertical colored dashed bars: ΔKS IPs. The calculated peaks have been shifted by -0.2 eV (a, c), 

and +0.45 eV (b) in order to facilitate the comparison with the experimental data. 
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       From an inspection of Figure 16, we conclude that the theoretical results are able to reproduce 

the dichroic effects found in the experimental measurements. Indeed, in both C1s and N1s 

NEXAFS spectra, a progressive decrease of the intensity of spectral features is found by increasing 

the X-ray incidence angle; this is in line with the π nature of the final states responsible for the main 

spectral features.  

    The O1s spectra show the most intriguing trend: unlike the third peak, the first two peaks present 

the same dichroic behavior; indeed, by increasing the X-ray incidence angle, the intensity of the 

first two peaks increases, whereas the intensity of the third one decreases. The dichroic behavior of 

the computed absorption bands can be rationalized by considering the orientation of the molecule. 

Furthermore, the final states implicated in the most intense transitions of the first two peaks are 

mainly contributed by O 2py AOs, while those relative to the third peak by O 2pz AOs; the direction 

of maximum amplitude of O 2py and O 2pz AOs is perpendicular and parallel to the z axis, 

respectively. Bearing in mind that the intensity of a resonance is largest when the electric field 

vector lies along the direction of the final MO, and vanishes when it is perpendicular to it, one can 

conclude that the intensity of transitions giving rise to the first two peaks is largest at 90° and 

vanishes at 0°. Therefore, the similar dichroic behavior of the first two peaks is in line with the 

same nature of the final MOs involved in the most intense transitions (O 2pxy and π
*
(Ti=O), 

respectively), while the opposite dichroic behavior of the third peak is due to the σ
*
(Ti=O) character 

of the final MO implicated in the main transition. 

 

Conclusions 

      A combined NEXAFS experimental and theoretical study on the electronic structure of TiOPc 

has been carried out. In particular, the aim was to determine the nature of the interaction between 

the molecule and the Ag(111) surface; to achieve this, NEXAFS spectra have been calculated at the 

C,N, and O K-edge, both for the randomly-oriented gas phase molecule and the fixed-in-space 

molecule, by means of DFT using the TP approximation. The calculated spectra have been 

compared to the experimental measurements, recorded at different X-ray incidence angles by the 

research group of professor G. Witte (University of Marburg, Germany) for a multilayer of TiOPc 

adsorbed on Ag(111). The nature of the adsorbate-substrate interaction has been analyzed by 

considering the differences between the spectral features relative to the gas phase and adsorbed 

molecule. 
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     The analysis of NEXAFS spectra relative to the randomly-oriented gas phase molecule has 

revealed that both C1s and N1s spectral features in the below-edge energy region are due to 

transitions toward virtual MOs mainly contributed by out-of-plane C 2p and N 2p AOs.  

      The theoretical NEXAFS spectra calculated at different X-ray incidence angles reproduce the 

dichroic effects observed in the experimental measurements. In particular, a progressive decrease of 

the intensity of spectral features is found by increasing the X-ray incidence angle; in the C1s and 

N1s NEXAFS spectra, this trend reflects the π symmetry of the final states responsible for the main 

spectral features. As concerns the polarized O1s NEXAFS spectra, the same dichroic behavior is 

observed for the first two peaks, while the third one displays the opposite behavior. The similar 

dichroic behavior of the first two peaks is in line with the similar nature of the implicated final MOs 

(O 2pxy and π*(Ti=O), respectively), whereas the opposite dichroic behavior of the third peak is due 

to the σ*(Ti=O) character of the final MO. To conclude, since a reasonable agreement has been 

found between theoretical calculations on the free molecule and experimental results for a 

multilayer of TiOPc adsorbed on Ag(111), the interaction of TiOPc with the Ag(111) surface is 

quite weak (i.e., physisorption). 

 

Appendix 

Table 1 – Comparison between calculated and experimental geometrical parameters of TiOPc. The 

calculated parameters have been optimized at the DFT level by using the hybrid B3LYP xc potential. Bond 

lengths are expressed in Å, while angles in degrees. 

 

Bond lengths Calculated Experimental
17

 

Ti=O 1.6295 1.6500 

Ti-N5 2.0953 2.0530 

Ti-N6 2.0955 2.0590 

Ti-N3 2.0965 2.0840 

Ti-N4 2.0947 2.0680 

N5-C27 1.3764 1.3730 

N5-C34 1.3760 1.3840 

N6-C42 1.3762 1.3600 

N6-C35 1.3767 1.3920 
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N3-C11 1.3764 1.3600 

N3-C18 1.3764 1.3770 

N4-C26 1.3762 1.3770 

N4-C19 1.3762 1.3820 

N8-C27 1.3243 1.3380 

N8-C26 1.3241 1.3290 

N9-C34 1.3244 1.3440 

N9-C35 1.3239 1.3140 

N10-C42 1.3246 1.3390 

N10-C11 1.3244 1.3170 

N7-C18 1.3239 1.3340 

N7-C19 1.3241 1.3240 

Angles Calculated Experimental
17

 

N5-Ti-N6 84.111 85.700 

N4-Ti-N3 84.220 84.000 

N5-Ti-N4 84.128 85.000 

N6-Ti-N3 84.020 84.400 

N4-Ti-N6 142.718 144.800 

N3-Ti-N5 142.611 144.800 

N4-Ti=O 108.650 108.900 

N3-Ti=O 108.832 109.200 

N6-Ti=O 108.632 106.300 

N5-Ti=O 108.557 106.000 
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                Figure 1 – Chemical structure of TiOPc with the labeling of C and N atoms used in Table 1.  

  

              a)                                                                                  b) 

  

   c)                                                                                   d) 
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     e)                                                                                f) 

 

                                                 g) 

Figure 2 – Panels a)-d): C1s NEXAFS spectral profiles of C1-C8, C2-C7, C3-C6, and C4-C5 couples, 

panels e), f): N1s NEXAFS spectral profiles of Naza and Npyr sites to check their equivalence. Vertical 

colored dashed bars: ΔKS IPs. Panel g): chemical structure of TiOPc with the labeling of all C and N atoms 

considered in the tests.  
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Table 2 – Peak assignments of the C1s NEXAFS spectrum of randomly-oriented gas phase TiOPc. 

Transition energies (eV), oscillator strengths (fx10
2
), and the composition of the involved MOs in terms of 

Mulliken population of AOs centered on each specific atom are reported. Only transitions with fx10
3
≥16.0 

are reported. Ch denotes the C atom carrying the core-hole. 

 

Peaks 
Core-hole 

site 
E(eV) fx10

3
 

Main atomic contribution to the 

final MO 

 

Assignment 

Atom AO % 

A 

C3 284.38 40.8 

C  

2pz 

61  

 

 

 

π
*
(C=C)+π

*
(C-N)  

(LUMO) 

N 27 

Ch 4 

C1 284.57 38.2 

C  

2pz 

62 

N 27 

Ch 4 

C2 284.62 17.3 

C  

2pz 

62 

N 28 

Ch 2 

B 

C2 285.43 193.0 

C  

2pz 

60  

π
*
(C=C)+π

*
(C-N) Ch 23 

N 6 

C4 285.60 99.4 

C  

2pz 

51  

π
*
(C=C)+π

*
(C-N)  

(LUMO) 
N 30 

Ch 9 

C1 285.62 121.0 

C  

 

2pz 

69  

 

π
*
(C=C)+π

*
(C-N) 

Ch 13 

N 9 

H 1 

C 2py 1 

C3 285.71 75.6 

C  

2pz 

71  

π
*
(C=C)+π

*
(C-N) N 10 

Ch 8 

C3 285.90 18.2 

C  

2pz 

74  

π
*
(C=C)+π

*
(C-N) N 18 

Ch 2 

C1 286.03 19.9 

C  

2pz 

77  

π
*
(C=C)+π

*
(C-N) N 17 

Ch 1 

C 

C1 287.13 85.1 

C  

2pz 

84  

π
*
(C=C)+π

*
(C-N) Ch 9 

N 8 

C3 287.18 67.4 

C 2pz 72  

 

 

π
*
(C=C)+3d Ti 

Ti 3dxy 6 

Ch  

2pz 

7 

N 4 
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O 2py 2 

Ti 3dyz 1 

Ti 3dz2 1 

 

C4 
287.24 52.8 

C  

2pz 

62  

 

π
*
(C=C)+π

*
(C-N)+3d Ti 

N 23 

Ch 5 

Ti 3dxy 3 

D 

C1 287.86 33.4 

H 2s 33  

 

 

 

σ
*
(C-H) 

H 1s 30 

Ch ns 38 

Ti 1s 1 

H 2px 1 

C 3px 1 

C 2py 1 

C2 287.92 16.1 

Ch ns 53  

 

σ
*
(C-H) 

H 2s 25 

H 1s 18 

C 2py 1 

C1 288.21 19.1 

Ch npy 19  

 

 

 

 

σ
*
(C-H)+σ

*
(Ti=O) 

Ch npx 15 

Ti 2s 14 

Ti 3dz2 12 

H 1s 7 

Ti 1s 5 

Ti  

2pz 

 

4 O 

H 2s 4 

Ch ns 3 

Ch 3dxy 2 

C4 288.61 16.5 

Ti 3dyz 47  

 

π
*
(Ti=O)+π

*
(C=C) 

C 2pz 20 

O 2py 14 

Ti 3dxz 3 

Ch 2pz 2 

C4 288.70 34.7 

C 2pz 42  

 

 

 

 

π
*
(C=C)+3d Ti 

 

Ti 3dxy 19 

Ti 3dx2-y2 8 

Ti 3dyz 7 

Ch 2pz 3 

N 2px 2 

O  

2py 

2 

N 1 

O 2px 1 
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N 1s 1 

C4 288.87 50.6 

C 2pz 65  
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*
(C=C)+3d Ti 

Ti 3dxy 6 

Ti 3dx2-y2 5 

Ti 3dyz 5 

Ch 2pz 4 

Ti 3dxz 3 

O 2py 1 

N 2px 1 
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Ti 3dz2 2 

C2 289.76 20.7 

C  
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π
*
(C=C)+π

*
(C-N)+ns,np C 

N 26 

Ch npz 4 

Ch ns 4 

Ch 2pz 1 

 

 

Table 3 – Peak assignments of the N1s NEXAFS spectrum of randomly-oriented gas phase TiOPc. 

Transition energies (eV), oscillator strengths (fx10
2
), and the composition of the involved MOs in terms of 

Mulliken population of AOs centered on each specific atom are reported.  Only transitions with fx10
3
≥5.00 

are reported. Nh denotes the N atom carrying the core-hole. 

 

Peaks 
Core-hole 

site 
E(eV) fx10

3
 

Main atomic contribution to the 

final MO 

 

Assignment 

Atom AO % 

A 

Naza 398.65 42.0 

C  

 

2pz 

66  

 

π
*
(C=C)+π

*
(C-N)  

(LUMO) 

Nh 8 

Naza 7 

Npyr 7 

Npyr 398.91 21.1 

C  

 

2pz 

68  

 

π
*
(C=C)+π

*
(C-N)  

(LUMO) 
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Npyr 5 

Nh 4 

B Naza 400.21 29.7 
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2pz 
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π
*
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*
(C-N)  Naza 17 



 

31 
 

Nh 6 

Npyr 400.39 24.5 

C  

2pz 

69  

 

π
*
(C=C)+π

*
(C-N)  

Npyr 9 

Ti 3dxy 5 

Ti 3dx2-y2 3 

Nh 2pz 3 

Npyr 2py 1 
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Npyr 401.51 8.87 

Ti 3dxz 46  
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*
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O 2py 3 
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Ti 3dz2 1 
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Npyr 401.74 6.58 

Ti 3dxy 29  

 

 

 

π
*
(C=C)+3d Ti+σ*(C-N) 

C 2pz 27 

Ti 3dx2-y2 16 

Npyr 2pz 5 

C 2px 3 

Ti ndxy 2 

Npyr 2px 2 

Npyr 2py 2 

Npyr 2s 1 

Npyr 402.24 10.1 

C  

2pz 

95  

π
*
(C=C)+π

*
(C-N)  Nh 2 

Ti 3dz2 2 

Naza 402.63 19.5 

C  

2pz 

83  

 

π
*
(C=C)+π

*
(C-N)  

Naza 10 

Nh 4 

Nh npx 2 

Ti 3dz2 1 

Npyr 402.75 25.4 

C 2pz 71  

 

π
*
(C=C)+π

*
(C-N)+3d Ti 

Npyr 2pz 13 

Ti 3dxy 9 

Ti 3dx2-y2 5 

Nh 2pz 4 
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403.32 
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Ti 3s 2 
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Table 4 – Peak assignments of the O1s NEXAFS spectrum of randomly-oriented gas phase TiOPc. 

Transition energies (eV), oscillator strengths (fx10
2
), and the composition of the involved MOs in terms of 

Mulliken population of AOs centered on each specific atom are reported. Only transitions with fx10
3
≥1.00 

are reported.  

 

Peaks E(eV) fx10
3
 

Main atomic contribution to the 

final MO 

 

Assignment 

Atom AO % 

A 529.59 1.81 

C  
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65 π
*
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π
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   O 2py 4 
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O ns 1 

          

 

 

 

 

 

 

 

 



 

34 
 

Bibliography 

                                                           
1
 L.-L. Chua, J. Zaumseil, J.-F. Chang, E.C.-W. Ou, P. K.-H.Ho, H. Sirringhaus, R.H. Friend, 

Nature 2005, 434, 194-199 

2
 M.A. Muccini, Nat. Mater. 2006, 5, 605-613 

3
 N. Karl, Synth. Met. 2003, 133−134, 649−657 

4
 T. Breuer, G. Witte, Phys. Rev. B: Condens. Matter Mater. Phys. 2011, 83, 155428 

5
 G. Schweicher, Y. Olivier, V. Lemaur, Y.H. Geerts, Isr. J. Chem. 2014, 54, 595−620 

6
 Y. Diao, K.M. Lenn, W.-Y. Lee, M.A. Blood-Forsythe, J. Xu, Y. Mao, Y. Kim,  J.A. Reinspach,  

  S. Park, A. Aspuru-Guzik, et al. J. Am. Chem. Soc. 2014, 136, 17046−17057 

7
 V. Oja, E.M. Suuberg, J. Chem. Eng. Data 1998, 43, 486−492 

8
 P. Rotter, B.A.J. Lechner, A. Morherr, D.M. Chisnall, D.J. Ward, A.P. Jardine, J. Ellis, W.  

  Allison, B. Eckhardt, G. Witte, Nat. Mater. 2016, 15, 397−400 

9
 V. Mastryukov, C.-Y.Ruan, M. Fink, Z. Wang, R. Pachter, J. Mol. Struct. 2000, 556, 225-237 

10
 V. Oison, M. Koudia, M. Abel, L. Porte, Phys. Rev. B 2007, 75, 035428-1; 035428-6 

11
 P. Erk, H. Hengelsberg, in: K. M. Kadish, R. Guilard, K.M. Smith (Eds.), The Porphyrin  

   Handbook Vol. 19, Amsterdam, 2003, 105-150 

12
 K.Y. Law, Chem. Rev. (Washington, D.C.) 1993, 93, 449-486 

13
 D. Villemin, M. Hammadi, M. Hachemi, et al. Molecules 2001, 6, 831-844 

14
 A. Yamashita, S. Matsumoto, S. Sakata, T. Hayashi, and H. Kanbara, J. Phys. Chem. B 1998,  

   102, 5165-5167 

15
 S. Kera, M.B. Casu, K.R. Bauchspiess, D. Batchelor, T. Schmidt, E. Umbach, Surf. Sci. 2006,  

   600, 1077-1084 

16
 H. Yamane, H.Honda, H. Fukagawa, M. Ohyama, Y. Hinuma, S. Kera, K. Okudaira, N. Ueno, J.  

   Electron Spectrosc. Relat. Phenom. 2004, 137−140, 223−227 

17
 W. Hiller, J. Strӓhle, W. Kobel, M. Hanack, Zeitschrift für Kristallographie 1982, 159, 173-183 

18
 O. Okada, K. Oka, M. Iijima, Jpn. J. Appl. Phys. 1993, 32, 3556−3560 

19
 K. Oka, O. Okada, K. Nukada, Jpn. J. Appl. Phys. 1992, 31, 2181−2184 

20
 Z.D. Popovic et al., J. Phys. Chem. B, 1998, 102 (4), 657–663 

21
 H. Yonehara, C. Pac, Thin Solid Films 1996, 278, 108-113 

22
 J.H. Park, L. Ravavar, I. Kwak, S.K. Fullerton-Shirey, P. Choudhury, A.C. Kummel, J. Phys.  

   Chem. C 2017, 121, 6721−6728 

23
 Y. Alfredsson, H. Rensmo, A. Sandell, H. Siegbahn, J. Electron Spectrosc. Relat. Phenom. 2009,  

   174, 50−54 



 

35 
 

                                                                                                                                                                                                 
24

 J.H. Park, L. Ravavar, I. Kwak, S.K. Fullerton-Shirey, P.Choudhury, A.C. Kummel, J. Phys.  

   Chem. C 2017, 121, 6721−6728 

25
 Y.Y. Wei, S.W. Robey, J.E. Reutt-Robey, J. Phys. Chem. C 2008, 112, 18537–18542 

26
 S. Colonna, G. Mattioli, P. Alippi, A.A. Bonapasta, A. Cricenti, F. Filippone, P. Gori, A.M.  

   Paoletti, G. Pennesi, F. Ronci, G. Zanotti, J. Phys.Chem. C 2014, 118, 5255–5267 

27
 L. Fernández, S. Thussing, A. Mänz, G. Witte, A.X. Brion-Rios, P. Cabrera-Sanfelix, D.  

   Sanchez-Portal, P. Jakob, J. Phys. Chem. C 2017, 121, 1608−1617 

28
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ABSTRACT
We performed a theoretical investigation on the influence of electronic correlation effects on the B1s NEXAFS spectrum of boronic acid
derivatives, namely, boric acid [B(OH)3], phenyl boronic acid (PBA), and 1,4-phenyl diboronic acid (PDBA), employing different com-
putational schemes of increasing complexity, ranging from the purely one-electron scheme based on the transition potential method of
density functional theory (DFT-TP), time-dependent DFT (TDDFT), and multiconfigurational self-consistent field (MCSCF). We also report
experimental measurements of the B1s NEXAFS spectra of the aforementioned molecules together with the high-resolution C1s NEXAFS
spectrum of PBA. We demonstrate that due to the shallow B1s core energy levels compared to C, O, and N, the inclusion of static cor-
relation effects, which can be incorporated by using multireference approaches to excited states, assumes a decisive role in reconciling
experiment and theory on B1s core-electron excitation energies and oscillator strengths to valence states. This claim is corroborated by
the good agreement that we find between the DFT-TP calculated C1s NEXAFS spectrum and that experimentally measured for PBA and by
the failure of both DFT-TP and TDDFT approaches with a selection of xc functionals kernels to properly describe the B1s NEXAFS spec-
trum of PBA and PDBA, at variance with the good agreement with the experiment that is found by employing the MCSCF wave function
approach.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5120175., s

I. INTRODUCTION

Boronic acids are an important class of organoboron com-
pounds with a wide range of applications in synthetic organic
chemistry as well as in biology and medicine.1 More recently, they
have attracted special interest as building blocks in the synthesis of
2D boroxine-based systems.2–5 In particular, the self-condensation
of three boronic molecules leads to the formation of a borox-
ine group, a six membered ring of alternating oxygen and boron
atoms. The use of phenyl precursors with two boronic terminations
enables us to obtain extended covalent frameworks (COFs), whereas

molecules with a single boronic group can be adopted for the syn-
thesis of macromolecules. In this context, phenyl-1,4-diboronic acid
(PDBA) is widely used as a precursor of COFs,3 while the simpler
phenyl-boronic acid (PBA) with only one boronic group undergoes
autocondensation to form triphenylboroxine (TPB) molecules.5 The
synthesis of TPB on the Au(111) surface was completely charac-
terized in a recent work through a combined experimental and
theoretical study of the boroxine-gold interface by means of STM
(Scanning Tunneling Microscopy) and X-ray spectroscopies.5 The
inclusion in the computational scheme of the relaxation effects fol-
lowing the core hole formation is essential for a correct reproduction
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of the spectral features and was achieved by means of the tran-
sition potential (TP) approximation.6,7 This well-established tech-
nique generally works well for describing K-shell excitations of the
first row atoms of the periodic table in systems of varying dimen-
sionality and is able to correctly describe both the energy separation
and the intensity distribution among the spectral features. How-
ever, the application of the DFT-TP scheme to the description of
the B1s core excitations of the aforementioned boronic systems [free
TPB and TPB@Au(111) model cluster] showed an unexpected dis-
crepancy between experiments and theoretical results.5 In particular,
the calculations overestimate by about 0.6 eV the energy separa-
tion between the two main peaks of the B1s spectrum and do not
correctly reproduce the intensity distribution between them, while
the O1s experimental NEXAFS spectrum is correctly reproduced by
the theory. Calculations performed by employing different flavors of
exchange-correlation (xc) potentials at both the DFT and TDDFT
did not improve the agreement with the experimental data. We
therefore ascribed the observed discrepancies to the limited amount
(or the lack) of final state correlation effects (in particular, static
correlation effects) included in the computational approaches.5

We consider it important to analyze in depth the role played
by electron correlation effects in the B1s NEXAFS spectrum simu-
lation of a class of boronic acid derivatives, in view of their signif-
icant importance in the realization of COFs and of their accurate
electronic characterization to understand the intermolecular inter-
actions that give rise to the networks on metal surfaces. This goal can
be achieved by considering the calculation of the B1s core spectra
on passing from a purely one-electron picture, such as the DFT-TP
scheme, to explicitly correlated wave function approaches. The
inclusion of high order correlation effects limits the applicability
of this analysis to only rather small systems because of the rapid
increase in the computational effort with the system dimension.8

The understanding of the effects on model molecules would make
it possible to evaluate possible discrepancies between calculated and
experimental spectra of extended systems, specifically large boronic
networks, for which calculations beyond the one-particle scheme
become quickly unfeasible.

In this work, we systematically investigate the influence of
electron-correlation effects on the B1s NEXAFS spectrum of a series
of isolated boronic molecules of increasing complexity, namely,
B(OH)3, PBA, and PDBA, the latter being a commonly used precur-
sor of boroxine-based networks. Different computational schemes
of increasing complexity are employed in order to reproduce the
high resolution NEXAFS measurements performed at the B1s edge
of the gas phase samples which provide a direct and strict test of the
quality of the calculated excitation energies and oscillator strengths.
To our knowledge, the electronic structure characterization of these
boronic-acid derivatives through a combined experimental and the-
oretical analysis of their B1s NEXAFS spectra has not been reported
yet.

II. EXPERIMENTAL DETAILS
The measurements were performed at the Gas Phase

Photoemission beam line of the Elettra Synchrotron in Trieste
(Italy).9 The samples were vaporized in vacuum at temperatures
rather below the respective melting points, and exactly 78 ○C for
B(OH)3, 36 ○C for PBA, and below 120 ○C for PDBA, using an

inductively heated oven. X-ray Absorption Spectra (XAS) at boron
and carbon K-edges were acquired by measuring the Total Ion
Yield (TIY) with an electron multiplier placed in the experimen-
tal chamber in front of the ionization center. The exciting photon
flux was measured simultaneously using a calibrated Si photodiode
(AxVU100 IRD®) for normalization of the spectra. The energy scale
of the spectra was calibrated by taking simultaneous spectra of the
samples and of the reference gas: the second order signal of N2, N1s
→ π, v = 1: 401.1 eV/2 = 200.55 eV for the boron K-edge10 and the
carbon core absorption spectrum of CO2 for C K-edge. The pho-
ton resolution of spectra was better than 25 meV for boron K-edge
and around 150 meV for carbon one. X-ray Photoemission Spectra
(XPS) data were acquired using a Scienta SES-200 electron analyser11

mounted at the magic angle with respect to the electric vector of the
linearly polarized incident light. B1s XPS spectra have been recorded
at 262 eV with an overall resolution better than 130 meV and have
been calibrated with respect to S2p lines (180.2 and 181.5 eV) of
SF6.12 C1s XPS spectra have been measured at 382 eV, with an over-
all resolution of about 130 meV, and calibrated with respect to C1s
of CO2 at 297.70 eV.13

III. THEORETICAL METHODS AND COMPUTATIONAL
DETAILS

The equilibrium geometry of the three molecules was com-
puted at the local density approximation (LDA) DFT level by
employing the Vosko-Wilk Nusair14 xc potential and a basis set
of Slater-type orbitals (STO) of triple-zeta quality (TZP) for all
atoms. Calculations were done by using the ADF quantum chemistry
program.15 The equilibrium geometries of the three molecules are
included in Table S1 of the supplementary material. In agreement
with a recent work by Rao et al.,16 the lowest energy conformer
of PBA is the planar endo-exo. For PDBA, we find an equilibrium
geometry similar to that of Pawlak et al.17 Optimized geometries
yield structural parameters (bond distances and bond angles) in
very close agreement with those derived from the experimentally
determined crystalline structure for all the molecules considered,
as shown in Tables S2–S4 of the supplementary material. The B1s
NEXAFS calculations for the three molecules were first computed
at the DFT level within the Generalized Gradient Approximation
(GGA) with the PW86xPerdew (PW86) xc functional18 and the TP
scheme (DFT-TP).6,7 In the DFT-TP computational technique, half
an electron is removed from the 1s orbital of the B atom, relaxing
all the orbitals until self-consistency is obtained. Relaxation effects
upon formation of the core hole are usually adequately included
in this approach.19 To accurately describe excitations to diffuse
Rydberg states close to the ionization threshold, an even tempered
quadruple-zeta with a three polarization and three diffuse function
(QZ3P-3DIF) basis set was employed for the core-excited B atom,
while a TZP basis set was used for the remaining atoms. Taking PBA
molecule as a test case, the performance of other DFT functionals,
namely, the hybrid B3LYP20 and the meta-hybrid M06 and meta-
GGA M06-L,21 was first tested. The B1s core excitations of PBA were
also calculated employing the TDDFT approach with the exchange
correlation kernel approximated according to the Adiabatic Local-
Density Approximation (ALDA).22 At the TDDFT level, the cou-
pling between the single excited configurations is formally included.
The core-excited states can be computed efficiently by restricting the
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single excitation space to include only excitations from the subset
of core orbitals.23 The TDDFT core excitation energies are gener-
ally underestimated due to the approximate exchange within the
exchange-correlation functionals; to correct this error, exchange
correlation functionals with varying fractions of Hartree–Fock (HF)
exchange were considered. In particular, the following xc potentials
with the ground state electron configuration were employed: the
standard LB94 functional,24 characterized by the correct asymptotic
behavior, the hybrid B3LYP and PBE0,25 and the meta-hybrid xc
functional M06. The TDDFT simulations of the B1s spectra of PDBA
and B(OH)3 were also performed, and the effects of the different xc
functionals were analyzed.

Ab initio correlated wave function approaches to the calcu-
lation of the B1s NEXAFS spectra of PBA and PDBA were done
using the Multi-Configuration Self- Consistent-Field (MCSCF)
method26,27 as implemented in the MOLPRO quantum chemistry
package.28

MCSCF calculations at the DFT LDA equilibrium geome-
try employ Dunning’s correlation-consistent basis sets: an aug-cc-
pVTZ basis for O and C atoms, a cc-pVTZ basis set for H atoms,
and a doubly augmented basis set (d-aug-cc-pVTZ) for the B atom.
We follow a computational procedure similar to that of Ref. 29, with
some important modifications, due to the much larger size of the sys-
tems under study. The ground and core-excited states are calculated
separately in two different MO basis sets while transition moments
are obtained by means of a biorthogonalization procedure. Since the
localization of the core-hole does not lower the symmetry of the
molecules, all calculations employ the full Cs symmetry. Consider-
ing first the PBA molecule, the active space employed for the MCSCF
calculations comprises 15 active orbitals and 12 electrons. The set of
active orbitals comprises 7 orbitals of a′′ symmetry (2 occupied and
5 virtual orbitals) and 8 orbitals of a′′ symmetry (4 occupied orbitals
and 4 virtual orbitals). To determine the ground-state wave func-
tion, an HF run is followed by a MCSCF calculation on this active
space. The B1s orbital was included in the active space, but kept
frozen and doubly occupied. This is followed by a configuration-
interaction (CI) calculation on the reference-space only, with the
same active space. This last step is needed for the calculation of the
transition moments with the core-excited states. For the calculation
of the core-excited states, a second MCSCF run was performed with
the same active orbital space, with the B1s orbital kept frozen and
its occupation restricted to one electron. The MCSCF calculations
are carried out in the state-averaged mode (10 states) with equal
weight for all states. The same procedure is also followed for the cal-
culation of the core-excited states of PDBA: the active space used
in the MCSCF calculations comprises 14 active orbitals (6 orbitals
of a′ symmetry and 8 orbitals of a′′ symmetry) and 12 electrons.
The choice of the basis set and active spaces was done after several
attempts and tests on both molecules and gave the most accurate
results in terms of energy positions and intensity distribution of
the first two absorption bands assigned to excited states of valence
character.

For the C K-edge NEXAFS spectrum calculation of PBA, a sep-
arate computation of the excitation spectrum of each nonequivalent
C site has been performed, employing the DFT-TP method with the
PW86 functional. The total spectrum has been obtained by summing
up the different contributions. The even tempered QZ3P-3DIF basis
set has been used for the core-excited C atom, while a TZP basis

set has been employed for the remaining atoms; core orbitals of the
latter atoms have been treated by the Frozen Core (FC) technique
([TZP.1s] basis set in the ADF database).

In the figures of each DFT-TP and TDDFT calculated spec-
trum, the B1s/C1s ionization thresholds are shown and used to sep-
arate the below- and the above-edge regions. Only transitions that
occur below the ionization threshold can be accurately described by
the employed computational protocol, while above it only qualitative
information can be extracted, since the electronic continuum wave
function cannot be properly described with the standard basis sets of
quantum chemistry programs.

All the calculated stick spectra have been broadened by using
a Gaussian lineshape Φ(ω; Δε1s → a,γ) with Full-Width-at-Half-
Maximum (FWHM) γ = 0.5 eV for B1s and γ = 0.3 eV for C1s.

IV. RESULTS AND DISCUSSION
The B1s experimental NEXAFS spectra of B(OH)3, PBA, and

PDBA are shown in Fig. 1 (see molecular pictures in Tables S2–S4 of
the supplementary material; the theoretical results, in terms of B1s
core excitation energies and oscillator strengths, which provide the
best match with the experimental data, are also reported, in partic-
ular, the DFT-TP results for B(OH)3 and MCSCF results for PBA e
PDBA. The B(OH)3 spectrum shows only one strong peak below the
ionization threshold while the spectra of PBA and PDBA show a very
similar intensity distribution characterized by a main peak followed
by two features of decreasing intensity. The position of the first peak
is significantly shifted to lower energies (by about 2.5 eV) in going
from B(OH)3 to PBA, while it does not change further from PBA to
PDBA. The experimental energies were extracted by fitting the data
with a Gaussian curve for each main visible structure in the spec-
trum. The B(OH)3 spectrum shows only one strong peak below the
ionization threshold at 194.27 eV. This peak is assigned to the tran-
sition to the 1π∗ orbital provided by the calculations. Since the main
peak shows a slight asymmetry attributed to vibrations, two peaks
with much lower intensity (at 193.85 and 194.85 eV) were provided
in the fit to account also for the vibrational progression. At higher
photon energies, two weak features are also detected (at 195.74 and
197.02 eV) having Rydberg character.

The spectra of PBA and PDBA are very similar to each other
but differ from B(OH)3: they are broader than B(OH)3 and consist
in a main peak followed by two peaks of decreasing intensity. Given
the broader width, it was not possible to appreciate by fitting if there
are vibrational structures also for PBA and PDBA.

In order to have a key for the interpretation of the core spec-
tra in terms of a single particle model, it can be useful to con-
sider the theoretical results obtained at the DFT-TP level with the
PW86 functional for the three molecules [reported in Table S5 of the
supplementary material together with the experimental energies and
in Figs. 1, 2, and 4 for B(OH)3 PBA and PDBA, respectively]. Also
plots of the MOs of π∗ nature involved in the most intense tran-
sitions giving rise to the first two peaks of PBA and PDBA spectra
are reported in Fig. S1 of the supplementary material. The low-lying
intense peak of the three spectra is assigned to the B1s→ LUMO
transition. The LUMO orbital is an antibonding π∗ orbital con-
tributed by the 2p perpendicular atomic components of B and, to
a lesser extent, O atoms in B(OH)3, which also delocalizes on the
phenyl ring bonded to the B atom in PBA and PDBA molecules.

J. Chem. Phys. 151, 134306 (2019); doi: 10.1063/1.5120175 151, 134306-3

Published under license by AIP Publishing

https://scitation.org/journal/jcp
https://doi.org/10.1063/1.5120175#suppl
https://doi.org/10.1063/1.5120175#suppl
https://doi.org/10.1063/1.5120175#suppl


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

FIG. 1. Experimental B 1s NEXAFS spectra of B(OH)3 (upper panel), PBA (central
panel), and PDBA (lower panel). Vertical red lines: calculated excitation energies
and oscillator strengths at the DFT-TP level for B(OH)3 and at the MCSCF level for
PBA and PDBA. A rigid shift to lower excitation energies of −0.47 eV, −2.48 eV,
and −2.26 eV was applied to the calculated excitation energies of B(OH)3, PBA,
and PDBA, respectively, to align the first excitation energy to the first experi-
mental peak. Vertical blue lines: IP experimental values [199.0 eV, 197.75 eV,
and 197.75 eV for B(OH)3, PBA, and PDBA, respectively].

The stabilizing effect due to the aromaticity and the additional
relaxation induced by the phenyl ring accounts for the lowering
of the first excitation energy on passing from B(OH)3 to the two
boronic acid derivatives. The higher energy low intensity lines of
the B(OH)3 spectrum below edge (in the energy range 195–199 eV)
correspond to transitions into MOs of diffuse nature and correctly
reproduce the spectral shape at the higher energy side of the main
peak (see the upper panel of Fig. 1). In order to facilitate the com-
parison with the experiment, Fig. S6 of the supplementary material
shows the DFT-TP B1s stick spectrum of figure broadened by using
a proper Gaussian lineshape.

The calculated energy and intensity of the second peak, vis-
ible in the experimental B1s NEXAFS spectra of both PBA and
PDBA, are instead overestimated by the DFT-TP calculations with

FIG. 2. Comparison between calculated and experimental NEXAFS B1s spectra
of PBA. Upper panel: DFT-TP results with the PW86 xc functional. Lower panel:
TDDFT results with the B3LYP xc functional. The calculated spectra were rigidly
shifted on the experimental energy scale (DFT-TP: +0.04 eV; TDDFT: +10.16 eV).
Vertical blue lines: IP experimental values.

the PW86 functional (see Figs. 2 and 4): it has again a π∗ nature in
both spectra, very similar to the first more intense peak, associated
with the 2p AOs perpendicular to the molecular plane of carbons
in the phenyl ring and of the B atom bonded to the ring. The third
less intense feature (around 196 eV) in the PBA and PDBA spectra
is instead assigned to empty molecular orbitals of diffuse charac-
ter. The DFT-TP failure in describing the B1s core excitations of
PBA and PDBA molecules was investigated in depth by employing
different theoretical approaches, both in DFT and TDDFT frame-
works and in the multireference MCSCF level of theory that includes
higher order (mainly static) electron correlation effects. To this pur-
pose, we focus on the PBA molecule as a test case. The most accu-
rate results for PBA, obtained employing the PW86 functional at
the DFT-TP level and the B3LYP functional at the TDDFT level,
are reported in Fig. 2 together with the experimental spectrum for
comparison.

The DFT-TP spectrum shows two main deficiencies with
respect to the experiment: the overestimation (of about 0.4 eV) of the
energy separation between the first two peaks as well as an incorrect
intensity distribution, with very similar oscillator strengths calcu-
lated for the two peaks. The effect of the potential choice on the DFT-
TP results was assessed by employing other exchange-correlation
potentials (hybrid B3LYP, and meta-hybrid M06 and M06-2x). The
discrepancies with the experiment persist however in all the simu-
lations (see Fig. S2 of the supplementary material), suggesting that
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such poor performance is due to the neglect of electron-correlation
effects that are beyond DFT.

It is important to observe that all calculations confirm the same
nature for the calculated features, independently from the choice of
the xc potential. To go beyond the one-electron approximation and
include explicitly many-body effects in the computational approach,
we first considered the TDDFT method, which formally includes
the coupling between the single excited (1h-1p) configurations. The
lower panel of Fig. 2 compares the TDDFT (B3LYP) results with the
experiment. Focusing on the first two peaks, a further deterioration
of the description is apparent compared to the DFT-TP results, with
an additional increase in the energy separation (0.82 eV) between
the two low-energy absorption bands, as well as of the intensity of
the second peak that now exceeds that of the first one. As concerns
the nature of the excitations, the lower lying final state is described
by a single 1h-1p configuration corresponding to a pure B1s to
LUMO transition in line with the DFT-TP description, while the
second peak is contributed by two excitations (at 195.02 eV and a
less intense at 195.66 eV) deriving from the mixing of two configura-
tions. These involve with different weight two B1s transitions toward
the same final orbitals, in particular, a higher energy π∗ valence
MO, delocalized over the phenyl ring and the boronic group, and
a quite diffuse MO still of π∗ symmetry. No significant variations of
the energy splitting and the intensities distribution among the first
two peaks were obtained employing other functionals (LB94, PBE0,
and M06), as shown in Fig. S3 of the supplementary material. It is
interesting to underline that the TDDFT calculations performed on
the B1s spectrum of B(OH)3 confirm instead the spectral descrip-
tion obtained at the DFT-TP level. The B(OH)3 TDDFT results,
obtained with different xc functionals, are reported in the Fig. S7
of the supplementary material, which shows the good reproduction
and the substantial convergence toward the experimental profile of
all the DFT based calculations. The analysis of all these results sug-
gests that the configuration mixing described by the TDDFT with
the ALDA approximation is not adequate to properly describe the
B1s spectrum of PBA. It is by now well known that the ALDA

approximation for the xc functional within linear response TDDFT
fails in describing double excitations;30–32 therefore, it appeared nec-
essary to employ ab initio techniques able to include electronic exci-
tations higher than 1h1p in the configuration space. In this respect,
a well-established approach to treat many-body effects in excited
states is the MCSCF, which allows us to construct a reasonable
number of configurations by considering all the possible excita-
tions among the orbitals of a selected active space. The active space
employed for the MCSCF calculations includes some virtual MOs
with diffuse character which are however not sufficient to describe
accurately the higher energy states generated by the MCSCF proce-
dure starting from this active space. Therefore, it proves appropriate
for an accurate description of the lowest lying core excited states
mostly of valence character, while higher energy excitations of dif-
fuse nature are not correctly taken into account. The use of larger
active spaces is however intractable given the size of the systems at
hand. However, the low-energy region of the NEXAFS B1s spectrum
is anyway the more interesting one, where the breakdown of DFT
theories is more evident. Accordingly, Fig. 3 reports only the lowest
lying calculated core electron excitations which account for the first
two bands observed in the NEXAFS experimental spectrum of PBA
(the left panel of Fig. 3).

A significantly better description of the first two bands of the
B1s spectrum is now obtained, with an almost quantitative agree-
ment with the experiment both as concerns the energy separation
between the two peaks and their relative intensity. The actual rea-
son for such an improvement can be identified inspecting the nature
of the MCSCF wave functions. The lowest lying transition (calcu-
lated at 194.51 eV), associated with the first peak in the experi-
ment at 192.03 eV (see Fig. 3 and Table S5), is well described by
a single 1h-1p configuration (its coefficient is 0.91) correspond-
ing to the B1s → 6a′′ (LUMO) transition. Its calculated intensity
is the largest in agreement with the experimental intensity trend.
The next calculated excitation (at 196.80 eV), describing the sec-
ond experimental peak at 194.20 eV (see Fig. 3 and Table S5), is
actually described by two strongly mixed configurations: the 1h1p

FIG. 3. Comparison between theoreti-
cal MCSCF and experimental spectra of
the lower lying B1s core excitations of
PBA (left panel) and PDBA (right panel)
of valence nature. The calculated spec-
tra were rigidly shifted on the experi-
mental energy scale (−2.48 eV for PBA;
−2.26 eV for PDBA).
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B1s → 8a′′ (LUMO+2) excitation (with coefficient −0.521) and the
2h2p excitation [B1s−1 (HOMO-1)−1 (6a′′)2] (with coefficient 0.588)
which involves the simultaneous excitation of the B1s core electron
and of a second electron from the HOMO-1 occupied MO into the
LUMO orbital. The calculated oscillator strength for this transition
is lower than that predicted by DFT-TP and TDDFT and correctly
reproduces the experimental intensity distribution between the two
peaks. The presence of a doubly excited configuration in the descrip-
tion of this excited state has therefore a profound effect on the
description of the second peak in the B1s NEXAFS spectrum of
PBA and accounts for the failure of both the single particle (DFT)
and the 1h1p configuration-interaction (TDDFT) approaches. It is
worth noting that the final orbitals (6a′′ and 8a′′), involved in the
two excited configurations that describe the transition calculated at
196.80 eV, both have a π∗ character. The diffuse MOs included in
the active space do not contribute to these excited configurations,
further confirming the π∗ nature of the second experimental peak,
in line with the DFT-TP attribution. This observation is important
in the perspective of a B1s NEXAFS spectral interpretation based on
the DFT-TP approach of large systems for which a MCSCF approach
like the one used here quickly becomes unfeasible.

The DFT-TP (with the PW86 functional) and TDDFT (with the
B3LYP functional) approaches also fail when applied to the B1s spec-
trum simulation of the PDBA molecule, as it is clearly visible in Fig. 4
where the results are compared with the experimental spectrum.

FIG. 4. Comparison between calculated and experimental NEXAFS B1s spectra
of PDBA. Upper panel: DFT-TP results with the PW86 xc potential. Lower panel:
TDDFT results with the B3LYP xc potential. The calculated spectra were rigidly
shifted on the experimental energy scale (DFT-TP: 0.19 eV; TDDFT: +10.41 eV).
Vertical blue lines: IP experimental values.

Apart from the overestimation of the energy separation between the
two lower lying peaks, a wrong intensity distribution between them
is also provided by both the computational schemes.

The influence of different DFT exchange-correlation potentials
was again tested. Bearing in mind what the study on PBA pointed
out, we restricted the performance analysis at the DFT-TP level
to only two xc functionals (PW86 and B3LYP), while all the xc
functionals employed for the PBA molecule were considered in the
TDDFT calculations. The results are collected in Figs. S4 and S5 of
the supplementary material.

The inspection of the figures indicates that the disagreement
between theory and experiment cannot be removed by simply vary-
ing the xc energy functional, similar to what was already found for
PBA. Concerning the interpretation of the main structures of the
PDBA B1s spectrum, it is convenient to rely on the DFT-TP results
of Fig. 4 (upper panel), pointing out that the interpretation does not
change irrespective of the xc potential employed.

Both the first two peaks have a π∗ nature and the relative final
orbitals (LUMO and LUMO+3) involve the phenyl ring as well as the
2p AOs of the B atoms and, to a minor extent, of the O atoms per-
pendicular to the molecular plane. The less intense feature at higher
energy is ascribed to empty orbitals of diffuse nature.

The TDDFT-B3LYP results (the lower panel of Fig. 4) are in
even worse agreement with the experiment, in line with the trend
found for PBA. The lower lying absorption peak is described by a
single 1h-1p configuration corresponding to the B1s→ LUMO exci-
tation while the second one is contributed by two lines (calculated at
184.18 eV and 184.33 eV) with a very different intensity. Each one
is characterized by a combination with different weights of the same
two 1h1p excited configurations involving the excitations of the B1s
core electron into the second π∗ valence MO and into a higher
energy diffuse MO. The configuration mixing restricted to the 1h1p
configuration space proves to be not adequate to correctly describe
the B1s core excitations also in the PDBA molecule. A substantially
improved agreement with the experiment is obtained at the MCSCF
level, as illustrated in the right panel of Fig. 3. The energy separation
between the two calculated bands is now well described although a
slight overestimate is still present, while their intensity ratio is very
satisfactory. At the MCSCF level, the core hole final state (calculated
at 194.23 eV) and associated with the lowest lying band in the exper-
iment at 192.00 eV (see Fig. 3 and Table S5) is well described by a
single configuration (the relative coefficient is 0.91) corresponding
to the B1s→ 8a′′ (LUMO) excitation. The second final state (calcu-
lated at 196.49 eV) attributed to the second experimental peak at
193.97 eV (see Fig. 3 and Table S5) instead has a multiconfigura-
tion nature being essentially described by two dominant configura-
tions: the single excitation B1s → 10a′′ (LUMO+2) and the doubly
excited configuration B1s−1(HOMO-1)−1

→ 8a′′ whose CI coeffi-
cients are −0.59 and 0.62, respectively. Both virtual orbitals are of π∗
valence nature. In summary, the analysis of the MCSCF results indi-
cates the importance of doubly excited configurations in the descrip-
tion of B1s core-excited states in PBA and PDBA boronic acid
derivatives.

In order to ensure that the aforementioned many-body effects
are a specific feature of the B1s core excited states of these systems,
and to a much lesser extent, the K-shell excitation of the heavier
C and O elements, we decided to calculate the C1s NEXAFS spec-
trum of PBA, for which we also report here the high resolution XAS
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spectrum at the C K-edge, essential for a meaningful comparison
with the theoretical data. The calculations of the C1s NEXAFS spec-
trum of PBA were performed at the DFT-TP level, bearing in mind
that this approach is very effective to describe this edge in a variety
of molecular systems, as cited in the introduction, and gave results in
very good agreement with experiments for the O K-shell.5 The the-
oretical spectrum is reported in Fig. 5, together with the gas phase
experimental data. The colored partial contributions of all nonequiv-
alent carbon atoms (Ci) on which the core hole is localized are also
highlighted. The calculated site-resolved spectra facilitate the anal-
ysis of the transitions and the attribution of the spectral features
in terms of the specific carbon atom contributions (see Fig. S9 of
the supplementary material). The detailed analysis of the calculated
spectrum can be found in Table S6 of the supplementary material.

Inspection of Fig. 5 reveals the good match between experiment
and theory; in particular, the theoretical results correctly describe
the energy separation among the peaks as well as the relative inten-
sity distribution. These results therefore prove that the relaxation
effects explicitly included in the DFT-TP computational scheme are
suitable for correctly describing the C K-edge spectrum of the PBA
molecule, also in the presence of important electronic correlation
effects related to the aromatic stabilization as well as to charge polar-
ization. As concerns the assignment of the experimental spectral
features, the first and most intense peak (peak B) derives from the
C1s→ LUMO (1π∗) transitions from all the Ci sites, with the excep-
tion of C2, whose 1π∗ transition gives rise to the lower energy shoul-
der (peak A at around 284.4 eV), reflecting the increased electrostatic
shielding of the C2 atom due to the bond with the boron atom. The
1π∗ orbital is delocalized on the phenyl ring and to minor extent on
the two B-OH moieties, in analogy with the B1s core spectrum attri-
bution. Also, the higher energy shoulder of peak B has a π∗ character.
Peaks C and D are contributed by several low intensity transitions
toward orbitals with significant diffuse C atomic components, while
the stronger feature E mainly derives from transitions toward higher

FIG. 5. C-K edge NEXAFS spectrum of PBA: experimental spectrum (blue circles)
and calculated line-shape (black solid line) with partial Ci contributions (thick col-
ored vertical bars). The chemical structure of PBA is reported in the inset. The cal-
culated spectrum was rigidly shifted on the experimental energy scale by−0.45 eV
in order to match the experimental results. Colored vertical dashed lines: ΔKS C1s
ionization thresholds.

energy π∗ orbitals from all the Ci sites except C2 whose correspond-
ing π∗ transition falls at lower energy, in the region of the peak
D. Transitions to diffuse orbitals also contribute to E and F higher
energy features. In summary, the C1s results further support the
hypothesis that high-level correlation effects beyond the relaxation
contributions specifically influence the B1s core excitations in PBA
and PDBA (and likely in other phenyl-boronic acid derivatives) and
their inclusion is crucial to obtain a quantitative description of the
experimental spectral structures. The present C1s results for PBA
represent an important piece of information to approach with more
confidence the NEXAFS calculations at the K-edge of the differ-
ent atoms present in this kind of molecules, also in the perspective
of possible applications to more extended systems based on phenyl
boronic acids.

V. CONCLUSIONS
Our study raises a warning for the theoretical interpretation of

B1s NEXAFS spectra in phenyl boronic systems of various dimen-
sionality. In this work, we investigated the influence of electron-
correlation effects in the theoretical description of B1s core exci-
tations of B(OH)3, PBA, and PDBA molecules. High-resolution
synchrotron radiation measurements at the B K-edge are also
reported and allow a strict comparison between observed and theo-
retical data. The DFT-TP approach is suitable for correctly describ-
ing the B1s NEXAFS spectrum of the simplest B(OH)3 molecule but
fails when applied to the two phenyl boronic molecules, irrespec-
tive of the exchange-correlation functional employed. The inade-
quacy of the one electron scheme shows up in a poor reproduction
of the energy separation and the intensity distribution between the
first two bands of the experimental spectrum. To obtain a satis-
factory agreement with the experiment, correlation effects beyond
those described by the coupling of singly excited configurations,
as in the TDDFT approach, have to be included in the computa-
tional scheme. This was demonstrated by performing B1s core spec-
tra calculations of PBA and PDBA at the MCSCF level of theory
which provides a quantitative reproduction of the first two absorp-
tion bands. An analysis of the MCSCF wave functions revealed the
importance of a doubly excited configuration in the description of
the excited state associated with the second peak of the PBA and
PBDA B1s spectra, and accounts for the breakdown of both single-
particle (DFT) and the 1h-1p configuration interaction (TDDFT)
approaches. Concerning the interpretation of the two main peaks
of the PBA and PDBA B1s spectrum, it is convenient to rely on
the DFT-TP results because the final MOs involved in the excited
MCSCF configurations and in the single particle description of the
main peaks have the same π∗ nature. This is important in the
perspective of a B1s NEXAFS spectral interpretation based on the
DFT-TP approach of large systems for which the use of explicitly
correlated wave function methods has become quickly unfeasible.
The theoretical simulation of the C1s NEXAFS spectrum of PBA,
for which the high resolution XAS spectrum at the C K-edge was
acquired, was performed at the DFT-TP level, and a good match
between theory and experiment was obtained, confirming that (i)
the relaxation effects explicitly included in the DFT-TP computa-
tional scheme are suitable for correctly describing the C K-edge
spectrum of this system and (ii) strong electron-correlation effects
specifically affect the B1s core excited states of these important
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boronic-acid derivatives. We are led to assume that the relaxation
of the charge density following the core-hole formation can be less
pronounced for the shallower B1s core state, compared to C or N
ones, and residual electron correlation effects (quasidegenerate cor-
relation effects) can play a more important role in the description
of the core excitation process than in the heavier first row atoms
such as C, N, and O. Another aspect, which is however specific
to the molecules under study, is connected to their planarity [i.e.,
the B(OH)2 moiety is coplanar with the phenyl ring] with conse-
quent additional electron delocalization effects, which are challeng-
ing to describe at the TP approximation. In particular, in the case
of boron, the effective +0.5 charge used in the standard TP method
is unable to correctly describe the extent of electron delocalization
upon the formation of the core hole. In this respect, the MCSCF
approach is better suited to describe the interaction of the excited
B1s electron with the valence charge density (due to a more accu-
rate, correlated description of the core-excited final states beyond
1h-1p).

SUPPLEMENTARY MATERIAL

See the supplementary material for further details about calcu-
lations, optimized equilibrium geometries, and comparison with the
experimental data (Tables S1–S4); full assignment of B1s NEXAFS
spectra of B(OH)3, PBA, and PDBA (Table S5); DFT and TDDFT
results for B1s NEXAFS spectra of B(OH)3 PBA and PDBA not
included in the manuscript (Figs. S1–S7); and experimental C1s
NEXAFS spectrum (Fig. S8) and full assignment of the C1s NEXAFS
spectrum of PBA (Fig. S9, Table S6).
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Details on the Theoretical Methods  

 

In the DFT-TP approach the ionization energy threshold is obtained  from the KS eigenvalue:  

 

 Eion=− εi
TP

                               (1)   

 

The TP approach leads to a less attractive potential and the absolute transition energies are 

generally too large. In order to correct the NEXAFS energies, ΔKS (ΔSCF Kohn-Sham) calculations of 

the ionization energies have been performed, allowing a full relaxation of the ionized core hole.  

The energy of the 1s-1 ionic state is obtained from an unrestricted KS calculation. The DFT-TP 

excitation energies are then shifted with respect to the  ΔIP value corresponding  to [ ε1s
TP
− ΔKS ] .  
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Results  

 

Table S1. Calculated  equilibrium geometry of B(OH)3, PBA and PDBA 

ATOM 
          X(Å)              Y(Å)                         Z(Å) 

                                                      B(OH)3 

B 0,000054 0,000013 0,00000 

O 0,000249 1,363462 0,00000 

O -1,181008 -0,681344 0,00000 

O 1,180702 -0,682003 0,00000 

H -0,904416 1,726263 0,00000 

H -1,042994 -1,646220 0,00000 

H 1,947623 -0,080410 0,00000 

    

                                        PBA 

B 0,0000000 0,0096633 -1,70810337 

C 0,0000000 0,0223251 -0,14043806 

C 0,0000000 1,2117228 0,60154157 

C 0,0000000 1,1983228 1,99392115 

C 0,0000000 -0,0175929 2,67435209 

C 0,0000000 -1,2128468 1,95691803 

C 0,0000000 -1,1900545 0,56527269 

H 0,0000000 -2,1177759 0,00890669 

H 0,0000000 -2,1580718 2,48272471 

H 0,0000000 -0,0329436 3,75588480 

H 0,0000000 2,1285110 2,54569437 

H 0,0000000 2,1735712 0,09997797 

O 0,0000000 1,1417296 -2,48725168 

H 0,0000000 1,9485114 -1,96808006 

O 0,0000000 -1,2020278 -2,34386601 

H 0,0000000 -1,0876129 -3,29963972 

    

                                         PDBA 

C 0,660622 1,211186 0,000000 

C 1,407880 0,034090 0,000000 

B 2,957905 0,041889 0,000000 

C 0,721823 -1,180660 0,000000 

H 1,164825 2,187710 0,000000 

C -0,720926 1,183225 0,000000 

C -0,659753 -1,208611 0,000000 

C -1,407005 -0,031532 0,000000 

B -2,957088 -0,039384 0,000000 

H 1,301911 -2,108650 0,000000 

O 3,702710 1,184288 0,000000 

O 3,614613 -1,148585 0,000000 

O -3,613831 1,151048 0,000000 

O -3,701716 -1,181897 0,000000 

H 4,582176 -1,020271 0,000000 
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H -4,581426 1,022855 0,000000 

H -1,163805 -2,185223 0,000000 

H -1,301037 2,111207 0,000000 

H 3,147750 1,985732 0,000000 

H -3,146500 -1,983197 0,000000 
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TABLE S2 - Comparison between theoretical and experimental geometrical parameters for B(OH)3. 

Bond lengths are expressed in Å,  angles in degrees.  
 

 

 
                                                          

 

 

 

 

 

 

 

 

 

                                                                                               aR.R.Shuvalov, P.C.Burns, Acta Crystallographica, Section C: Crystal Structure         

                                                              Communications, 2003, 59, i47-i49 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Bond lengths  Calculated Experimentala 

B-O1 1.3634 1.3610 

B-O2 1.3635 1.3640 

B-O3 1.3635 1.3630 

Angles Calculated Experimentala 

O1-B-O2 119.989 119.900 

O1-B-O3 120.005 120.400 

O2-B-O3 120.006 119.600 
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TABLE S3 - Comparison between theoretical and experimental geometrical parameters for PBA.  

Bond lengths are expressed in Å,  angles in degrees.  

 

      
                                                                    

 

 

   

 

 

 

 

 

 

 

 
   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

aS.J.Rettig, J.Trotter,  Can.J.Chem., 1977, 55, 3071-3075 

 

 

 

Bond lengths  Calculated Experimentala 

C2-B 1.5677 1.5660 

B-O13 1.3743 1.3750 

B-O15 1.3684 1.3668 

C2=C3 1.4019 1.4025 

C2-C7 1.4028 1.4070 

C3-C4 1.3924 1.3920 

C4=C5 1.3934 1.3860 

C5-C6 1.3940 1.3760 

C6=C7 1.3918 1.3915 

Angles Calculated Experimentalb 

C-B-O13 124.075 120.150 

C-B-O15 118.148 119.200 

O13-B-O15 117.777 115.950 

B-C2=C3 122.420 121.950 

B-C2-C7 119.740 120.600 

C2=C3-C4 121.406 121.150 

C2-C7=C6 121.141 121.150 

C3=C2-C7 117.840 117.450 

C3-C4=C5 119.783 120.000 

C4=C5-C6 119.795 121.500 
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TABLE S4 - Comparison between theoretical and experimental geometrical parameters for PDBA.    
Bond lengths are expressed in Å, angles in degrees.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

aP. Rodríguez-Cuamatzi, G. Vargas-Díaz, T. Maris, J.D. Wuest, H. Höpfl, Acta    Crystallographica, Section E: Structure 
Reports Online, 2004, 60 (8), o1316-  o1318                

Bond lengths  Calculated Experimentala 

C2-B1 1.5501  

1.5640 C5-B8 1.5500 

B1-O13 1.3637 1.3600 

B1-O15 1.3596 1.3490 

B8-O10 1.3637 1.3600 

B8-O9 1.3596 1.3490 

C2=C3 1.3942 1.3840 

C2-C7 1.3951 1.3900 

C3-C4 1.3816 1.3810 

C4=C5 1.3951 1.3900 

C5-C6 1.3943 1.3840 

C6=C7 1.3818 1.3810 

Angles Calculated Experimentalc 

C2-B1-O13 123.384 122.620 

C2-B1-O15 118.595 119.670 

C5-B8-O10 123.391 122.620 

C5-B8-O9 118.594 119.670 

O13-B1-O15 118.021  

117.700 O10-B8-O9 118.014 

B1-C2=C3 122.119 121.920 

B1-C2-C7 119.747 120.740 

C2=C3-C4 121.250 121.440 

C2-C7=C6 120.617 121.230 

C3=C2-C7 118.134 117.330 

C3-C4=C5 120.616 121.230 

C4=C5-C6 118.135 117.330 

C5-C6=C7 121.249 121.440 
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The following Table S5 reports the calculated B1s excitation energies E(eV) and oscillator strengths 

(f)  useful to assign the experimental features on the basis of the DFT-TP results for the B(OH)3 , 

PBA and PDBA obtained with the PW86 xc potential. Figures  are  reported in the main text ( upper 

panel of : Figure 1 for the B(OH)3 ,  Figure 2 for PBA and Figure 4  for PDBA). Due to the low cross 

section of diffuse Rydberg MOs and the low density of the samples in gas phase, these high energy 

states results hidden in the experimental  noise. 
  

Table S5. B1s excitation energies E(eV) and oscillator strengths (f)  for  the main transitions 

below edge of B(OH)3, PBA and PDBA calculated with DFT-TP (PW86 xc potential) approach. 

Experimental energies are reported in the last column 

 

E(eV)a E (eV) shiftedb f c Assignment Experiment (eV)d 

B(OH)3   

194.74  194.27 0.088 1π* [main contributions: 2pz  B ,O ] 194.27(2)  

                   193.85(6) 
     194.85(2) 

vibrational features  

196.310 195.840 0.0021   

diffuse Rydberg MOs 

 

195.74(4) 196.313 195.843 0.0021 

197.22 196.75 0.0017  

diffuse Rydberg MOs 

 

197.02(9) 197.60 197.13 0.0020 

197.61 197.14 0.0024 

PBA  

191.99 192.03 0.0408 1π* [main contributions: 2pz C, B ; 

minor 2pz O] 

192.03(1) 

194.57 194.61 0.0369 2π* [main contributions: 2pz C, B ; 

minor 2pz O] 

 

194.20(1) 

194.77 194.81 0.0020  

diffuse Rydberg MOs 195.65 195.69 0.0022  

195.94(1) 195.78 195.82 0.0016 

PDBA  

191.81 192.00 0.0691 1π* [main contributions: 2pz C, B ; 

minor 2pz O] 

192.00(1) 

194.07 194.26 0.0762 π* [main contributions: 2pz C, B ; 

minor 2pz O] 

193.97(1) 
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194.78 194.97 0.0036  

diffuse Rydberg MOs 196.17 196.36 0.0050  

 

195.66(1) 

196.29 196.48 0.0021 

196.42 196.61 0.0069  

mixed Rydberg/valence π* MOs 196.60 196.79 0.0116 

 

aCalculated excitation energies. Calculated IP-ΔSCF: 198.58 eV for B(OH)3;  196.93 eV for PBA; 196.94 eV for PDBA. 
bCalculated excitation energies shifted by -0.47 eV (B(OH)3), 0.04 eV (PBA), 0.19 eV (PDBA) to match the first 

experimental peak. 
cOnly transitions with oscillator strength f ≥0.0015 are reported. 
dThe experimental energies  have been extracted from measured data, fitting the B K-edge spectrum with a Gaussian 

curve for each main visible structure in the spectrum. 
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a) 

   
 

 

 

 

 

 

 

 

 

 

 

 

 

 

b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Fig. S1. Plot of the calculated DFT-TP (PW86 xc potential) unoccupied MOs involved in the two 

main  B1s transitions of PBA and PDBA spectra. Panel a: LUMO (left) and LUMO+3 (right) MOs of 

PBA; panel b: LUMO (left)  and LUMO+3 (right) MOs of PDBA. Displayed isosurface corresponds to 

±0.03  e1/2 a0
-3/2 value. 
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B1s NEXAFS spectra  

 

 

excitation energy (eV)

190 192 194 196 198 200

f

0,00

0,02

0,04

M06-L

exp

f

0,00

0,02

0,04

M06

exp

f

0,00

0,02

0,04

B3LYP

exp

PBA DFT-TP

f

0,00

0,02

0,04

PW86

exp

 
 

 

Fig. S2. Calculated B1s NEXAFS spectrum of PBA at DFT-TP level employing the exchange 

correlation potential   indicated by the legend. The experimental spectrum is reported for 

comparison. A rigid shift  has been applied to the calculated  B1s profiles  to align the energy 

position of the first absorption peak to the experimental one ( +0.04 eV for PW86, -0.84 eV for 

B3LYP, -0.48 eV for M06 and +0.33 eV for M06-L). Vertical blue lines: IP (B1s) experimental value.
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PBA TDDFT

excitation energy (eV)
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Fig. S3. Calculated B1s NEXAFS spectrum of PBA at TDDFT  level employing exchange correlation 

potentials with increasing fractions of Hartree–Fock (HF) exchange. The experimental spectrum is 

reported for comparison. A rigid shift has been applied to the calculated B1s profiles to align the 

energy position of the first absorption peak to the experimental one ( 3.29 eV for LB94; 10.16 eV 

for B3LYP; 9.60 eV for PBE0; 9.23 eV for M06). Vertical blue lines: IP (B1s) experimental value. 
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Fig. S4. Calculated NEXAFS B(1s) of PDBA at DFT-TP level employing the exchange correlation 

potential   indicated by the legend. The experimental spectrum is reported for comparison. A rigid 

shift has been applied to the calculated  B1s profiles to align the energy position of the first 

absorption peak to the experimental one (0.19 eV for PW86, -0.64 eV for B3LYP). Vertical blue lines: 

IP (B1s) experimental value. 
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Fig. S5. Calculated NEXAFS B(1s) of PDBA at TDDFT level employing exchange correlation potentials 

with increasing fractions of Hartree–Fock (HF) exchange. The experimental spectrum is reported 

for comparison. A rigid shift   has been applied to the calculated  B1s profiles  to align the energy 

position of the first absorption peak to the experimental one (3.74 eV for LB94; 10.41 eV for B3LYP; 

9.82 eV for PBE0; 9.42 eV for M06) . Vertical blue lines: IP (B1s) experimental value. 
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Fig. S6. Calculated NEXAFS B(1s) of B(OH)3 at  DFT-TP  level with PW86 exchange correlation 

potential. The experimental spectrum is reported for comparison. A rigid shift  of 0.47 eV has been 

applied to the calculated  B1s profiles  to align the energy position of the first absorption peak to 

the experimental one. Vertical blue lines: IP (B1s) experimental value. 
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Fig. S7. Calculated NEXAFS B(1s) of B(OH)3 at TDDFT level employing a selection of exchange 

correlation potentials. The experimental spectrum is reported for comparison. A rigid shift   has 

been applied to the calculated  B1s profiles  to align the energy position of the first absorption peak 

to the experimental one  (9.16 eV for B3LYP; 8.62 eV for PBE0; 8.81 eV for M06) . Vertical blue lines: 

IP (B1s) experimental value. 
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Fig. S8. Experimental C K-edge NEXAFS spectrum of PBA 
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Fig. S9. C K-edge NEXAFS spectrum of PBA. Upper panel: experimental spectrum (blue circles) and 

calculated lineshape (black solid line) with partial Ci contributions (thick colored vertical bars) 

calculated at DFT-TP   level employing the PW86 exchange correlation potential. The chemical 

structure of PBA is reported in the inset. Lower panels: Partial C1s DFT-TP   calculated spectra. All 

the calculated spectra have been rigidly shifted on the experimental energy scale by -0.45 eV in 

order to match the experimental results. Colored vertical dashed lines: ΔKS C1s ionization 

thresholds (C2: 289.96 eV;  C3: 290.54 eV;  C4: 290.51 eV; C5: 290.50 eV; C6: 290.45 eV; C7: 290.34 

eV). 
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Table S6. Peak assignments for the C K-edge NEXAFS spectrum of PBA calculated at DFT-TP  level 

employing the PW86 exchange correlation potential. Experimental energies are reported in the last 

column.  

 
 Calculated Assignment Experiment 

Peak Site E(eV) shifted a f x102  b  E(eV)c 

A C2 284.42 2.32 1π* (LUMO) 284.38+/-0.02 

B 

C7 284.98 2.78  

 

1π* (LUMO) 

 

 

284.98+/-0.01 

C5 284.99 2.82 

C3 285.15 2.76 

C6 285.16 2.34 

C4 285.26 2.37 

C7 285.53 0.55  

 

2π*(LUMO+1) 

 

 

285.25+/-0.04 

C6 285.57 0.68 

C4 285.58 0.71 

C3 285.77 0.49 

C 

C3 287.00 0.89  

mixed Rydberg/ valence 

*(O-H) 

 

  287.17+/-0.04 C4 287.30 0.32 

C5 287.37 0.16 

D 

C2 287.70 0.56 π*  

 

 

287.71+/-0.05 

C6 287.87 0.70  

 

mixed Rydberg/ valence 

*(O-H) 

C5 287.91 0.74 

C7 287.97 0.22 

C4 287.98 0.47 

 

 

 

E 

C3 288.13 0.19  

Rydberg  

 

288.66+/-0.07 C7 288.15 0.24 

C4 288.27 0.25 

C7 288.26 0.28  

 

 

C5 288.27 1.19  
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aCalculated excitation energies shifted by - 0.45 eV to match the first experimental peak  

bOnly transitions with oscillator strength fx102≥0.15 are reported. 
cExperimental values have been extracted from measured data, fitting the C K-edge spectrum with a Gaussian curve 
for each main visible structure (peaks A-E) in the spectrum.  

 

 

 

 

 

 

   

 

C6 288.32 0.78 π*  

C4 288.40 0.64  

C3 288.44 0.31  

C6 288.51 0.21  

 

Rydberg 

 

C7 288.52 0.19  

C6 288.60 0.45  

C4 288.66 0.51  

C5 289.34 0.18  

F 

C2 289.00 0.78  

mixed Rydberg/ valence 

π*  

 

C2 289.41 1.42  
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A NEXAFS Experimental and Theoretical Study on the Nature of the Au-B 

Interaction in Boroxine-containing Frameworks Deposited on the Au(111) 

Surface 

 

Introduction 

     In the last decades, great advances in the field of organic electronics have occurred, especially 

due to the related low environmental impact and costs. Organic compounds are considered as the 

building blocks of living systems as well as promising candidates for electronic and optoelectronic 

devices thanks to their interesting physical and chemical properties. Furthermore, by using organic 

films in electronics, it is possible to obtain devices with peculiar characteristics, such as the 

mechanical flexibility. However, the efficiency of the organic-based devices is lower than that 

achievable by traditional silicon-based technology. A further limitation in the application of the 

organic technology is represented by the electronic transport properties at the interface between the 

organic film and the electrodes of the device
1,2

. The control on the morphology of the interface 

between the organic thin film and the metallic electrode during the growth of the film is 

fundamental to obtain a system with good electronic transport properties
3,4

. 

     The structural and chemical properties of electrodes can be tailored by templating the metallic 

substrate through the interposition of an interface film. One successful templating strategy is 

represented by the synthesis of 2D Covalent Organic Frameworks (COFs) via a guest-host 

approach, in which an organic framework templates the surface and hosts the organic guest 

molecules; the guest-host recognition occurs when the shape of the nanometric cavities of the 

template exactly matches that of the guest molecules. 2D COFs are an emerging class of porous 

crystalline materials composed of covalently bonded organic molecules on a substrate. Their 

formation can occur either in solution or under vacuum, through a wide variety of chemical 

reactions (e.g., formation of imines, Ullman reaction, polyester condensation, etc.)
5-8

, leading to a 

great variability of chemical properties. In particular, the boronate esterification is well exploited to 

build molecular nanoarchitectures, thanks to the fast and stable formation of the B−O covalent 

bond.
9
 Another powerful synthetic strategy for 2D COFs is represented by the self-condensation of 

boronic acids, which leads to the formation of boroxine rings (B3O3): as shown in Figure 1, a 

boroxine ring is formed by the condensation of three boronic acid groups, accompanied by the 

release of three water molecules.  
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Figure 1 – Formation of the boroxine through the condensation of three boronic acid groups. 

     Boroxine-based COFs display interesting properties in terms of crystallinity and thermal 

stability, and show a better response to the mechanical strain than other 2D materials, such as 

graphene or boron nitride
10

; this makes them particularly suitable for flexible electronics, and good 

candidates as templates for the growth of complex organic architectures, although they cannot be 

directly used as electrodes. It appears therefore important to evaluate if they can also tailor the 

electronic properties of the electrodes, and, in this respect, a detailed knowledge on the boroxine–

metal interface becomes crucial.  

      Recently, a study on the assembly of phenylboronic acid on the Au(111) surface has shown the 

formation of triphenylboroxines through spontaneous condensation of trimers of molecules, and 

revealed that the boroxine group, even on weakly reactive surfaces, represents a promising building 

block for the functionalization of electrodes in organic electronics. Furthermore, 2D boroxine COFs 

can be employed to tailor the electronic transport between the guest molecules and the substrate.
11

 

Another important result of this study concerns the existence of an ultra-fast charge delocalization 

channel at the boroxine-gold interface
12

 due to the presence of an unoccupied electronic state, 

localized on both the O atoms of the adsorbed triphenylboroxine and the Au atoms of the topmost 

layer. The channel can be therefore exploited to boost out-of-plane charge transport from the 

boroxine to the metal, which is particularly important to achieve an effective implementation of 

these systems in organic electronics. On the other hand, boroxine-based COFs exhibit only limited 

in-plane charge carrier mobility, due to the low electronic coupling between the boroxine and 

phenyl rings usually present in the COF precursors
13

, which hampers the formation of dispersive 

electronic band structures close to the Fermi level. 

    To evaluate whether this limitation in the intrinsic charge transport can be overcome or not, a 

group of experimental researchers, afferent to the ALOISA beamline of the Elettra Synchrotron in 

Trieste, has recently synthesized, through physical vapor deposition, a phenyl-free 2D framework 
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based on the boronic acid condensation by employing tetrahydroxydiboron (THDB, H4B2O4, left 

side of Figure 2) as precursor
14

. As shown in Figure 2, the condensation of three THDB molecules 

leads to the formation of a boroxine ring-containing molecule.  

 

Figure 2 – Formation of a boroxine through the condensation of three THDB molecules (adapted from [14]). 

In this work, the formation of the 2D COF has been followed by X-Ray Photoemission 

Spectroscopy (XPS) and Near Edge X-Ray Absorption Fine Structure Spectroscopy (NEXAFS), 

whereas its morphology has been investigated by means of Scanning Tunnelling Spectroscopy 

(STM). In particular, the acquired STM images have revealed a striped phase at low temperatures 

(180 K), suggesting a head-to-tail hydrogen bonding determined by the boronic–boronic affinity 

between adjacent intact THDB molecules, while, in between 300 and 450 K, a vitreous 2D network 

with small bright spots, attributable to the boroxine rings, has been observed. Moreover, a 

morphological disorder has been detected, with a proliferation of defects in different geometries of 

connectivity between the boroxine centers, such as 4-fold, 5-fold, and 7-fold motifs; these structural 

defects induce a strain, limiting the charge delocalization in the system, and preventing the 

formation of an ideal crystalline structure. A possible structural model of the condensed framework 

could be formed by three 6-fold and one 4-fold symmetry boroxine motifs, as indicated in the lower 

panel of Figure 3.  
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Figure 3 – Upper panel: STM image of the condensed monolayer (Tsample = 77 K, V = 1 V, I = 1.5 nA). 

Lower panel: Possible structural model of the motif that could be present in the 2D COF, formed by three 6-

fold and one 4-fold symmetry boroxine condensed assemblies molecules (adapted from [14]). 

We point out that the 6-fold motif can be considered as the ideal building block for the formation of 

a periodic 2D boronic network, as reported in Figure 4. 

 

Figure 4 – Representation of a periodic 2D boronic network. 

Despite the morphological disorder described above, Angle Resolved Ultraviolet Photoemission 

Spectroscopy (ARUPS) measurements have revealed the presence of delocalized electronic states, 

which may give good internal charge transport properties to the system, making it a suitable hybrid 

interface for the design of electrodes. 

    The B1s polarized experimental NEXAFS spectra of THDB on the Au(111) surface, measured in 

the work by M. Stredansky et al.
14

,  display a pronounced dichroism, indicating a flat orientation of 

the 2D boroxine COF with respect to the Au(111) surface. In this thesis work, computational 
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simulations of B1s NEXAFS spectra of boroxine-based molecular models have been performed 

through DFT, in order to establish and quantify the relationship between the measured spectral 

features and the electronic structure information.  

 

Figure 5 – Experimental B1s (s- and p-pol) polarized NEXAFS spectrum of THDB on the Au(111) surface, 

measured by M. Stredansky et al.
14

. 

    Three molecular models (a, b, and c in Figure 6), made of boroxine rings, have been chosen to 

represent the 2D network on the Au(111) surface, with the aim of determining the best model to 

simulate the experimental spectral profiles. Model a) has been chosen because it represents a 4-fold 

motif which breaks the order of the regular structure in the STM image of Figure 3, while model b) 

is considered as the building block of the ideal periodic 2D network (lower panel of Figure 3). The 

third model (c) contain both the 4-fold and 6-fold motifs, and thus has been denoted as “4+6”;  this 

model is also useful to describe the way in which the defects in the monolayer can affect the 

NEXAFS spectral profile of the regular structure. In analogy with the respective structural shape, 

model a) has been denoted as “square”, while model b) as “star”.    

        

              a)                                    b)                                         c)                                         d)                                                                   

Figure 6 – Ball-and-stick representation of the four models employed in B1s NEXAFS spectra calculations: 

a) “square”, b) “star”, c) “4+6” in gas-phase, d) “4+6” on Au(111). Link pink balls: B, Red balls: O, Grey 

balls: H, Yellow balls: Au. 
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All three models have been studied in the gas phase at the B1s NEXAFS K-Edge, i.e., without 

considering any interaction with the Au(111) surface. In a second step, this interaction has been 

investigated by performing NEXAFS calculations on model c) adsorbed on a Au(111) slab. The 

cluster cut out from the optimized geometry of model c) adsorbed on Au(111) is reported in Figure 

6d. We underline that the employment of a finite cluster for the adsorbed system allows the 

application of traditional DFT techniques to NEXAFS spectra simulations; moreover, the finite size 

cluster model allows to accurately represent events localized on the surface or within the bulk of 

solid systems. The nature of the interaction between the metallic surface and the boroxine-based 

model has been evaluated in terms of the differences between the spectral profile of the free (i.e., 

gas phase) molecule and that on the molecule adsorbed on the surface: if the interaction between the 

adsorbate and the substrate is weak (physisorption), the relative spectral profile will be only slightly 

modified with respect to that of the gas phase molecule, thus preserving the electronic structure of 

the free species, while, if the overlap between the adsorbate and substrate molecular orbitals is more 

effective (chemisorption), a re-hybridization of the valence levels and consequent changes in the 

spectra will be observed, thus reflecting the influence of the surface in determining the electronic 

structure of the system.   

 

Computational Details 

     A two-step computational scheme has been adopted for the calculations of NEXAFS spectra of 

the systems considered. In the first step, a periodic slab methodology has been employed for the 

geometry optimizations of both periodic and isolated systems by means of the Quantum−Espresso 

code suite
15

, in collaboration with professor G. Balducci of the Department of Chemical and 

Pharmaceutical Sciences of the University of Trieste.  Periodic calculations have been performed in 

the frame of Density Functional Theory (DFT)
16

 with the Kohn−Sham (KS) orbitals expanded in a 

plane wave basis and the effects of atomic core regions described by ultrasoft pseudopotentials
17

. 

The (spin-unpolarized) generalized gradient approximation (GGA) in the PBE parameterization
18

 

has been adopted for modeling the exchange–correlation part of the energy functional. Van der 

Waals interactions have been taken into account by employing the vdW-DF functional
19

. The plane 

wave expansion of the crystalline orbitals has been truncated at a kinetic energy cutoff of 25 Ry, 

and a corresponding cutoff of 250 Ry has been used for the expansion of the augmentation charge 

needed by the ultrasoft pseudopotential method. The Brillouin zone integrations have been 

conducted at the  point, while the geometry optimizations have been performed by employing the 

BFGS (Broyden–Fletcher–Goldfarb–Shanno) algorithm
20

. For the geometry optimization of the 
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isolated molecular models, a single molecule has been (periodically) simulated in a unit supercell 

large enough to minimize any interactions between the molecule and its periodic images (greater 

than 10 Å between nearest atoms of any two contiguous periodic images). The Au(111) surface has 

been represented by a three-layer slab. The crystal slab was relaxed before docking onto it the 

(previously relaxed) isolated “4+6” molecule. For the relaxation of the  “4+6” on Au(111) system, 

the molecule has been aligned parallel to the Au(111) surface, at about 4 Å above it; during the 

structural relaxation, the two bottom Au layers have been kept fixed, and those of the upper-most 

layer were allowed to vary together with the coordinates of the adsorbate. The supercells containing 

the investigated molecular models are shown in Figure 7. 

                                                   

                             a)                                                                           b) 

       

       c)                                                                      d) 

Figure 7 – Representation of the supercells used in the geometry optimization of the investigated molecular 

models: a) “square”, b) “star”, c) isolated “4+6”, d) “4+6” on the Au(111) slab. 

     In the second step, suitable finite clusters have been cut out from the periodic relaxed structures, 

and then used for the computation of NEXAFS spectra. Core excitation energies and oscillator 

strengths have been calculated by means of the molecular quantum chemistry Amsterdam Density 

Functional (ADF) program
21

. In order to get the electronic structure of the finite systems, scalar 

relativistic (SR) self-consistent field (SCF) KS calculations have been performed by using the 
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generalized gradient approximation (GGA) for the xc energy functional with the PW86x Perdew 

functional
22

. The Slater-Type Orbital (STO) atomic functions from the ADF database have been 

employed in the basis set. In particular, in NEXAFS spectra calculations of the gas phase systems, 

an even tempered quadruple ζ with three polarization and three diffuse functions basis set (designed 

as ET-QZ3P-3DIFFUSE in the ADF database) has been used for the core-excited B atoms to 

describe the higher energy excitations that contribute to the near-edge structures, while a triple ζ 

polarized (TZP) basis set has been employed for the remaining atoms. In particular, a frozen core 

(FC) TZP.1s basis set has been adopted for the B atoms not involved in the core excitation process, 

as well as for O atoms; the FC technique ensures the localization of the half core-hole. As concerns 

the surface cluster, the core-excited B atoms have been described by a ET-QZ3P-3DIFFUSE basis 

set, while the Au atoms directly interacting with the core-excited B atom have been treated with a 

zeroth-order regular approximation (ZORA) TZP basis set, freezing all core orbitals up to 4f 

(TZP.4f); for the remaining Au atoms of the cluster, a ZORA DZ.4f basis set has been used. In the 

case of the “4+6” system (both in gas phase and adsorbed on the Au(111) surface), the total number 

of basis functions has been lowered to obtain convergent results. In particular, a ET-QZP-

3DIFFUSE basis set has been used the core-excited B atoms, and a TZP.1s basis set for core 

orbitals of the non-excited B atoms. A ZORA DZ.4f basis set has been used for all Au atoms of the 

surface; the employment of this basis set has been ultimately justified, since it has been found out 

that the interaction of the Au atoms with the adsorbed overlayer is weak.  

     The Transition Potential (TP) method
23

 has been employed for the calculations of NEXAFS 

spectra; half an electron has been removed from the 1s core orbital of the excited B atom, leaving 

all virtual orbitals unoccupied and relaxing all orbitals until self-consistency. Excitation energies 

have been obtained as eigenvalues differences between the virtual orbital and the 1s core orbital: 

         
     

  ,                                                                (1) 

while transition intensities are expressed in terms of oscillator strengths (     . For randomly 

oriented molecules in the gas phase: 

      
 

 
        ⟨  

  | |  
  ⟩                                                       (2) 

involving dipole matrix elements between initial and final TP MOs, with    as occupation number 

of the core orbital in the ground state.  
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Expression (2) corresponds to the rotational average of that used in the case of fixed-in space 

molecules, according to which: 

                         ⟨  
  | ̂    |  

  ⟩                                                       (3) 

where  ̂ is the polarization vector of the incident radiation. 

      In the TP approach, the Ionization Potential (IP) corresponds to the negative of the TP 

eigenvalue related to the 1s core orbital, IP=    
  . More accurate values of the IPs have been 

obtained by performing KS (SCF Kohn-Sham) calculations allowing a full relaxation of the 

ionized core hole.  The energy of the 1s
-1

 ionic state has been extracted from a KS unrestricted 

calculation.  The TP approach leads to a less attractive potential and the absolute transition energies 

are usually too large, therefore, the NEXAFS excitation energies (Eq. 1) have been adjusted by 

shifting them with respect to the IP value, corresponding to the energy difference     
       .  

     All calculated spectral profiles have been convoluted with Gaussian functions of Full Width at 

Half Maximum (FWHM) equal to 0.3 eV, to achieve the best fit to the experimental measurements. 

In all NEXAFS spectra, oscillator strengths have been multiplied by a 10
2
 factor. Additionally, for 

each system, oscillator strengths calculated for each nonequivalent B atom have been multiplied by 

the number of equivalent centers. 

    Finally, it is necessary to point out that the presented two-step computational methodology has 

been already effectively applied to organic molecules on Si(100)
24,25

 and Au(111) surfaces
26,27

, 

proving its reliability for describing angle-resolved K-edge NEXAFS spectra of adsorbed 

molecules.    
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Discussion and Results 

    In the following sections, the total calculated B1s NEXAFS spectra of the square, star and “4+6” 

gas-phase systems will be analyzed. Afterwards, a comparison between the total calculated B1s 

NEXAFS spectrum of the “4+6” gas-phase system and that relative to the adsorbate will be 

provided, in order to determine the extent of the Au-boroxine interaction. Finally, the total 

calculated B1s NEXAFS spectra of the square, star and “4+6” systems (the latter also adsorbed on 

the metal surface) will be compared with that relative to the THDB precursor (calculated in a 

previous thesis
28

, and with the experimental measurements performed on the adsorbed 2D COF
14

. 

This last comparison will be useful to evaluate the agreement between theory and experiment as 

well as the reliability of the employed molecular models.  

B1s NEXAFS spectrum of the square system 

    In Figure 8, a ball-and-stick representation of the “square” system is reported, together with the 

labelling of the nonequivalent B centers. In particular, four non-equivalent B core-hole sites have 

been identified; transition intensities have been therefore multiplied by 4 (the number of equivalent 

sites). The system has been assumed to belong to a pseudo-C4h point group, since its structure is not 

perfectly planar; indeed, in an ideal planar structure, a C4 rotation axis and an inversion center i 

passing through the center of the inner ring of the molecule would be present.  

 

Figure 8 – Ball-and-stick representation of the “square” system with the labeling of nonequivalent B centers.  
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     The ΔKS IPs of each nonequivalent B site are collected in Table 1, where the B1sLUMO 

excitation energies have been also included. The comparison between the ΔKS IPs and 

B1sLUMO excitation energies is useful to investigate the presence of final state effects (i.e., 

orbital relaxation upon core-hole formation), which may lead to modifications in the LUMO 

excitation energy trend with respect to that displayed by the corresponding IPs. 

Table 1 – Comparison between B1s ΔKS IPs and B1sLUMO excitation energies of the “square” 

system. All values are expressed in eV. 

Core-hole sites ΔKS IPs B1sLUMO 

B1 197.47 190.91 

B2 197.48 191.07 

B3 197.11 191.07 

B4 197.46 190.91 

 

     From Table 1, one can evince that the IPs of the three nonequivalent B sites of each boroxine 

ring (i.e., B1, B2, and B4) are all clustered in a narrow energy range, while the IP relative to B3 is 

the lowest one; this can be ascribed to initial state effects (i.e., electronic density), due to the fact 

that B3, being part of the two terminal B(OH)2 units, is less involved in the orbital delocalization 

which characterizes all four boroxine rings, and therefore results to be more shielded. Furthermore, 

the trend observed for the excitation energies associated to the B1sLUMO transitions does not 

follow that of the corresponding IPs. Indeed, the excitation energies relative to the four LUMO 

transitions are in pairs degenerate, namely, B1-B4 and B2-B3. This can be explained as a final state 

relaxation effect of the LUMO upon the formation of the core-hole, which is quite different in the 

case of B2 and B3, but substantially similar for B1 and B4.  
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     The total B1s NEXAFS spectrum of the “square” system is displayed in Figure 9, together with 

the partial contributions of each non-equivalent Bi site (where the i index denotes the B atom 

carrying the core-hole). 

 

Figure 9 – B1s NEXAFS spectra of the square system: the site-resolved Bi contributions are reported in the 

first three panels, while the total calculated spectrum is displayed in the lower panel (black solid line) 

together with its deconvolution into the four Bi partial contributions. The vertical colored dashed bars 

represent the ΔKS IPs. 
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     Each spectral feature has been analyzed through the aid of Table 2. Table 1 of the Appendix also 

reports the composition of the implicated MOs in terms of Mulliken population of AOs centered on 

each specific atom. 

Table 2 – Peak assignments of the total B1s NEXAFS spectrum of the “square” system. Only transitions 

with fx10
2
1.00 are included. 

Peaks 
Core-hole 

site 
E(eV) fx10

2
 

 

Assignment 

 A 

B1 190.91 19.8  

 

 

LUMO/ 

B4 190.91 19.6 

B2 191.07 23.7 

B3 191.07 16.0 

B B3 192.92 2.11 LUMO+3/* 

C 
B4 193.58 2.28  

LUMO+5/* 
B1 193.58 2.31 

D 

B3 194.03 1.20 
LUMO+7/mixed valence-

Rydberg 

B3 194.42 1.89 LUMO+8/* 

B3 194.58 1.17 

 

LUMO+9/ mixed 

valence-Rydberg 

E B3 194.96 14.0 
LUMO+11/mixed 

valence-Rydberg 

F 

B4 195.31 8.58 
LUMO+10/mixed 

valence-Rydberg 

B1 195.34 10.7  

LUMO+11/mixed 

valence-Rydberg B4 195.36 2.40 

G 

B2 195.71 1.03 

 

LUMO+12/ mixed 

valence-Rydberg 

B1 195.85 1.31 
LUMO+14/mixed 

valence-Rydberg 

B2 195.87 10.5 
LUMO+13/mixed 

valence-Rydberg 

H 

B1 196.42 1.23  

LUMO+21/mixed 

valence-Rydberg B4 196.51 1.43 

B2 196.83 1.33 
LUMO+26/mixed 

valence-Rydberg 

B1 196.85 1.01 

 

LUMO+27/mixed 

valence-Rydberg 
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      At lower excitation energies, the total B1s NEXAFS spectrum is characterized by an intense 

band (A), which is contributed by the LUMO transitions starting from all four non-equivalent Bi 

core-hole sites; the LUMO orbital exhibits a  Bi-B and B-O bonding character, and a * Bi-O 

antibonding character, as one can observe from the relative plots (see Figure 10). 

 

        a)                                        b) 

 

                                               c)                                           d) 

Figure 10 – Plots of the LUMO orbitals relative to the B1 (a), B2 (b), B3 (c), B4 (d) transitions of the total 

B1s NEXAFS spectrum of the “square” system.  

 

     A detailed inspection of Figure 10 shows that the LUMOs relative to B1 and B4 transitions 

present essentially the same composition in terms of AOs, namely, strong 2pz contributions from 

the excited B atom and the neighboring B and O atoms, and smaller nd contributions from the 

excited B atom. The composition of the LUMO relative to the B2 transition shows a larger 2pz 

contribution from B2, with a consequent increase of the corresponding intensity. On the other hand, 

the intensity of the LUMO transition from the B3 site is lower, due to the smaller 2pz contribution 

from B3 (see Table 1 of the Appendix). 
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     In the energy range between 192.5 and 194 eV, the total spectrum is characterized by two less 

intense strutures (labelled B, and C) contributed by the transitions from all Bi sites, with the 

expection of B2. The implicated transitions are toward MOs with  bonding Bi-B character between 

B atoms not belonging to the ring where the core-hole is localized, and * Bi-B antibonding 

character. In Figure 11a, the plot of a representative MO is shown.  

     Four more intense spectral features (labelled D, E, F, G) are visible in the energy region between 

194 and 196 eV. Here, the total B1s NEXAFS spectrum reveals the sensitivity of NEXAFS 

spectroscopy to the chemical environment surrounding the core-hole, since the energy position of 

each spectral feature strongly depends on the localization of the core-hole. Indeed, looking at the 

partial contribution profiles, one can evince that the transitions from the  B2 and B3 atoms differs 

significantly in energy, and this results in a broadening of the band in the total spectrum. On the 

other hand, the partial contribution profiles relative to B1 and B4 are very similar. All virtual MOs 

implicated in transitions giving rise to these four spectral features exhibit a mixed valence-Rydberg 

nature (see Figure 11b for the plot of a representative MO), with the expection of the B3 transition 

toward the LUMO+8, as one can observe from the relative plot displayed in Figure 11c. B4 

contributes to band F with two transitions, namely, toward the LUMO+10 and LUMO+11 orbitals, 

of which, the latter exhibits a pronounced diffuse nature (see Figure 11d and 11e, respectively). The 

intensity of this band in the partial contribution profile of B4 is however comparable to that of the 

corresponding one in the partial contribution profile of B1; this confirms the formal equivalence 

between the two core-hole sites. 

      In the region close to the ionization threshold, a broader feature (H) is visible; it arises from a 

manifold of weak transitions from all non-equivalent core-hole sites toward virtual MOs with mixed 

valence-Rydberg nature, where the valence character is mainly given by *(O-H) contributions, as 

one can observe from the plot of MO relative to the B4 transition (see Figure 11f).         
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           a)                                                b)                                                 c) 

 

 

                  d)                                         e)                                            f) 

Figure 11 – Plots of representative final MOs relative to the most intense transitions contributing to features 

B-G of the total B1s NEXAFS spectrum of the “square” system: a) B4LUMO+5, b) B3LUMO+11, c) 

B3LUMO+8, d) B4LUMO+10, e) B4LUMO+11, f) B4LUMO+21. 
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B1s NEXAFS spectrum of the star system 

       In Figure 12, a ball-and-stick representation of the “star” system is shown, together with the 

labelling of the non-equivalent core-hole sites (black labels). Preliminary calculations on the B5 and 

B6 sites (red labels in Figure 12) have been performed to check their equivalence to the B3 and B4 

sites, respectively; the related results are displayed in Figure 13. 

 

Figure 12 – Ball-and-stick representation of the star system with the labeling of nonequivalent B centers. 

The black labels denote the B atoms considered in NEXAFS spectra calculations, while the red labels 

indicate the B atoms used to check the equivalence between B centers. 

 

Figure 13 – Comparison between B1s NEXAFS spectral profiles of the B3, B4, B5, and B6 atoms of the 

“star” system. The vertical colored dashed bars represent the IPs calculated at the TP level. 

      From an inspection of Figure 13, it appears that the spectral profiles and IP
TP

 values of B3 and 

B4 are superimposable on those relative to B5 and B6, respectively, thus indicating their 

equivalence. Hence, only the four non-equivalent core-hole sites (B1, B2, B3 and B4) have been 

considered in the calculation of the B1s NEXAFS spectrum. Transition intensities have been 

therefore multiplied by 3 in the case of B1 and B2, and by 6 for B3 and B4. The system has been 

hence assumed to have a pseudo-C3h symmetry; indeed, a certain degree of bending is visible in its 
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structure. On the contrary, if the system was perfectly planar, a C3 rotation axis passing through the 

center of the inner ring of the molecule would be identified.  

      Before discussing the total calculated B1s NEXAFS spectrum, it is useful to discuss the trend of 

the ΔKS IPs relative to the four non-equivalent B sites. IPs of each non-equivalent B site are 

reported in Table 3, together with the corresponding B1sLUMO excitation energies. 

Table 3 – Comparison between B1s ΔKS IPs and B1sLUMO excitation energies of the “star” 

system. All values are expressed in eV. 

Core-hole sites ΔKS IPs B1sLUMO 

B1 197.42 190.86 

B2 197.34 190.80 

B3 197.32 190.94 

B4 197.05 191.02 

 

    One can notice that the lowest IP value is predicted for the B4 site; this can be ascribed to initial 

state effects, which are strongly affected by the chemical environment of the core-hole. Indeed, B4 

does not significantly participate to the orbital delocalization, which involves all three boroxine 

rings, and is therefore more shielded than the internal B atoms and its IP is the lowest.  Looking at 

the excitation energies relative to the B1sLUMO transitions, one can evince that the 

corresponding trend does not follow that of the IPs; therefore,  final state effects are quite important, 

in particular ascribable to different relaxation among the Bi core-hole sites of the virtual final states. 
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     The total calculated B1s NEXAFS spectrum of the star system is shown in Figure 14, together 

with the partial contributions of each non-equivalent B site. 

 

Figure 14 – B1s NEXAFS spectra of the “star” system: the site-resolved Bi contributions are reported in the 

first four panels, while the total calculated spectrum is displayed in the lower panel (black solid line) together 

with its deconvolution into the four Bi partial contributions. The vertical colored dashed bars represent the 

ΔKS IPs. 

 

        A first consideration on the total B1s NEXAFS spectrum regards the similarity to that relative 

to the “square system”, with an intense lower-energy peak (around 191 eV) dominating the 

spectrum and followed by weaker structures. Above 195 eV, a second intense feature is found; the  

energy position of the relative peaks (F-G in Figure 14) depends on the localization of the core-

hole. The inspection of the Bi partial spectra reveals that the terminal B4 atom gives a greater 

contribution to the total spectrum with respect to the other three core-hole sites.  
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     The attribution of spectral features is guided by Table 4, which reports the most intense 

transitions contributing to the total spectrum and the assignment of the spectral features. In Table 2 

of the Appendix, the composition of the involved MOs in terms of Mulliken population of AOs 

centered on each specific atom is also included. 

Table 4 – Peak assignments of the total B1s NEXAFS spectrum of the “star” system. Only transitions with 

fx10
2
1.00 are included. 

Peaks 
Core-hole 

site 
E(eV) fx10

2
 

 

Assignment 

 A 

B2 190.80 15.2  

 

LUMO/ 
B1 190.86 15.3 

B3 190.94 34.6 

B4 191.02 24.1 

B 
B2 193.10 1.18  

LUMO+3/* B4 193.11 2.68 

C B4 193.50 3.01 LUMO+5/* 

D B1 193.85 3.01 LUMO+6/* 

E 

B3 194.39 1.11 
LUMO+7/mixed 

valence-Rydberg 

B4 194.52 1.92 LUMO+9/* 

B2 194.54 1.18 

F 

B4 194.99 20.7  

LUMO+12/* B2 195.28 8.09 

B1 195.43 7.53 

G 
B3 195.61 1.36 

 

LUMO+13/mixed 

valence-Rydberg 

B3 195.68 16.7 LUMO+15/* 

H 

B2 195.96 1.20 
LUMO+18/mixed 

valence-Rydberg 

B1 196.97 1.13 
LUMO+31/mixed 

valence-Rydberg 

 

    The first band (A) is assigned to the B1sLUMO transitions from all four non-equivalent Bi 

sites. The LUMO orbital displays a  Bi-B bonding and * Bi-O antibonding character, with strong 

2pz AO contributions from the excited B atom and the neighbor O atoms; small nd AO 

contributions from the excited B atom are also involved (see Figure 15).  
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                              a)                                                                b) 

 

           c)                                                        d) 

Figure 15 – Plots of the LUMO orbitals relative to the B1 (a), B2 (b), B3 (c), B4 (d) transitions of the total 

B1s NEXAFS spectrum of the “star” system.  

       In the energy range between 193 and 194 eV, three weak features (labeled B, C, and D) are 

visible. Features B and C mainly derive from the B2 and B4 sites towards final MOs with * Bi-B 

antibonding nature (see Figure 16a for the plot of a representative MO). Feature D is instead mainly 

contributed by a transition originating from the B1 toward the LUMO+6 orbital, which exhibits a 

* Bi-B antibonding and  B3-B4 bonding character (see Figure 16b).  

      Three relatively intense spectral features (labelled E, F, and G) are found in the energy range 

between 194 and 196 eV. These three features are mainly contributed by transitions toward final 

MOs of * Bi-B antibonding nature, with small diffuse nd,np AO contributions from the excited B 

atom, as one can observe from the plot of the LUMO+12 relative to the B4 transition (see Figure 

16c). Transitions toward mixed-valence Rydberg MOs also occur in this energy range; as 

representative examples, the plot of the LUMO+7 orbital relative to the B3 transition is shown in 

Figure 16d: it presents a strong diffuse nature with small 2py AO contributions from the B atoms 

surrounding the excited one. 
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     Finally, a broader feature (H) is visible in the region close to the ionization threshold: it arises 

from a manifold of weak transitions from all four non-equivalent core-hole sites; among these, the 

most intense transitions are relative to B1 and B2, and are toward final MOs of mixed valence-

Rydberg character. The valence nature of these MOs mainly involves *(O-H) contributions, as one 

can observe from the plot of the MO relative to the transition from B1, reported in Figure 16e. 

                              

           a)                                               b)                                               c) 

     

                                  d)                                                     e)     

Figure 16 – Plots of representative final MOs relative to the most intense transitions contributing to features 

B-H of the total B1s NEXAFS spectrum of the “star” system: a) B2LUMO+3, b) B1LUMO+6, c) 

B4LUMO+12, d) B3LUMO+7, e) B1LUMO+31. 

     

 

 

 

        



 

23 
 

B1s NEXAFS spectrum of the “4+6” gas-phase system 

    A ball-and-stick representation of the “4+6” gas-phase system is shown in Figure 17 (left side), 

together with the labeling of the non-equivalent Bi sites. In particular, fifteen non-equivalent B 

centers have been identified, and further subdivided into three groups, including terminal, distorted 

and planar atoms, according to the corresponding position and arrangement in the molecule. The 

system has been assumed to have a pseudo-C2 symmetry, since its structure slightly diverges from 

planarity (see Figure 17, right side); indeed, in an ideal planar structure, a C2 rotation axis passing 

through the center of the square and hexagon would be visible. For each non-equivalent B site, 

transition intensities have been multiplied by 2 (the number of equivalent centers). 

 

Figure 17 – Left side: ball-and-stick representation of gas-phase “4+6” (top view) with the labeling of B 

non-equivalent centers (red: terminal atoms, blue: distorted atoms, green: planar atoms). Right side: Side 

view of gas-phase “4+6” showing the degree of bending. 
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We first rationalize the IP trend displayed by the three groups of non-equivalent B sites. ΔKS IPs of 

each non-equivalent B site are reported in Table 5. 

Table 5 – ΔKS IPs (in eV) of each non-equivalent B site of the “4+6” gas-phase system. 

Terminal Distorted Planar 

B64 196.944 B22 197.194 B51 197.167 

B59 196.957 B18 197.257 B58 197.204 

B25 196.993 B16 197.310 B56 197.222 

  B24 197.324 B52 197.229 

    B50 197.242 

    B57 197.250 

    B17 197.251 

    B23 197.282 

 

      The IPs of the terminal B atoms are the lowest ones, as observed for the “square” and the “star” 

systems; this can be ascribed to initial state effects, as these sites does not belong to the boroxine 

ring, and therefore are less involved in the orbital delocalization which characterizes all rings of the 

molecule. On the other hand, the IP values related to both planar and distorted B atoms do not 

follow a clear trend. Another point to highlight is that the energy order of the IPs does not reflect 

that of the excitation energies of the corresponding LUMO transitions (reported in Table 6); this 

points toward the presence of final state effects. In particular, it is possible to observe that the 

lowest excitation energies of the LUMO transitions are observed for the planar atoms, whereas the 

lowest IP values are found for the terminal atoms, whose excitation energies relative to the LUMO 

transitions are comprised between those of the planar and distorted atoms (compare Table 5 and 

Table 6).  
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      The total B1s NEXAFS spectrum of the “4+6” gas-phase system is displayed in Figure 18, 

together with the partial contributions of each nonequivalent B site. 

 

Figure 18 – B1s NEXAFS spectra of gas-phase “4+6”: the site-resolved Bi contributions are reported in the 

first three panels, while the total calculated spectrum is displayed in the lower panel (black solid line) 

together with its deconvolution into the three Bi partial contributions. The vertical colored dashed bars 

represent the ΔKS IPs. 

       A first consideration concerning the total B1s NEXAFS spectrum of the “4+6” gas-phase 

system regards the similarity to the spectral profiles of the “square” and the “star” systems: a first 

intense peak around 191 eV followed by weak transitions in the 192-194 eV energy range, and a 

more intense peaked features around 195 eV. Another general observation is related to the different 

shape of the partial contributions relative to the distorted atoms with respect to that displayed by the 

other two groups of core-hole sites; this can be rationalized by considering that the distorted atoms 

feel the molecular strain of the whole “4+6” system, which determines the divergence from 

planarity. As a result, a depression of the intensity is observed for transitions starting from these 
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sites in the energy region around 195 eV, along with the different nature of the implicated final 

MOs. Each spectral feature of the total spectrum has been assigned through the aid of Table 6. In 

Table 3 of the Appendix, the composition of the involved MOs in terms of Mulliken population of 

AOs centered on each specific atom is also reported. 

Table 6 – Peak assignments of the total B1s NEXAFS spectrum of the “4+6” gas-phase system. Only 

transitions with fx10
2
0.40 are included. 

Peaks 
Core-hole 

site 
E(eV) fx10

2
 

 

Assignment 

 A 

B52 190.67 10.2  

 

 

 

 

 

 

 

 

 

LUMO/ 

B23 190.68 10.5 

B56 190.69 10.1 

B50 190.71 10.2 

B57 190.71 10.0 

B51 190.79 11.4 

B17 190.80 11.8 

B58 190.85 11.5 

B18 190.89 10.9 

B25 190.92 7.91 

B64 190.93 7.93 

B59 190.96 7.90 

B24 190.98 11.0 

B16 190.99 11.2 

B22 191.06 11.7 

B 

B59 192.58 0.67  

 

LUMO+2/* 
B25 192.59 0.41 

B64 192.63 0.68 

C 

B24 193.28 0.95 LUMO+7/* 

B18 193.39 0.96 LUMO+8/* 

B23 193.52 0.98 LUMO+9/* 

D 

B22 193.95 1.93 LUMO+12/valence 

B16 194.10 1.37 LUMO+11/valence 

B16 194.23 0.79 LUMO+12/valence 

B24 194.40 1.51 
LUMO+14/mixed 

valence-Rydberg 

B18 194.43 2.18 
LUMO+13/mixed 

valence-Rydberg 

E 

B25 194.75 3.31 LUMO+16/valence 

B25 194.82 2.98  

LUMO+17/mixed 

valence-Rydberg B59 194.85 1.24 

B64 194.87 6.26  

LUMO+18/mixed 

valence-Rydberg B59 194.89 6.25 
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B57 194.99 3.78 
LUMO+16/mixed 

valence-Rydberg 

B23 195.00 2.24  

 

LUMO+17/mixed 

valence-Rydberg 

B52 195.06 2.87 

B56 195.09 3.12 

B50 195.13 4.13 

B52 195.17 2.19  

LUMO+18/mixed 

valence-Rydberg B56 195.20 1.85 

F 

B23 195.45 1.81  

LUMO+21/mixed 

valence-Rydberg 
B58 195.60 1.47 

B51 195.62 4.94 

B17 195.69 1.22 
LUMO+22/mixed 

valence-Rydberg 

B58 195.73 2.64 
LUMO+23/mixed 

valence-Rydberg 

B17 195.80 1.51 
LUMO+24/mixed 

valence-Rydberg 

 

       The first intense absorption band (A) arises from the LUMO transitions starting from all fifteen 

non-equivalent sites; in particular, transitions from the planar atoms occur at lower excitation 

energies, whereas transitions related to the other two groups of core-hole sites contribute to the 

higher-energy portion of the band. The plot of a LUMO related to a transition from a planar atom 

(B17) is displayed in Figure 19a; this MO exhibits a  Bi-B bonding and * Bi-B antibonding 

character with strong 2pz contributions from the B atom carrying the core-hole, and lower 2pz 

contributions from the neighboring B and O atoms. The latter contribute to a larger extent to the 

LUMOs relative to terminal B atoms, while smaller 2pz contributions from the core-excited B atom 

are detected (see Table 3 of the Appendix); this explains the lower intensity of the implicated 

transitions with respect to those from the other two sets of core-hole sites.  

      The following two bands (B and C) are much less intense than the first one due to the smaller 

2pz AO contributions from the B atoms carrying the core-hole to the implicated final MOs (see 

Table 3 of the Appendix). In particular, band B is contributed by transitions originating from 

terminal B atoms, while band C mainly arises from core-excitations of the planar and distorted B 

atoms. Representative examples of the involved MOs are reported in panels b), and c) of Figure 19.  

     The most interesting features (labelled D, E, and F) fall in the energy range between 194 and 196 

eV; the energy position of these features is strongly affected by the localization of the core-hole. As 

revealed by the Bi partial spectral profiles (see Figure 18, upper panels), band D is assigned to 

transitions from the distorted B atoms; it is worth noting that this spectral feature was not visible in 

the total B1s NEXAFS spectra of the “square” and “star” systems, in line with the lack of this 
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typology of  B sites in those systems. The implicated transitions are toward MOs displaying purely 

valence or mixed valence-Rydberg character. In Figure 19d, the plot of a representative MO, 

relative to B18, is shown; as one can observe, it is mainly delocalized over the square. Band (E), 

centered at around 195 eV, is ascribed to transitions starting from the terminal and planar B atoms, 

contributing to the lower and higher-energy portion of the band, respectively. The involved MOs 

exhibit a mixed valence-Rydberg character, with * Bi-B antibonding contributions and diffuse 

components, as it is possible to observe from the plot of the LUMO+16 relative to the B57 

transition (see Figure 19e). The last intense structure (F) in the energy region close to the ionization 

threshold is attributed to core-excitations of the planar B atoms toward mixed valence-Rydberg 

MOs.  

       

a)                                              b)                                                  c) 

    

                            d)                                                     e) 

Figure 19 – Plots of representative final MOs implicated in the most intense transitions contributing of the 

total B1s NEXAFS spectrum of the gas-phase “4+6” system: a) B17LUMO, b) B59LUMO+2, c) 

B24LUMO+7, d) B18LUMO+13, e) B57LUMO+16. The orange circles identify the B atom which is 

excited in each transition. 
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      In Figure 20, a ball-and-stick representation of the “4+6” system adsorbed on the Au(111) 

surface is displayed. 

     

Figure 20 – Left side: ball-and-stick model of “4+6” adsorbed on Au(111) (top-view). Right side: ball-and-

stick representation of free “4+6” showing the nonequivalent B sites with different colors (dark red: terminal 

B atoms, blue: distorted B atoms, green: planar B atoms). 

        A comparison between the total B1s NEXAFS spectrum of the “4+6” gas-phase system and 

that relative to the same system adsorbed on Au(111) is visible in Figure 21. As in the case of the 

gas-phase system, fifteen non-equivalent B sites have been considered in the computation of 

NEXAFS spectra. In the lower panel of Figure 21, the partial density of the virtual states (PDOS) 

calculated with the ground state configuration for the 2p contributions of the B and O atoms of the 

adsorbed system is reported. This is useful for the analysis of the virtual MOs which represents a 

difficult task due to the large extension of the system and high density of excited states. The 

computed PDOS profiles can be compared to the corresponding NEXAFS spectrum, since, within a 

single particle approximation, one can assume that the core excitation spectrum is associated with 

the partial density of the virtual states of the atom carrying the core-hole which is dipole-allowed. 

PDOS profiles have been shifted to higher excitation energies to get an easier comparison with the 

NEXAFS spectrum; in particular, the first intense band of the 2pz PDOS profile relative to the B 

atoms has been aligned with the first band of the corresponding NEXAFS spectrum, due to the 

significant domain of the B 2pz contributions in transitions occurring in this energy range; the same 

procedure has been adopted for the remaining PDOS profiles.  
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Figure 21 – Upper panel: Comparison between the total B1s NEXAFS spectrum of “4+6” free (black solid 

line) and adsorbed on Au(111) (black dashed line). Partial Bi contributions of the three groups of 

nonequivalent B atoms are also shown. Vertical dashed bars: mean ΔKS IPs (equal to 197.19 eV and 197.22 

eV for “4+6” free and adsorbed on Au(111), respectively). Lower panel: PDOS profiles relative to the 2px-

2py and 2pz partial contribution of the B and O atoms of “4+6” adsorbed on Au(111). PDOS profiles have 

been convoluted with Lorentzian function with FWHM equal to 0.12 eV. 

       From a detailed analysis of the PDOS profiles (lower panel of Figure 21), one can observe that 

the O 2px, 2py and 2pz atomic contributions follow the same trend of the corresponding B atomic 

orbitals, although displaying a lower intensity due to the smaller participation to the implicated final 

MOs. PDOS relative to the Au atoms have been not reported, since the analysis of the empty states 

in the energy range between 190 and 200 eV has shown that the most significant AO contributions 

are those forming the sp band, but with a weak mixing with MOs contributed by the AOs of the 

molecule. 

      As concerns the comparison of the total calculated B1s NEXAFS spectrum of the gas-phase 

system with that relative to the system adsorbed on Au(111) (upper panel of Figure 21), it appears 

that the two spectral profiles do not display significant variations in the intensity distribution. 

Moreover, it is possible to notice that the intensity of the first band decreases upon adsorption, and 

shows a more asymmetric shape, which is related to the redistribution of the intensity into several 

less intense transitions, involving virtual MOs presenting a certain contribution from Au AOs.  

     The virtual MO implicated in the most intense transition of the adsorbed system, giving rise to 

band A, exhibits a  nature, and is entirely localized on the adsorbate (see Figure 22a). Bands B and 

C essentially maintain the same energy position and intensity in both NEXAFS spectra, whereas the 
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three higher-energy bands (labelled D, E, and F) of the spectrum of the free molecule are 

encompassed in a lower-intensity single smooth band in the spectrum relative to the adsorbate. It is 

also interesting to point out that, at the lower energy side of this band, the B 2px and 2py AO 

contributions increase; this is consistent with the significant participation of the distorted B atoms 

to the final MOs implicated in the corresponding transitions. These MOs are rehybridized and 

exhibit mixed valence-Rydberg character, as in the case of the gas-phase molecule; this is clearly 

visible in the plot of the final MO associated with the intense transition at around 194.6 eV (see 

Figure 22b). The implicated MO is delocalized over the entire molecule, and does not show any 

contribution from Au AOs. The higher-energy portion of the band (194.5 eV-195.5 eV) can be 

instead ascribed to transitions starting from the planar and terminal B atoms, while the remaining 

portion (195.5 eV-196 eV) is attributed exclusively to the planar B atoms, in line with bands E and 

F of the spectrum of the gas-phase molecule. In this energy range, the B 2px and 2py contribution is 

essentially the same, whereas the B 2pz one significantly increases up to 195.5 eV and then 

progressively decreases. In  Figure 22c, the plot of a MO involved in an intense transition occurring 

in this energy range is visible. The latter mainly exhibits 2pz and np AO contributions from the B 

atoms; Au AOs are instead not involved.  

 

                                      a) 

 

                                     b) 
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                                c) 

Figure 22 – Plots of representative virtual MOs (left: top view, right: side view) implicated in the most 

intense transitions relative to core excitations in the “4+6” system adsorbed on Au(111): a) B24 

LUMO+29, b) B16LUMO+241, c) B50LUMO+283. 

 

          Finally, since the spectral profile of the gas-phase molecule is similar to that relative to the 

adsorbate, it is possible to conclude that the Au-boroxine interaction is weak (i.e., physisorption); 

this has been also confirmed by the strong contribution of B,O AOs to the final MOs involved in the 

most intense transitions giving rise to the spectrum of the adsorbate (see Figure 21). 
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     In Figure 23, the total calculated B1s NEXAFS spectra of the three investigated free molecules 

and of the “4+6” system on the Au(111) surface are compared; also the spectrum of the THDB 

precursor is included, in order to study the evolution of spectral features by increasing the molecular 

complexity, i.e., the presence of defects and the Au-B interaction. 

 

Figure 23 – Left side: B1s NEXAFS spectra of THDB (upper panel), square (second panel), star (third 

panel), “4+6” free (fourth panel), “4+6” on Au(111) (lower panel): calculated line-shape (black solid line) 

with site-resolved Bi contributions (thick colored vertical bars). Vertical colored dashed bars: ΔKS IPs. Right 

side: chemical structure of THDB, square, star, “4+6” free and adsorbed on Au(111) with the labeling of the 

nonequivalent B sites. 

      From a general overview of Figure 23, one can observe that the progressive presence of a higher 

number of non-equivalent sites along the series generates the splitting of single non-degenerate 

transitions occurring in the THDB spectrum into several closely spaced transitions; the relative 

space of the latter reflects the different chemical environment among the nonequivalent B sites. 
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Moreover, all NEXAFS spectra are dominated by an intense lower-energy peak (around 191 eV), 

whose position appears slightly shifted to higher excitation energies (around 191.5 eV) in the 

THDB spectrum. This structure arises from the B1s transitions to the LUMO, which displays  

character localized on the Bi-B bond. It is interesting to notice that the band extending in the energy 

range between 194 eV and 196 eV becomes broader along the series of molecules as the number of 

non-equivalent centers increases; this is also due to the higher molecular strain of the “4+6” system 

with respect to the star, which derives from a perfectly periodic 2D boroxine network. The 

molecular strain in the “4+6” system instead arises from the junction of two molecular fragments 

belonging to different point group symmetry. Also the square system is characterized by a certain 

strain and distortion from planarity; however, its spectrum does not display significant variations as 

concerns the intensity and shape of the band located between 194 and 196 eV. Another important 

consideration regards the fact that, in the “4+6” system, the distorted B atoms (i.e., in close 

proximity of the junction) give a small contribution to the total NEXAFS spectrum in this energy 

range, pointing toward the presence of defects in the synthesized 2D boroxine-containing COF. The 

molecular strain in proximity of these atoms induces a rehybridization of the involved MOs, which 

all exhibit mixed valence-Rydberg character; this justifies the weaker intensity of these transitions 

with respect to that observed in the NEXAFS spectra of the other investigated systems. Moreover, a 

smoothening of the intensity profiles is visible in passing from the “4+6” gas-phase system to that 

one adsorbed on the Au(111) surface. The Au-boroxine interaction, although weak, is also 

responsible of a redistribution of the NEXAFS spectral intensity of the “4+6” gas-phase system in a 

large number of transitions; this can be ascribed to a certain degree of orbital hybridization with the 

substrate’s sp states. 
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       A comparison between the experimental 2D COF and theoretical B1s polarized NEXAFS 

spectra of the “4+6” gas-phase system and adsorbed on the Au(111) surface is displayed in Figure 

24a. To support the hypothesis on the presence of defects in the synthesized 2D COF, a further 

comparison between the experimental 2D COF and computed B1s polarized NEXAFS spectra of 

the “4+6” gas-phase system and adsorbed on Au(111) has been considered by including only the 

partial contributions relative to the distorted B atoms (see Figure 24b), since these sites feel the 

presence of the defects to a larger extent. This could approximate a theoretical NEXAFS spectral 

profile that could simulate the one obtained for a 2D COF overlayer presenting a significant number 

of defects, and negligible, or at least much less important, contributions from the other B sites. 

 

                    a)                                                                      b) 

Figure 24 – Comparison between experimental (filled circles) and calculated (colored solid lines) B1s (s- 

and p-pol) polarized NEXAFS spectra of “4+6” free (upper panel) and adsorbed on Au(111) (lower panel): 

a) all B atoms, b) only distorted B atoms. Black vertical dashed bars: mean ΔKS IPs. The calculated spectra 

have been shifted by +3.33 eV (a) and +3.20 eV (b) in order to match the first peak of the two experimental 

profiles.  

    A general inspection of Figure 24a reveals that the polarized experimental B1s NEXAFS spectra 

show a pronounced dichroism, ascribable to the flat orientation of the 2D network on the metal 

surface. It is possible to observe that the theoretical profiles are able to reproduce the large 

dichroism displayed by intense lower-energy feature. On the other hand, at higher excitation 
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energies, the experimental spectra display a flat profile, in contrast to the detection of relatively 

intense structures in the theoretical profiles, around 198-199 eV; this could be associated to the 

presence of a large number of defects in the synthesized 2D boroxine-containing COF. From an 

inspection of Figure 24b, a better matching between theory and experiment is found when 

considering only the partial contributions of the distorted B atoms; this is especially evident in the 

case of the gas phase system, with a considerable decreasing of the intensity of spectral features in 

the higher-energy region of the calculated spectra. The flat profile observed in the experimental 

spectra could be also correlated to a slight flattening of the boroxine unit upon the interaction with 

the Au surface, with an increase of its excess strain energy. It is therefore evident that larger models 

(e.g., containing 7-fold or 8-fold motifs) could be exploited to provide a more reliable 

representation of the 2D COF overlayer as well as to obtain a better agreement with the 

experimental measurements. However, such calculations would be particularly unfeasible due to the 

need to consider the Au-boroxine interaction.   

 

Conclusions 

    In this study, DFT-TP calculations have been performed to simulate the B1s NEXAFS spectra of 

three possible building block molecules forming a phenyl-free 2D boronic network when THDB is 

deposited on the Au(111) surface, with reference to a recent work by a group of experimental 

researchers afferent to the ALOISA beamline of the Elettra Synchrotron in Trieste [14]. The 

investigated molecules are displayed in Figure 6, and has been denoted as “square”, “star”, and 

“4+6” systems, in analogy with their structural shape. The aim of this study has been the 

investigation of the electronic study of the aforementioned building block molecules as well as the 

choice of the best model to simulate the experimental B1s (s- and p-pol) polarized NEXAFS 

spectrum of THDB on the Au(111) surface
14

 in order to provide a reliable interpretation of its 

spectral features. Another objective of the present study has been the determination of the nature of 

the Au-boroxine interaction; this has been achieved by comparing the B1s NEXAFS spectrum of 

gas-phase “4+6” system with that relative to the same system adsorbed on the Au(111) surface. 

   In particular, the analysis of the B1s NEXAFS spectra of the three gas-phase molecules has 

shown that the “4+6” system represents the best model to reproduce the experimental 

measurements. However, it has been found out that this model could be further improved by 

including 7-fold or 8-fold motifs, despite the higher computational effort that would be required for 

these type of systems. Furthermore, an evolution of the NEXAFS intensity distribution is observed 

in going from the THDB precursor to the building block molecules due to the presence of a higher 
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number of non-equivalent B sites as well as to the increase of the molecular strain. Another 

important finding concerns the small contribution of the distorted B atoms of the “4+6” system to 

the corresponding total B1s NEXAFS spectrum, thus confirming the predominant role of the defects 

in the synthesized 2D boroxine COF. Finally, it has been possible to conclude that the Au-boroxine 

interaction is weak (i.e., physisorption), since the spectral profile of the gas-phase “4+6” system 

substantially resembles that relative to the adsorbate. 

Appendix 

Table 1 – Peak assignments of the total B1s NEXAFS spectrum of the “square” system. Transition energies 

(eV), oscillator strengths (fx10
2
), and the composition of the involved MOs in terms of Mulliken population 

of AOs centered on each specific atom are reported. Only transitions with fx10
2
1.00 are included. 

Peaks 
Core-hole 

site 
E(eV) fx10

2
 

Main atomic contribution to the 

final MO 

 

Assignment 

Bi B O 

 A 

B1 190.91 19.8 
47% 2pz 

  2% nd 

23% 2pz 

 

22% 2pz 

 

 

 

 

LUMO/ 
B4 190.91 19.6 

46% 2pz 

  2% nd 

23% 2pz 

 

22% 2pz 

 

B2 191.07 23.7 
56% 2pz 

 

14% 2pz 

 

24% 2pz 

 2% 3d 

B3 191.07 16.0 
39% 2pz 

  3% nd 

3% 2pz 

 

26% 2pz 

 

B B3 192.92 2.11 5% 2pz 76% 2pz 16% 2pz LUMO+3/* 

C 
B4 193.58 2.28 6% 2pz 75% 2pz 15% 2pz  

LUMO+5/* 
B1 193.58 2.31 6% 2pz 76% 2pz 15% 2pz 

D 

B3 194.03 1.20 

54% ns 

 8% 2s 

  1% 2px 

3% 2s 

2% ns 

2% 2py 

1% 2s 

LUMO+7/mixed valence-

Rydberg 

B3 194.42 1.89 4% 2pz 76% 2pz 18% 2pz LUMO+8/* 

B3 194.58 1.17 

47% np 

   7% 2px 

 4% ns 

 1% 4f 

1% np 2% 2py 

1% 2s 

 

LUMO+9/ mixed 

valence-Rydberg 

E B3 194.96 14.0 

14% 2pz 

10% np  

  2% 3d       

55% 2pz 

  2% np 

13% 2pz LUMO+11/mixed 

valence-Rydberg 

F 

B4 195.31 8.58 

14% np 

   10% 2pz 

  4% 3d  

   2% nd       

49% 2pz 

  4% np 

11% 2pz LUMO+10/mixed 

valence-Rydberg 

B1 195.34 10.7 

11% 2pz 

 4% 3d 

 3% np  

  2% nd       

62% 2pz 

 2% np 

13% 2pz  

 

 

LUMO+11/mixed 

valence-Rydberg 

B4 195.36 2.40 

46% np 

  2% 2pz 

  2% 2py  

 2% ns      

19% np 

 11% 2pz 

    6% 2py  

 

1% 2pz 

G B2 195.71 1.03 
22% 3d 

 5% np 

23% np 

13% 2py 

1% 2px  

LUMO+12/ mixed 
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4% nd 

 2% 2px 

1% ns 

valence-Rydberg 

B1 195.85 1.31 

29% 3d 

  7% np 

  2% nd  

 2% 4f     

11% np 

  6% 2px 

  2% 2py  

 2% 4f     

/ LUMO+14/mixed 

valence-Rydberg 

B2 195.87 10.5 
8% 2pz 

3% 3d 

72% 2pz 

  

13% 2pz LUMO+13/mixed 

valence-Rydberg 

H 

B1 196.42 1.23 

12% nd 

3% np 

1% 3d 

1% ns 

1% 2py 

21% np 

 10% 2px 

 10% 2py 

2% 2s 

1% 2px 

     1% 2s 

 

 

 

 

LUMO+21/mixed 

valence-Rydberg 

B4 196.51 1.43 

9% 4f 

6% 3d 

5% nd 

4% np 

2% ns 

 1% 2py 

21% np 

 11% 2px 

   7% 2py 

/ 

B2 196.83 1.33 

24% 3d 

23% np 

  3% 2py 

 2% nd 

13% np 

6% 2px 

4% 2py 

/ LUMO+26/mixed 

valence-Rydberg 

B1 196.85 1.01 

24% np 

  5% nd 

   5% 2py 

  3% 3d 

 2% 4f 

22% 2pz 

 2% 2py 

1% np 

/  

LUMO+27/mixed 

valence-Rydberg 

 

Table 2 – Peak assignments of the total B1s NEXAFS spectrum of the “star” system. Transition energies 

(eV), oscillator strengths (fx10
2
), and the composition of the involved MOs in terms of Mulliken population 

of AOs centered on each specific atom are reported. Only transitions with fx10
2
1.00 are included. 

Peaks 
Core-hole 

site 
E(eV) fx10

2
 

Main atomic contribution to the 

final MO 

 

Assignment 

Bi B O 

 A 

B2 190.80 15.2 
48% 2pz 

  2% nd 

20% 2pz 

 

23% 2pz 

 
 

 

 

LUMO/ 
B1 190.86 15.3 

48% 2pz 

  1% nd 

20% 2pz 
 

23% 2pz 
 

B3 190.94 34.6 
54% 2pz 

 2% nd 

16% 2pz 
 

23% 2pz 
 

B4 191.02 24.1 
39% 2pz 

 3% nd 

26% 2pz 
 

26% 2pz 
 

B 
B2 193.10 1.18 2% 2pz 80% 2pz 15% 2pz  

LUMO+3/* B4 193.11 2.68 4% 2pz 76% 2pz 12% 2pz 

C B4 193.50 3.01 4% 2pz 76% 2pz 16% 2pz LUMO+5/* 

D B1 193.85 3.01 9% 2pz 64% 2pz 18% 2pz LUMO+6/* 

E 
B3 194.39 1.11 

87% ns 

   1% npy 

  1% nd 

4% 2py 

    3% ns 

  2% npy 

/ LUMO+7/mixed 

valence-Rydberg 

B4 194.52 1.92 5% 2pz 73% 2pz 17% 2pz LUMO+9/* 
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B2 194.54 1.18 4% 2pz 75% 2pz 18% 2pz 

F 

B4 194.99 20.7 

12% 2pz 

  15% npz 

  3% 3d 

52% 2pz 

  3% npz 

   

13% 2pz  

 

 

 

LUMO+12/* B2 195.28 8.09 

14% 2pz 

  5% 3d 

   2% npz 

  1% nd 

61% 2pz 

  3% npz 

   

13% 2pz 

 

B1 195.43 7.53 

11% 2pz 

  7% nd 

 

62% 2pz 

  4% npz 

13% 2pz 

G 

B3 195.61 1.36 

25% 3d 

  5% nd 

 2% ns 

   2% 2px 

   1% npy 

 3% 2px 

  3% npy 

  3% npx 

 

1% npy  

LUMO+13/mixed 

valence-Rydberg 

B3 195.68 16.7 

  7% 2pz 

  6% npz 

   1% 3d 

  1% nd 

67% 2pz 

 

13% 2pz 

 
LUMO+15/* 

H 

B2 195.96 1.20 

10% npy 

  6% 2py 

 3% 3d 

   2% npx 

  1% 2px 

 14% np 

  11% 2px 

  3% 2s 

    3% nd 

   3% nf 

     1% 2py 

3% 2py LUMO+18/mixed 

valence-Rydberg 

B1 196.97 1.13 

16% np 

9% nd 

4% nf 

  2% 2px 

4% 2px 

2% npy 

   1% 2s 

 

2% 2py LUMO+31/mixed 

valence-Rydberg 

 

 

Table 3 – Peak assignments of the total B1s NEXAFS spectrum of the “4+6” gas-phase system. Transition 

energies (eV), oscillator strengths (fx10
2
), and the composition of the involved MOs in terms of Mulliken 

population of AOs centered on each specific atom are reported. Only transitions with fx10
2
0.40 are 

included. 

Peaks 
Core-hole 

site 
E(eV) fx10

2
 

Main atomic contribution to the 

final MO 

 

Assignment 

Bi B O 

 A 

B52 190.67 10.2 
48% 2pz 

2% nd 

19% 2pz 

 

23% 2pz 

 

 

 

 

 

 

 

 

 

 

 

 

B23 190.68 10.5 49% 2pz 18% 2pz 20% 2pz 

B56 190.69 10.1 
47% 2pz 

1% nd 

20% 2pz 

 

22% 2pz 

 

B50 190.71 10.2 
48% 2pz 

1% nd 

19% 2pz 

 

22% 2pz 

 

B57 190.71 10.0 
47% 2pz 

1% nd 

21% 2pz 

 

21% 2pz 

 

B51 190.79 11.4 
53% 2pz 

1% nd 

17% 2pz 

 

23% 2pz 

1% 3d  
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B17 190.80 11.8 
55% 2pz 14% 2pz 22% 2pz 

2% 3d 

 

 

 

 

 

 

 

LUMO/ 

B58 190.85 11.5 
53% 2pz 

2% nd 

17% 2pz 

 

22% 2pz 

 

B18 190.89 10.9 
47% 2pz 

2% nd 

18% 2pz 

 

17% 2pz 

  1% 2px 

B25 190.92 7.91 
38% 2pz 

3% 3d 

27% 2pz 

 

25% 2pz 

 

B64 190.93 7.93 
38% 2pz 

3% nd 

26% 2pz 

 

26% 2pz 

 

B59 190.96 7.90 
38% 2pz 

3% nd 

26% 2pz 

 

26% 2pz 

 

B24 190.98 11.0 

44% 2pz 

5% 2py 

1% nd 

19% 2pz 

 

15% 2pz 

 

B16 190.99 11.2 

47% 2pz 

4% 2py 

2% nd 

18% 2pz 

 

16% 2pz 

 

B22 191.06 11.7 
40% 2pz 

  8% 2px 

23% 2pz 

 

11% 2pz 

  3% 2px 

B 

B59 192.58 0.67 3% 2pz 75% 2pz 14% 2pz  

 

LUMO+2/* 
B25 192.59 0.41 2% 2pz 76% 2pz 8% 2pz 

B64 192.63 0.68 3% 2pz 75% 2pz 12% 2pz 

C 

B24 193.28 0.95 2% 2pz 53% 2pz 11% 2pz LUMO+7/* 

B18 193.39 0.96 3% 2pz 69% 2pz 12% 2pz LUMO+8/* 

B23 193.52 0.98 5% 2pz 71% 2pz 13% 2pz LUMO+9/* 

D 

B22 193.95 1.93 
2% 2pz 

 4% 2px 

64% 2pz 

 4% 2px 

7% 2pz 

 

LUMO+12/valence 

B16 194.10 1.37 
3% 2pz 

 3% 2py 

62% 2pz 

 4% 2py 

7% 2pz 

 

LUMO+11/valence 

B16 194.23 0.79 

2% 2pz 

 2% 2py 

1% ns 

64% 2pz 

 2% 2py 

9% 2pz 

 

LUMO+12/valence 

B24 194.40 1.51 

4% 2py 

2% ns 

51% 2pz 

 6% 2px 

4% 2py 

9% 2pz 

 

LUMO+14/mixed 

valence-Rydberg 

B18 194.43 2.18 

5% 2px 

     5% ns 

2% 2pz 

47% 2pz 

 4% 2px 

6% 2pz 

 

LUMO+13/mixed 

valence-Rydberg 

E 

B25 194.75 3.31 
8% 2pz 

     1% np 

65% 2pz 

 1% 2py 

10% 2pz LUMO+16/valence 

B25 194.82 2.98 
6% 2pz 

     5% np 

48% 2pz 6% 2pz  

LUMO+17/mixed 

valence-Rydberg 

B59 194.85 1.24 

40% np 

12% ns 

8% 3d 

6% nd 

5% 2px 

     3% 2pz 

5% 2pz 

4% 2px 

     1% ns 

 

2% 2py 

B64 194.87 6.26 

15% np 

 11% 2pz 

  2% 3d 

48% 2pz 

 3% np 

11% 2pz  

LUMO+18/mixed 

valence-Rydberg 

B59 194.89 6.25 

13% np 

 11% 2pz 

  2% 3d 

      2% 2px 

 2% ns 

49% 2pz 

 2% np 

11% 2pz 
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B57 194.99 3.78 

11% 2pz 

  6% np 

  2% ns 

       1% 3d 

53% 2pz 

 3% 2px 

1% 2s 

8% 2pz LUMO+16/mixed 

valence-Rydberg 

B23 195.00 2.24 

7% ns 

  5% 3d 

  3% 2pz 

  2% np 

44% 2pz 

 7% 2px 

2% 2s 

6% 2pz  

 

 

 

 

 

LUMO+17/mixed 

valence-Rydberg 
B52 195.06 2.87 

22% np 

  6% 2pz 

      4% 2px 

      2% 3d 

      2% ns 

32% 2pz 

 4% 2px 

2% 2py 

2% np 

6% 2pz 

B56 195.09 3.12 

38% np 

  4% 2pz 

      3% 3d 

 2% ns 

      1% nd 

38% 2pz 

 3% np  

 1% 2px 

 1% 2py 

     1% 2s 

7% 2pz 

B50 195.13 4.13 

11% np 

  10% 2pz 

       3% 2py 

   2% 3d 

47% 2pz 

 1% np  

10% 2pz 

B52 195.17 2.19 

39% np 

  4% 2pz 

      4% 2px 

 2% ns 

      1% nd 

26% 2pz 

 2% np  

4% 2pz  

 

 

LUMO+18/mixed 

valence-Rydberg 

B56 195.20 1.85 

39% np 

  4% 2pz 

      3% 3d 

 2% ns 

   1% nd 

21% 2pz 

 5% np  

 1% 2px 

3% 2pz 

F 

B23 195.45 1.81 

22% 3d 

7% ns 

  6% 2pz 

      4% np    

21% 2pz 

 10% np  

 6% 2py 

 

6% 2pz  

 

 

LUMO+21/mixed 

valence-Rydberg 

B58 195.60 1.47 

19% np 

  7% 3d 

  1% ns 

35% 2pz 

10% np  

 8% 2py 

 3% 2px 

2% 2pz 

B51 195.62 4.94 
16% np 

4% 2pz 

60% 2pz 

 2% np 

10% 2pz 

B17 195.69 1.22 

7% 3d  

 5% 2pz 

3% np 

40% np  

18% 2pz 

 4% 2px 

 4% 2py 

4% 2pz 

LUMO+22/mixed 

valence-Rydberg 

B58 195.73 2.64 

  15% 2pz 

  14% np    

   7% 3d 

   7% nd 

47% 2pz 11% 2pz 

LUMO+23/mixed 

valence-Rydberg 

B17 195.80 1.51 

37% np    

   9% ns 

   4% 3d 

14% 2pz 

8% np 

 5% 2px 

 3% 2py 

2% 2pz 

LUMO+24/mixed 

valence-Rydberg 
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Conclusions and perspectives 

        The present phD thesis deals with the simulation and interpretation of data obtained from X-

Ray Photoelectron Spectroscopy (XPS) and Near Edge X-ray Absorption Fine Structure 

Spectroscopy (NEXAFS) of molecules in gas phase and adsorbed on metal surfaces. In particular, 

studies in the gas phase aimed at achieving a detailed knowledge of the electronic structure of a 

series of molecular building blocks with promising applications in the design of novel high-

performance electronic and optoelectronic devices, whereas investigations on surface chemistry 

have focused on the elucidation of the electronic structure of boron-containing adsorbates suitable 

for surface functionalization. Theoretical calculations by means of Density Functional Theory 

(DFT) and its linear-response time-dependent formulation (TDDFT) have been performed to 

provide a solid support to XPS and NEXAFS experimental measurements.  

       The research activity has been firstly devoted to three heterocycles playing fundamental roles in 

chemistry and biology, namely, the indole molecule and its 2,3-dihydro-7-azaindole (7-AI) and 3-

formylindole (3-FI) derivatives. Further investigations have been focused on a series of gas phase π-

conjugated molecular complexes with potential applications in the field of organic molecular 

electronics. The studied material has been the ambipolar 2,8-bis(diphenylphosphoryl)-

dibenzo[b,d]thiophene (PPT), whose electronic structure has been explored starting from a detailed 

investigation on that relative to its building block moieties. A first study has involved the small 

thiophene precursor and its benzo-annulated derivatives, namely, benzo[b]thiophene (BBT) and 

DBT, while further investigations have focused on DBT and triphenylphosphine oxide (TPPO). 

Afterwards, the research activity has dealt with the titanyl phtalocyanine (TiOPc) and its interaction 

with the Ag(111) surface. A series of important building blocks of Covalent Organic Frameworks 

(COFs), namely, boric acid [B(OH)3], phenyl boronic acid (PBA), and 1,4-phenyl diboronic acid 

(PDBA), has been the object of the last part of the three year period of phD, while final studies 

aimed at determining the nature of the interaction between a series of boronic networks and the 

Au(111) surface. 

      The employed computational methods have provided valuable and original outcomes, with new 

insights on the nature of the virtual states implicated in the X-ray absorption process. Furthermore, 

in many instances, the agreement between theory and experiment has proven to be remarkable, 

allowing a reliable assignment of the main spectral features, and their relative association with the 

different atomic contributions. In particular, the DFT-TP (Transition Potential) method in the half 

core hole approximation (HCH) has turned out to be a powerful approach for the description of the 

K-edge NEXAFS spectra, both in terms of energy separation and intensity distribution of the 
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observed spectral features. However, in the case of the investigated gas phase boronic systems, we 

found out that the DFT-TP approach correctly reproduces the B K-edge NEXAFS spectrum of the 

simplest B(OH)3 molecule, but is not adequate for the corresponding ones relative to PBA and 

PDBA, independently of the exchange-correlation functional employed. A satisfactory agreement 

with the experimental measurements is achieved by including static correlation effects through  

explicitly correlated wave function multiconfigurational self-consistent field (MCSCF) methods. On 

the other hand, the DFT-TP approach has proven to be very efficient in the calculation of the C K-

edge NEXAFS spectrum of PBA; evidently, the relaxation of the charge density upon the core-hole 

formation is less pronounced in the case of the shallower B1s core state, compared to C, N, or O 

core excited states, and the ability to accurately describe the residual electron correlation effects is 

crucial to obtain a satisfactory agreement with the experimental data. On the other hand, the 

relativistic TDDFT method is able to accurately reproduce the experimental S,P LII,III-edge 

NEXAFS spectra of the investigated systems by including the configuration mixing among 

different excitation channels from degenerate core-holes. Finally, it is worth noting that, from the 

computational point of view, DFT-TP and TDDFT are the only applicable methods for the 

simulation of core-electron excitation spectra of molecules adsorbed on metal surfaces. In 

particular, when applied in conjunction with core absorption spectroscopy, these methods are able 

to provide interesting information on the adsorption geometry and bonding of molecules on metal 

surfaces as well as on the adsorbate-substrate interaction
1,2

. 

      Future investigations will be focused on the calculation of vibrationally resolved NEXAFS 

spectra of gas phase systems, with the aim to evaluate the influence of vibronic effects, which are 

known to be able to modulate the intensity pattern and band-shape
3-5

. The research activity could be 

also further developed to allow for the simulation of pump-probe NEXAFS experiments of both gas 

phase molecules and adsorbates, which would provide useful insights into valence-excited states, 

and further stimulate experimental work on time-resolved core-electron spectroscopies
6,7

. 
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