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Introduction

The Standard Model of particle physics is one of the most predictive and precise
theories conceived by mankind. Its predictions have been proven, along decades of several
tests, to accurately describe the vast majority of the experimental observations. The
recent discovery of a boson with mass at about 125 GeV, showing properties compatible
with the Standard Model predicted Higgs boson, had finally provided the last missing
piece of the model itself.

Despite its outstanding success, there is a growing set of phenomena for which the
descriptions of the Standard Model are insufficient or even missing. To overcome these
shortcomings, "new physics" models have been developed over the years, whose validity
can only be tested through experiments. A general way to parametrise new physics
phenomena is represented by the Effective Field Theory framework, which extends the
Standard Model by considering new interactions between its constituent particles. A
specific class of these interactions, labelled as anomalous Quartic Gauge Couplings, is
probed in this work. Another goal of this analysis is to perform high-precision studies of
the Standard Model itself, by investigating the validity of its predictions in the multiple
gauge vector boson production channel.

Processes involving the interaction of multiple gauge vector bosons are very rare
and neutral coupling between the Z boson and one or more photons are forbidden,
at tree level, in the Standard Model. Possible anomalous properties of the Z boson
have been studied, before the CERN Large Hadron Collider era, at the Large Electron-
Positron collider and the Tevatron, while triboson processes become accessible at the
Large Hadron Collider only recently. Both the CMS and ATLAS Collaborations have
studied the pp → Zγ γ → l+l−γ γ channel, at a centre of mass energy of 7 and 8 TeV, by
exploiting the Run 1 available luminosity of about 20 fb−1. The measured cross sections
were found compatible with the Standard Model prediction and limits on anomalous
Quartic Gauge Couplings were placed.

This work represents the first attempt to measure the pp → Zγ γ → l+l−γ γ cross
section at a centre of mass energy of 13 TeV by making use of about 137 fb−1 of luminosity
collected by the Compact Muon Solenoid experiment at the Large Hadron Collider.
The measurement presented in this analysis makes it possible to probe the electroweak
sector of the Standard Model in a very high energy regime and also benefits from an
increased statistics, up to 10 times the one accessible before.

Observed events as a function of the diphoton transverse momentum p
γ γ

T variable
are used to measure the pp → Zγ γ → l+l−γ γ production cross section and to extract
limits on the anomalous Quartic Gauge Couplings. The signal region of this analysis is
defined by a pair of same flavour opposite sign leptons (electrons or muons) produced
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alongside two isolated photons.
The measured pp → Zγ γ → l+l−γ γ production cross section is found to be consistent

with the Standard Model predictions and results are also interpreted in terms of physics
beyond the Standard Model. No significant excess over the expected numbers of events is
observed and exclusion limits on various anomalous Quartic Gauge Couplings parameters
are set.

This work is organised as follows. Chapter 1 is devoted to a brief theoretical
introduction to the Standard Model of particle physics. The main theoretical topics of
interests for this analysis are covered, focusing on the electroweak theory and on the
Effective Field Theory framework used to describe new physics phenomena.

The physics basis of Standard Model perturbative calculations, the main features
and the use of general purpose Monte Carlo programs for the simulation of the signal and
background processes, expected to contribute to the pp → Zγ γ → l+l−γ γ production
cross section, are presented in Chapter 2.

The phenomenology of the pp → Zγ γ → l+l− production at hadron colliders, the
state of the art theoretical calculation of its cross sections and the anomalous Quartic
Gauge Couplings theory are reviewed in Chapter 3.

Chapter 4 gives a brief overview of the Large Hadron Collider, the world largest and
most powerful accelerator complex ever built, with a particular focus on the Compact
Muon Solenoid experiment, one of the main experiments along the accelerator ring.

The sub-detectors of the Compact Muon Solenoid experiment are sensitive to different
stable particles, such as electrons, muons, photons, neutral and charged hadrons. A
combination of several kinematic variables is used to select, with the highest efficiency and
purity, the building blocks of the l+l−γ γ events. Chapter 5 is devoted to the description
of the algorithms used for the offline particle reconstruction and identification, together
with the object selection criteria exploited in this work.

The core of the analysis is presented in the Chapter 6. The data and Monte Carlo
samples used for signal and background contributions modelling are here defined,
together with the object based corrections. The main background source comes from
Z + jets and Zγ + jets events where hadronic jets are misidentified as prompt photons.
A data-driven approach, used to estimate this background contribution, is presented
and discussed in detail. Other small residual background contributions are estimated
from Monte Carlo simulations. The systematic uncertainties related to the estimate of
the background contributions are described as well.

The measurement of the fiducial cross section in the electron, muon and combined
lepton channels is presented in Chapter 7. A discussion of the statistical methods
employed to obtain the final results, together with a comparison with the theoretical
prediction, is given.

In Chapter 8 the l+l−γ γ events are used to investigate the presence of new physics.
For these studies, events are selected in the same phase space defined for the fiducial
cross section measurement. No evidence of new physics phenomena is obtained and
limits on the anomalous Quartic Gauge Couplings are set.
The work presented in this thesis is currently under internal review by the CMS
Collaboration. The author of this thesis has provided fundamental contributions in all
the major aspect of the analysis.
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1 | Introduction to high energy
physics

Elementary particles are the smallest constituents of all the ordinary matter. Never-
theless, the notion of "elementary" is subject to change with the pursuit of the scientific
progress, as can be seen in Table 1.1. Particles that were considered as "elementary" in
the past are now known to be composite states of smaller constituents, and nothing
prevents our current knowledge in this field to be expanded or completely revamped in
the future.

Nowadays, the framework used to catalogue all the elementary particles is represented
by the Standard Model (SM). It can describe, with great precision, the interactions
between particles via the fundamental forces of nature. The SM predictive power,
enforced by an incredible number of experimental confirmations, makes it one of the
most successful scientific theories developed by mankind.

This chapter is organised as follows. In Section 1.1 the SM of particle physics is
presented while in Section 1.2 special attention is given to the gauge symmetries of
the model and their implications in terms of particle interactions. The electroweak and
quantum chromodynamics theories are introduced in Section 1.2.2 and Section 1.2.3,
respectively. Finally, in Section 1.3 a summary of the experimental tests of the SM done
so far is presented, outlining its current limitations and revising a possible framework
to parametrise new physics processes beyond it.

This chapter follows the notation of reference [1] and it is further based on reference [2,
3].

1.1 The Standard Model of particle physics
The goal of fundamental high energy physics is to reduce all natural phenomena to a

(small) set of common rules able to reproduce and predict the experimental observations.
At microscopic level, forces between elementary particles are parametrised through three
classes of fundamental interactions, the electromagnetic, the weak and the strong one.
For all microscopic objects a fourth interaction, the gravitational force, plays a role but
appears to be negligible for sub-nuclear physics. The SM of particle physics reflects our
current knowledge of elementary constituents of matter at scales of about 10−15 m (1 fm)
and below [4,5]. Particle interactions are described within the framework of quantum
mechanics and relativity, more precisely by a local relativistic quantum field theory
(QFT). Each particle is considered to be point-like and associated with a specific field
which undergoes suitable transformations under the Lorentz group.
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CHAPTER 1. INTRODUCTION TO HIGH ENERGY PHYSICS

Year Discovery Elementary particle
1869 Period system Atom
1890 Electron Atom, electron

1910 Radioactivity Atomic nucleus, electronAlpha scattering

1932 Neutron Proton, neutron, electron
Positron ... and their antiparticles

1947 Pion, muon The "particle zoo"
1956 Neutrino
1967 Electroweak theory
1968 Deep inelastic scattering Quarks, leptons
1972 Quantum chromodynamics
1974 c quark, τ lepton
1977 b quark
1979 Gluon
1983 W, Z bosons
1995 t quark
2012 Higgs boson Standard Model

Table 1.1: An historical outline of the keystone discoveries in high-energy physics. The
concept of elementary changes through time as new particles/interactions are introduced
in the model. With the discovery of the Higgs boson the SM can be considered as
"complete".

According to the Heisenberg uncertainty principle, to study particles with a spatial
dimension ∆x one needs, as a suitable probe, a beam of particles with impulse p & ~/∆x,
where ~ is the reduced Plank constant (~ = h/2π). It comes straightforward that the
smallest the spatial dimension ∆x under study the greater the energy of the beam of
particles is required. To probe the SM predictions at very small distances, high energy
beams of particles are typically produced at the particle accelerators. An accelerator
such as the CERN Large Hadron Collider (LHC) allows to study collisions between
particles with a total centre of mass energy up to 2pc . 13 TeV, giving the possibility
to probe particle interactions at a distance scale of ∆x & 10−20 m (see also Section 4.2).
From the experimental results obtained so far all the fundamental constituents of the
SM do not show any appreciable internal structure.

The SM predicts the existence of two kinds of elementary particles, spin-1
2 fermions

which obey the Fermi-Dirac statistics and the Pauli exclusion principle, and integer-
spin bosons subjected to the Bose-Einstein statistics. In Figure 1.1 (left) a table of
the elementary matter particle constituents of the SM is presented. All the known
fundamental matter constituents are represented by twelve elementary fermions. There
exist six types of leptons, which are not affected by the strong force and are seen in
experiments as individual particles. Three of them have an electric charge and are
labelled as the electron (e), the muon (µ) and the tau (τ) lepton. The other three leptons
are the neutrinos, electrically neutral and extremely weakly interacting particles. They
are labelled as the electron (νe), the muon (νµ) and the tau (ντ) neutrino. Similarly to
the leptons, there exist six types of quarks all of them affected by the electromagnetic,
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1.1. THE STANDARD MODEL OF PARTICLE PHYSICS

the weak and the strong interactions. Quarks are hidden from view but represent the
fundamental constituents of several non-fundamental particles, such as protons and
neutrons. Three of them have a fractional electric charge of 2/3 and are labelled as the
up (u), charm (c) and top (t) quark, while the other three have a fractional electric
charge of −1/3 and are labelled as the down (d), strange (s) and bottom (b) quark.

Quarks and leptons are arranged into three families with equal quantum numbers
but different masses. The description of matter through different families evolved
naturally from the Cabibbo’s quark mixing theory into the Cabibbo-Kobayashi-Maskawa
matrix [6, 7].

A fundamental prediction of the SM is that quarks can never appear singly in nature.
Indeed there is no experimental evidence of isolated quarks so far. Nevertheless, there
exists a large number of quark composite states, collectively called hadrons, which are
arranged in different families such as mesons, bound states of two quarks (qq ′) and
baryons, formed by three quarks (qq ′q ′′).

All the matter particles listed above are accompanied by the respective anti-particles
with opposite quantum numbers and the same couplings of their counterparts.

Figure 1.1: The Standard Model elementary particles content. Matter particles are
indicated in the first three columns, gauge bosons in the fourth and the Higgs boson in
the fifth. Each fermion has an antiparticle partner, with the same mass but different
quantum numbers. In the top left corner the mass, charge and spin of the particle are
reported. Figure adapted from reference [8].

The interactions between fermions are described in relativistic QFT via the exchange
of additional particles labelled as force carriers. In the SM, the force carriers obey the
Bose-Einstein statistics and are represented by twelve integer-spin bosons, as can be
seen in Figure 1.1 (right). The photon (γ), the carrier of the electromagnetic force, is
a massless spin-1 boson while the weak bosons (W and Z), are the massive mediators
of the weak force. Eight gluons (g) are the massless carriers of the strong interaction.
In addition to these spin-1 bosons there is the Higgs boson, a neutral massive scalar
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1.2. GAUGE SYMMETRIES AND PARTICLE INTERACTIONS

has spin 1 and is massless (providing the symmetry is unbroken). These vector bosons,
called gauge bosons, are the mediators of the interactions.

The principle of non-Abelian gauge invariance, which dictates the structure of
the interactions between fermions and vector bosons as well as the vector boson self-
interactions, is the generalisation of the Abelian gauge symmetry found in QED. It is
implemented in the SM through the Yang-Mills theory [9]. The starting point to construct
a non-Abelian gauge invariant theory is the general Lagrangian density L(φ, ∂µφ), which
is assumed to be invariant under a D dimensional continuous group of transformations

φ′(x) = U(θA)φ(x) (A = 1, 2, . . . D),

where
U(θA) = eig

∑
A
θ

A
T

A

∼ 1 + ig
∑
A

θATA + . . . .

The symbols θA are numerical parameters of the transformation, g is called the coupling
constant and TA are the generators of the group. The TA satisfy the commutation
relation

[TA, TB] = iCABCT
C ,

where the group structure constants CABC are non-vanishing for a non-Abelian theory.
If the gauge transformation is local, so that it depends on the space-time coordinates xµ
via U(θA)→ U(θA(xµ)), the Lagrangian density L(φ, ∂µφ) will be no longer invariant
under the transformation (since in general ∂(Uφ) 6= U(∂φ)). Gauge invariance can then
be restored if the ordinary derivative ∂µ is replaced by the covariant derivative

Dµ = ∂µ + igVµ, (1.1)

where Vµ = ∑
A V

A
µ T

A and V A
µ are a set of D gauge vector fields, in one-to-one corre-

spondence with the group generators, which transform according to V′µ = UVµU
−1 −

1
ig (∂µU)U−1. The gauge invariance of L(φ,Dµφ) is re-established at the expense of
introducing additional external fields Vµ, which were not present from the beginning in
the theory. In analogy with QED, the gauge-invariant kinetic term for the gauge fields
V A
µ takes the form Fµν, AFAµν and the tensor FAµν is defined as

FAµν = ∂µV
A
ν − ∂νV

A
µ − gCABCV

B
µ V

C
ν . (1.2)

The complete Yang-Mills Lagrangian can be finally written as

LYM = −1
4
∑
A

FAµνF
Aµν + L(φ,Dφ), (1.3)

where it has to be noticed that the kinetic energy term is an operator of dimension
d = 4, and no mass term for the gauge boson of the form m2VµV

µ is allowed by gauge
invariance.

The gauge symmetry group SU(3)×SU(2)×U(1) is not the only symmetry embedded
in the SM theory. The invariance of the theory under space-time translations, rotations
and boosts (Poincare symmetry) leads to conservations of energy, momentum and angular
momentum. The discrete symmetries parity (P), where an inversion of coordinates takes
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CHAPTER 1. INTRODUCTION TO HIGH ENERGY PHYSICS

place, time-reversal (T), where t→ −t and charge conjugation (C), that transforms a
particle into the corresponding antiparticle, are involved differently. While strong and
electromagnetic forces conserve each symmetry individually, the electroweak symmetry
group SU(2)×U(1) breaks both the P and C symmetries by acting differently on the left
and right-handed fields. The T and the combined CP symmetries are broken also by the
Yukawa couplings between the fermions and the Higgs boson. The combination CPT is
instead conserved in every known interaction, ensuring that the mass and lifetimes of all
particles is equal to that of the corresponding antiparticles. The SM Lagrangian is also
accidentally invariant under a global common phase transformation of all lepton fields.
The associated charges are the baryon number B = ±1/3 for quarks and antiquarks,
and the lepton number L = ±1 for leptons and anti-leptons.

1.2.2 Electroweak theory

The EW theory [10–12] is the unified description of the QED and weak nuclear forces.
The unification arises at a fixed energy scale, the electroweak scale, of around 100 GeV.
The EW theory describes the interactions between matter particles, leptons and quarks,
and weak gauge bosons (W±, Z) or photons (γ), as dictated by the SU(2)×U(1) gauge
symmetry. In the following the EW Lagrangian will be split in two parts,

LEW = Lgauge + LHiggs, (1.4)

by separating the term containing the Higgs field, which will be described in Sec-
tion 1.2.2.1, from the one involving only gauge bosons and fermions.

The gauge Lagrangian Lgauge can be written, according to the prescription of
Equation 1.3, as

Lgauge = −1
4

3∑
A=1

FAµνF
Aµν − 1

4BµνB
µν + ψ̄Liγ

µDµψL + ψ̄Riγ
µDµψR, (1.5)

where the gauge antisymmetric tensors Bµν = ∂µBν−∂νBµ and FAµν = ∂µW
A
ν −∂νW

A
µ −

gεABCW
B
µ W

C
ν are built from the gauge field Bµ associated with the U(1) symmetry

generator, and WA
µ which correspond to the three SU(2) symmetry generators. The

action of covariant derivative Dµ on the fermion fields ψL,R is explicitly given by

DµψL,R =
[
∂µ + ig

3∑
A=1

tAL,RW
A
µ + ig′

1
2YL,RBµ

]
ψL,R, (1.6)

where the values g and g′ are the coupling constants of the three gauge fields to the
fermion fields and tA correspond to the Pauli matrices. It has to be noticed that
the standard EW theory is "chiral", in the sense that the SU(2) × U(1) symmetry
transformation acts differently on left-handed (ψL) and right-handed (ψR) fermion
fields. In the approximation of massless fermions, chirality reduces to the helicity which
corresponds to the projection of the particle spin on the particle momentum vector.
The left and right-handed fermion fields are obtained from the general Dirac field ψ by
defining the projectors
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1.2. GAUGE SYMMETRIES AND PARTICLE INTERACTIONS

ψL = 1− γ5
2 ψ and ψR = 1 + γ5

2 ψ.

The SU(2) part of the electroweak symmetry group is referred to as the weak isospin
group, with associated quantum numbers I and I3. Left-handed fields have I = 1/2 and
form doublets which are subject to the weak isospin transformation U = exp(iαaσa/2)
(as an example, the electron doublet is (νe , e)L), while right-handed fields have I = 0
and form singlets invariant under the weak isospin transformation (such as eR,uR, dR).
For each doublet or singlet, the U(1) part corresponds to a multiplication by a phase
factor exp(iαY/2) and the quantum number associated to the transformation Y is the
weak hyper-charge. The electromagnetic gauge group appears as a subgroup of the
electroweak symmetry group obtained by combining a hyper-charge transformation with
a particular isospin transformation. The electric charge of a particle is indeed given by
the Gell-Mann-Nishijima formula as

Q = I3 + Y

2 . (1.7)

The assignment of quantum numbers to the lepton and quark fields is given in Table 1.2.

νeL eL eR uL dL uR dR
νµL

µL µR cL sL cR sR
ντL

τL τR tL bL tR bR
I3 +1

2 −1
2 0 +1

2 −1
2 0 0

Y −1 −1 −2 +1
3 +1

3 +4
3 −2

3
Q 0 −1 −1 +2

3 −1
3 +2

3 −1
3

Table 1.2: The weak isospin and hyper-charge of the left-handed and right-handed
leptons and quarks groups. The rows correspond to the different generations.

The mass eigenstates of the charged and neutral boson fields are defined as

W±
µ = 1√

2
(W 1

µ ∓ iW
2
µ) and

(
Aµ
Zµ

)
=
(

cos θw sin θw
− sin θw cos θw

)(
Bµ
W 3
µ

)
,

where θw is the electroweak mixing angle. The photon field Aµ couples identically to the
ψL and ψR fields, with a strength equal to the electric charge e = g sin θw = g′ cos θw.
The W± bosons couple to the weak isospin and therefore only to left-handed fermions.
Finally the Z boson couples to both left-handed and right-handed fermions.

1.2.2.1 Spontaneous symmetry breaking and the Higgs field

A gauge invariant way to recover the fermions and bosons masses proceeds via a
spontaneously breaking of the SU(2) × U(1) symmetry. In the SM the electroweak
symmetry breaking (EWSB) is achieved through the Brout-Englert-Higgs mechanism [13].
In 2012, the CMS and ATLAS Collaborations jointly announced the discovery of a new
particle with a mass of about 125 GeV and Higgs-boson-like properties [14,15].
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CHAPTER 1. INTRODUCTION TO HIGH ENERGY PHYSICS

The Higgs Lagrangian is defined, according to the SU(2)× U(1) gauge symmetry
and the requirement of renormalizability, as

LHiggs = (Dµφ)†(Dµφ)− V (φ†φ)− LYukawa (1.8)

where φ is a complex scalar field with Y = 1 and weak isospin T = 1/2

φ = 1√
2

(
φ1 + iφ2
φ3 + iφ4

)
≡
(
φ+

φ0

)
. (1.9)

The potential V (φ†φ) = µ2φ†φ + λ(φ†φ)2 is referred as the Higgs potential. As can
be seen in Figure 1.2, if the mass µ2 and the self-coupling λ terms are positive then
the potential V (φ†φ) is also positive and its minimum will be located at 〈0|φ|0〉 = 0.
Conversely, if µ2 in negative but λ > 0 is positive the potential has a whole orbit of

Figure 1.2: The potential of a scalar field φ, when λ > 0, in the case µ2 > 0 (left) or
µ2 < 0 (right). Figure adapted from reference [16].

minima located at a radius v, the vacuum expectation value (vev) of the scalar field φ,
given by

φ†φ = v2 = −µ
2

λ
. (1.10)

By choosing the following vacuum configuration

〈0|φ|0〉 = 1√
2

(
0
v

)
(1.11)

the SU(2)× U(1) symmetry is spontaneously broken such that the EW Lagrangian is
still invariant under the symmetry transformation but the potential expanded around
the minimum is not.

The coupling of the Higgs boson to the EW gauge bosons is responsible for their
masses and is given by the (Dµφ)†(Dµφ) terms of Equation 1.8

Dµφ =
[
∂µ + ig

3∑
A=1

tAWA
µ + ig′

Y

2 Bµ

]
φ. (1.12)

8
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By inserting Equation 1.11 into Equation 1.12 the following mass terms are obtained

MW = 1
2vg, MZ = 1

2v
√
g2 + g′2, Mγ = 0.

The mass of the W and Z bosons are well determined experimentally and their most up-
dated values correspond to MW = 80.379(12) GeV [17] and MZ = 91.1876(21) GeV [18].
It has to be noticed that, as a consequence of Equation 1.7, the scalar field does not carry
electric charge thus the photon remains massless. There is no experimental evidence, so
far, for the photon to be massive.

The coupling of the Higgs boson to the fermions, described in Equation 1.8 by the
LYukawa term, is responsible for their masses

LYukawa = ψ̄LΓψTφ− ψ̄RΓ†ψLφ†. (1.13)

In Equation 1.13 the quantities Γ are matrices that make the Yukawa couplings invariant
under the Lorentz and gauge groups. By inserting Equation 1.11 into Equation 1.13 the
mass term M is obtained as M = ψ̄LMψR + ψ̄RM

†ψL, whereM = Λ · v.
Finally, the self-coupling of the Higgs boson is responsible for its mass. This can be

seen by expanding the scalar field φ around the vacuum

φ(x) =
(
φ+(x)
φ0(x)

)
→
(

0
v + (H/

√
2)

)
. (1.14)

By inserting the Higgs potential of Equation 1.8 into Equation 1.14, given the minimum
condition of Equation 1.10, one obtains MH =

√
2λv2.

1.2.3 Quantum chromodynamics

The theory describing the interactions between quarks and gluons was developed
since the 1950s and ended up with the QCD, the gauge theory of strong interactions.
As for the EW case, the QCD Lagrangian is derived from the Yang-Mills theory by
introducing a SU(3) symmetry and an associated charge called colour. The choice of
SU(3) as the gauge symmetry is the result of several considerations. Only quark bound
states of the form qq ′ but not qq ′ are observed in nature thus the group should be able
to distinguish a quark from an antiquark, by allowing quark complex representations. No
free colour charge has been observed so far, that is the group must include a completely
antisymmetric colour singlet made up of three quarks qq ′q ′′. Finally, the choice of
NC = 3 colour charges is well confirmed from experiments such as the measurement of
the total rate for the hadronic production in e+e− annihilations.

The QCD Lagrangian can be written as

LQCD = −1
4

8∑
A=1

FAµνFAµν +
nf∑
j=1

q̄j(i /D −mj)qj , (1.15)

where qj are the quark fields (nf are the different flavours) with mass mj . The covariant
derivative Dµ is defined as

Dµ = ∂µ + iesgµ, (1.16)

9



CHAPTER 1. INTRODUCTION TO HIGH ENERGY PHYSICS

where gµ = ∑
A t

AgAµ . The gAµ are the gluon fields and tA the SU(3) group generators,
which obey the commutation relation [tA, tB] = iCABCt

C . The gluon dynamics is given
by

FAµν = ∂µg
A
ν − ∂νg

A
µ − esCABCg

B
µ g

C
ν . (1.17)

It has to be noticed that, according to Equation 1.17, the QCD theory includes triple
and quartic gauge couplings between the gluons. Finally, it is customary to redefine the
gauge coupling constant es, in analogy with the QED, as

αs = e2
s

4π . (1.18)

1.2.3.1 Quark confinement and asymptotic freedom

The QCD Lagrangian of Equation 1.15 has a simple structure but a very rich
dynamical content. It can describe the complex spectrum of hadrons and it implies the
striking properties of confinement and asymptotic freedom. Confinement is the property
that no colour charged particles can be observed but only colour singlet ones. A complete
understanding of this mechanism is particularly difficult, due to the non-perturbative
regime in which it appears, but a great improvement has been obtained over time from
so-called "lattice" simulations of QCD. It turns out that the potential between a quark
and an antiquark has a Coulomb part at short distances r and a linearly rising term at
long ones

Vqq ∼
αs(r)
r

+ σ · r. (1.19)

The σ · r term is the one that makes it energetically impossible to separate a qq ′ pair.
If the pair is created at one point in space-time and then the quarks start to move away
from each other, it becomes energetically favourable to create additional quark pairs
between the two leading charges, thus screening any net colour charge. Confinement is
fundamental to explain why the strong force has a very limited range (approximately
the proton radius) despite the gluons being massless.

In Equation 1.19 the strong coupling constant αs(r) is dependent on the distance
r, which can also be thought as the Fourier-conjugate of the momentum transfer. In
perturbation theory, the calculation of the interaction amplitudes will contain, at a
certain point, particle "loops": the integration over the loop particle momenta generate
infinities because, in principle, the particle momentum is not bounded from above. These
divergences, usually called ultraviolet divergences, are tackled with the regularisation
procedure, that is an unphysical energy scale µR is introduced in the theory as an
effective cut-off. In a renormalisable theory any dependence on the cut-off is "reabsorbed"
into the bare parameters of the theory by modifying the masses, field strengths and
coupling constants. The renormalisation procedure is necessary since the observed
results cannot depend on any unphysical cut-off. After renormalisation is achieved, the
physical observable is no longer constant but depends on the momentum transfer Q2

(alternatively the distance r) at which the observable is probed. This dependency can
be specifically parametrised by employing the renormalisation group equation (RGE).
The RGE of the strong coupling constant αs is

µ2∂αs(µ2)
∂µ2 = −αs

[
β0
αs
4π + β1

(
αs
4π

)2
+O(α3

s)
]
, (1.20)
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where βi are constants related to the gauge group. Solving Equation 1.20 at leading
order, assuming αs has been determined at a certain energy scale Q2

0, gives

αs(Q2) = αs(Q2
0)

1 + αs(Q2
0)β0 ln

(
Q

2

Q
2
0

) ,
and for high momentum transfer the coupling constant αs becomes small as β0 > 0.
This important result, which leads to the QCD fundamental property of asymptotic
freedom [19,20], implies that quarks and gluons can be considered as free, non-interacting
particles, as long as the process of interest occur at large Q2.

1.3 Summary, limitations and extensions of the Standard
Model

In Section 1.1, Section 1.2.2 and Section 1.2.3 the particle content and the underlying
theory of the SM were presented. Ideally, any interaction between fundamental particles
can be described by the SM Lagrangian

LSM = LEW + LQCD + LHiggs. (1.21)

In Equation 1.21 several parameters, such as the coupling constant or the particle
masses, are free and have to be determined through experiments. Over the last decades,
the predictions of the SM has been validated by several experiments (see also Table 1.1).
Consistency tests of the SM were performed both by the LEP and SLC Collaborations [21,
22] and are nowadays in progress at the LHC [23].

Although the SM gives a highly successful description of the physics governing
the fundamental particle interactions, it still leaves some open questions and strong
arguments are calling for its extension. The numerous shortcomings of the SM are one
of the main motivation for the construction of new collider facilities, able to probe at
larger and larger energies the theory. The most striking deficits of the SM are briefly
mentioned in the following:

• the hierarchy problem is the question why the scale of EW symmetry breaking (or
alternatively the Higgs boson mass) is O(100 GeV). This is a fundamental problem
since, in principle, this scale should receive corrections of the order of the largest
scale relevant in the SM (like the Plank scale or the grand unification scale). This
discrepancy can either be explained by a fine tuning of the perturbative expansion
contributions to the Higgs mass or by introducing a new gauge symmetry in the
model (a so-called "supersymmetry");

• the large number of parameters of the SM is an aesthetic and conceptual problem.
In a fundamental theory, one would expect motivations for the values taken
by certain parameters but, in the SM, the values of more than 30 parameters
(masses, mixing angles, couplings) must be put "by hand" (through experimental
measurements). In addition, the values of some of them are rather puzzling from a
phenomenological point of view (as an example the mass range of fermions starts
from the MeV energy scale for electrons and extends to more than 170 GeV for
the top quark);
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• the particle character of the neutrino is still open. Its neutral electric charge
makes it special among other fermions since it may be its antiparticle ("Majorana"
instead of "Dirac" neutrino);

• the quantisation of electric charge can only be explained if magnetic monopoles
exist (which, so far, have not be observed);

• the SM does not predicts any charge or mass unification at some large energy
scale;

• from a cosmological point of view, there is not a renormalizable quantum theory
of gravity, nor an observation of a "graviton" (the boson associated with this force
field) or a candidate able to explain the origin of the observed dark matter/energy
content of the Universe.

1.3.1 The Effective Field Theory framework

A possible extension of the SM, which allows to parametrise in a general way possible
contribution of new physics (NP) beyond the SM (BSM), is presented in this section.
Two complementary approaches could be used for BSM searches: on one hand, the
direct approach aims to find evidence of NP via the production of new particles in
high energy collisions, while, on the other hand, the indirect approach searches for
novel interactions between the know SM particles. The latter is commonly pursued by
developing a so-called "Effective Field Theory" (EFT) expansion of the SM. It turns
out that there exists a natural way to extend the SM, by adding additional unknown
interactions, in such a way that the SU(3)×SU(2)×U(1) gauge symmetry is respected.
The EFT framework seeks to parametrise any NP contributing to the known particle
interactions by following a largely model-independent approach. Its main advantages
are the power to search for NP without restricting to a particular theoretical model and,
in case of no discovery, the ability to quantify the accuracy with which the BSM physics
can be excluded. To build a model-independent extension of the LSM, the following
guiding principles are used [24]:

• it should satisfy the basic requirements for a QFT of particle interactions, such as
unitarity and analyticity;

• it should not spoil the SU(3)× SU(2)×U(1) gauge symmetry. Moreover, the SM
predictions should be restored in an appropriate limit;

• it should simultaneously be sufficient generic, as to include any possible NP
contribution, but also sufficiently precise to give guidance where to look for new
effects;

• the perturbative expansion corrections should be calculable in the new theory.

In Equation 1.21 all operators are restricted to be of mass dimension d ≤ 4, thus a
natural way to extend the theory is by inserting operators of dimension higher than that.
It can be proven that all these new higher dimension operators must be accompanied
by terms proportional to inverse powers of a mass such that the dimensional properties
of the Lagrangian density are maintained. The mass scale Λ characterise the coefficients
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of the higher dimensional operators, can take any value from few TeV to very high
energies, and it is assumed to be far beyond the experimentally accessible energies. This
allows a perturbative expansion of the SM Lagrangian as an effective theory at low
energies, while the expansion becomes meaningless when approaching the scale at which
NP occurs. A general EFT expansion of Equation 1.21 can be written as

LEFT = LSM +
∑
i

f
(6)
i

Λ2 O
(6)
i +

∑
j

f
(8)
j

Λ4 O
(8)
j + · · · , (1.22)

where only the dimension-six and dimension-eight operators were explicitly included.
The dimensionless Wilson coefficients f (b)

a parametrise the coupling strength of NP to
the SM particles. In the EFT framework the particle content of the theory, that is the
fields from which the operators Oi are constructed from, must be fully specified. There is
no evidence for new particles at the energy scale available from particle accelerators so it
is reasonable to assume the Oi operators to be built using only the SM fields. Since the
Wilson coefficients are fixed by the complete high energy theory, any extension of the SM
can be parametrised by Equation 1.22, where the coefficients of the operators (f (b)

a /Λb−4)
are kept as free parameters to be constrained by experiments. From Equation 1.22 it
can also be seen that the LSM is re-obtained in the limit Λ→∞.

As further explained in Section 3.2 the EFT framework can be used to parametrise
BSM interactions which can arise in the pp → Zγ γ channel.
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2 | Perturbative calculations and
Monte Carlo tools

In this chapter the physics basis, the main features and the use of general-purpose
Monte Carlo (MC) programs for the simulation of the signal and background processes
expected to contribute to the pp → Zγ γ production cross section are presented. The
key aspect of the event generators is that, by simulating the final state topology of each
process, they can provide a valuable description of the experimental observables under
study. It is by comparing observed and simulated data that the theoretical models,
developed to describe reality, can be tested.

In Section 2.1 the basic features of a LHC proton proton collision are described. At
high energy scales the partons are considered as free particles which eventually undergo
hard scattering processes, whose matrix elements can be computed in perturbation
theory, as described in Section 2.2. At very low energy scale, of the order of 1 GeV,
the perturbative calculations cannot be used any more and an effective approach is
used to model the parton confinement. The non-perturbative QCD methods used to
parametrise the partons hadronisation process in the generated events are described in
Section 2.3. The evolution from the hard to the soft scattering regime is modelled by a
perturbative QCD approach, which implies the production of many additional particles
from both initial state and final state hard scattering partons via initial (final) state
radiation processes. The approaches used to model the so-called "showers of partons" are
presented in Section 2.2.2. To obtain a complete picture of the interaction, predictions
obtained from the parton shower algorithms and the matrix element calculations are
matched together. The procedures developed to properly combine the hard scattering
amplitude calculations to the parton showers are described in Section 2.2.4. To be
compared with observed data, simulated events need to include the interactions of the
generated particles with the detector. A brief overview of the CMS detector simulation
is given in Section 2.4.

The simulation of high energy particle collisions requires calculations which often
involve integrations over large and variable dimension phase spaces. Those calculations
are particularly suitable to be performed by computer simulations. Moreover, the
evolution from the hard to the soft scattering regime can be modelled as a Markov
process and can be handled effectively with a MC approach. The same applies for what
concerns the parton hadronisation process. Finally, the factorised nature of the problem
allows to treat each regime separately and to eventually improve the precision of each
calculation once more sophisticated models become available.
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2.1 Overview of an LHC collision

A precise understanding of the properties of the complicated final states that could
arise from high energy proton proton collisions is an extremely challenging theoretical
and computational problem. The main issue involves dealing with the calculations of the
QCD interactions between initial and final state partons: despite being a perturbative
theory at short distances (high energies), phenomena occurring at lower-energy scales
are intrinsically non-perturbative. The transition from the perturbative regime, the one
which characterises the scattering between two partons, to the non-perturbative one,
the one which regulates the final state hadrons, needs to be modelled with care. These
multiple regimes cannot be treated all at once. Instead, processes are factorised such
that each of them is treated differently according to the scale of the momentum transfer
involved. The build-up of each event structure can be then divided into several basic
phases, illustrated in Figure 2.1, which are separately simulated:

• at the highest energy scale the hard process of interest occurs, which is characterised
by a large momentum transfer between the constituent partons of the colliding
particle beams. The outcome of each collision is usually represented by a small
number of energetic outgoing partons, leptons or gauge bosons. The matrix element
of the hard process can be computed in perturbative QFT. It has to be noticed
that when a short-lived resonance, such as the Z boson, is produced its decay is
included in the process itself, thus describing any spin correlation of the decay
products;

• each collision necessarily implies the presence of accelerated colour and electromag-
netic charges, which could produce bremsstrahlung radiation. Radiation emissions
associated with the incoming particles are usually referred to as initial state
radiation (ISR); alternatively, emissions from the final state particles are labelled
as final state radiation (FSR). Both ISR and FSR are modelled by the parton
shower algorithm. The distinction between the hard process and the ISR and FSR
could be ambiguous, especially when dealing with higher-order computations and
great care is needed when the predictions obtained at different energy scales are
merged;

• only the pp → Zγ γ hard processes are of interest for this analysis, while the vast
majority of collisions are indeed soft and originate from additional interactions
between the hadron remnants. The multi-parton interactions (MPI) fall in the non-
perturbative QCD regime, meaning that dedicated models with tunable parameters
are needed to describe the data;

• finally, as soon as partons created from the previous steps move away from each
other, the QCD interaction between partons becomes relevant. The structure of
the confinement field is not currently described from first principle and a dedicated
model, tuned on data, is used to effectively predict the production of additional
quark-antiquark pairs which results into colour neutral final states. The algorithm
used to simulate hadrons production is called hadronisation. It also includes the
modelling of any subsequent unstable hadron decay into long-lived particles.
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Figure 2.1: Schematic illustration of an high energy proton proton collision in the
LHC. Figure adapted from reference [25].

The factorisation approach allows these steps to be considered, to some extent,
individually and sequentially. Dedicated sets of rules are then exploited, by the MC
method, to iteratively construct more and more complex states. The aim is to provide
the most realistic possible description of the process of interest.

2.1.1 Collinear and soft emission and jet clustering

Phenomena which involve the QCD potential are described through interactions
between quarks and gluons. However, neither quarks nor gluons are experimentally
visible. Instead, right after its production each parton undergoes fragmentation, by
emitting additional soft and collinear partons, and ends up in a collimated spray of
energetic particles referred to as jet. The hadronisation process (see Section 2.3) is such
that the jet structure of an event is preserved. Final states dominated by jets of hadrons
are, indeed, an experimental evidence in high-momentum transfer hadronic events.

Despite representing a predominant feature of QCD interactions, jets are not fun-
damental objects and need to be properly defined. A jet algorithm is a set of rules
regulating how partons are clustered together and how the momenta of the single
partons contribute to the energy of the whole jet. As further explained in Section 2.2.4,
one important application of the jet object is to match the hard process fixed order
calculations with the parton shower evolution of the outgoing hard partons. This can
be done only if the jet algorithm, used to cluster the partons, is well defined at each
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order of perturbation theory. This is true only for jet algorithms that are collinear and
infrared safe (IRC). This property states that, for any partonic configuration, if one
replaces a parton with a collinear set of particles sharing the same momentum or adds
any number of infinitely soft partons, emitted in every direction, the number of hard
jets found in the event should remain unchanged. It can be proved that, once the IRC
requirement is satisfied by any jet algorithm used, jets cross sections are finite at any
perturbative order [26].

Particles in data and MC samples, used in this work, are clustered by using the
IRC safe anti-kT algorithm. The clustering procedure is done by assessing the distance
between the particles i and j, which is defined according to

dij = min(p2s
T,i, p

2s
T,j)

∆R2
ij

R2 , (2.1)

where pT,i is the transverse momentum of particle i, Rij the angular distance between
the particles i and j and R a fixed parameter which defines the "radius" of each jets. It
can be proven that, if s is chosen to be equal to −1, the clustering procedure tends to
involve hard rather than soft particles [27], meaning that jets are grown aggregating
soft particles around hard seeds.

2.2 Factorisation formula for QCD cross sections

The process of interest for this analysis, the associated production of a massive vector
boson (Z) and photons, involves large momentum transfers between the colliding protons.
The proton is not a fundamental particle but a composite state made of three valence
quarks, as well as sea-quarks and gluons. At the energies reached by the proton beams
circulating into the LHC, the incoming partons could be considered as asymptotically
free and their hard scattering processes can be described by perturbative QCD. The
cross section σ for a generic hard scattering process ab→ n between the partons a and
b is computed by applying the collinear factorisation principle [28] as

σ =
∑
a,b

∫ 1

0
dxadxb

∫
fh1
a (xa, µ

2
F)fh2

b (xb, µ
2
F)dσ̂ab→n(xaxbs, µ2

F), (2.2)

where s is the hadronic centre of mass energy, xi is the fraction of the total proton
momentum carried by the parton i, fhi

i (xi, µF ) is the parton distribution function (PDF)
of the parton, which depends on the momentum fraction xi and on the factorisation
scale µF (see Section 2.2.1) and σ̂ab→n denotes the parton level hard scattering cross
section for the production of the final state n through the initial partons a and b (see
Section 2.2.2).

2.2.1 Parton Distribution Functions in event generators

The proton PDFs play a central role in the event generation not only for the
computation of the hard processes but also for the parton shower simulation. An
appropriate choice of the PDFs to be used when generating the events is important since
it would influence both the event cross section and shapes of the kinematical observables.
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In Equation 2.2, the function fhi
i (xi, µF ) can be seen as the probability to find a parton

i with a defined momentum fraction xi when the proton is probed at a energy scale
µF . This is only a leading-order approximation since collinear and soft emissions below
µF are considered "unresolved" and included into the PDFs themselves. One can define
the total momentum splitting between the proton constituents, by invoking energy
conservation, as ∑

i

∫ 1

0
xfi(x, µ2

F ) = 1.

The PDFs cannot be calculated explicitly from any QCD first principle but can be
considered, with good approximations, as universal functions. This means that they
can be derived by independent measurements, usually represented by deep inelastic
scattering experiments between a probing lepton and proton beam. By controlling the
energy of the incident lepton, the number of the outgoing particles can be related to
the abundance and momentum fraction of the proton constituents. Such measurements
define the PDFs values for a fixed value of µF but, fortunately, the evolution of the
PDFs as a function of µF can be predicted in perturbative QCD via the DGLAP
equation [29–31]

µF
∂fa(x, µ2

F )
∂µ2

F

=
∑
b

αs(µ2
F )

2π

∫ 1

x
Pab(z)fb

(
x

z
, µ2

F

) dz
z
, (2.3)

where Pab(z) is the Atarelli-Parisi splitting function which describes the probability
for a parton a to split into two a→ bc. The longitudinal momentum of the resulting
particle is pb = zpa and the additional parton c is absorbed into the proton sea-quarks.

Contributions to the PDFs are measured at several µF values with experiments
sensitive to different quark flavours. The datasets obtained are combined and fitted with
a suitable functional form, considering the DGLAP evolution Equation 2.3, to obtain
an effective parametrisation of the PDFs, referred to as PDF set. Uncertainties related
to the fitting procedure and the specific choice of the input datasets are provided as
variations with respect to the nominal PDF set. There exists a large number of different
PDF sets, collected in the LHAPDF common library [32], which are differentiated by
the specific choice of the initial datasets and by the implemented fitting procedures.

In this work, simulated events compared with data collected during the 2016
(2017 and 2018) year of data-taking make use of the neural networks NNPDF3.0 [33]
(NNPDF3.1 [34]) set of PDFs. In Figure 2.2 the scale dependence of the NNPDF3.1 set
is shown: the main differences between the NNPDF3.1 and NNPDF3.0 release consist
in the inclusion of new LHC data, with high-precision PDF-sensitive measurements,
and of all the recent progress in QCD calculations.

2.2.2 Perturbative expansion and matrix element calculation

Having defined the PDFs, the remaining missing piece to the calculation of the hard
process cross section is represented by the computation of the parton-level cross section
σ̂ab→n. This quantity depends on the allowed momenta phase space of the final state
particles Φn, as well as on the factorisation scale µF and the renormalisation scale µR.
The latter is introduced to cure the ultraviolet divergences which could appear during
computation. The fully differential parton-level cross section can be computed as the
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Figure 2.2: The scale dependence of the NNPDF3.1 set of PDFs evaluated at µ2
F =

10 GeV2 (left) and µ2
F = 104 GeV2. Figure adapted from reference [34].

product of the corresponding matrix element squared |Mab→n|
2 (which is averaged over

the spin and colour degree of freedom of the initial state partons) and the parton flux
1/(2xaxbs) following

dσ̂ab→n = 1
2xaxbs |Mab→n|

2(Φn, µF, µR)dΦn. (2.4)

According to the perturbative QCD prescriptions, the parton-level cross section can be
expanded in series with respect to the coupling constant of the theory as

dσ̂ab→n = dσ̂ab→n
0 α0

s + dσ̂ab→n
1 α1

s + . . . , (2.5)

where the expansion holds as long as the strong coupling constant αs is sufficiently
small. The perturbative expansion of Equation 2.5 can be absorbed into the definition
of the matrix element squared |Mab→n|

2 according to

Mab→n =
∑
i

F
(i)
ab→n,

where the F (i)
ab→ns are the Feynman diagrams describing the process of interest. In the

Feynman formalism each perturbative contribution to the final amplitude of a quantum
transition is represented by a specific diagram. The coupling constants are included
into the QCD (EW) interaction vertices which are proportional to √αs (√αEW ). A
calculation at a given perturbative order includes the Feynman diagrams such as the
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product of all the vertices connecting initial final states is equal or lower than the
order of the desired expansion. Diagrams representing the leading-order (LO) term of
the perturbative expansion are those without any loop contribution, while the next-to-
leading-order (NLO) corrections include extra particles in loops or additional legs. An
example of LO and NLO QCD contributions to the pp → Zγ γ production cross section is
given in Figure 2.3. These extra emitted particles make the combination with subsequent
steps of the event generation not trivial and introduce infrared divergences which must
cancel between the various terms of the series expansion. An automated procedure
to generate Feynman diagrams at NLO, to derive the corresponding amplitudes and
to match predictions at different scales has been made available recently through
the Madgraph5_aMC@NLO [35] program, which is used extensively for the MC
simulations used in this work.

q

q
l

l
γ

γ

Z

q

q
l

l
γ

γ

Z
g

Figure 2.3: Example of LO (left) and NLO QCD contribution to the pp → Zγ γ cross
section. The LO diagram, also referred to as "tree-level", does not contain any loops and
the strength of the interaction is proportional to α4

EW while for the NLO loop diagram,
interfering with the tree-level one, gives a contribution proportional to α4

EWαs

2.2.3 Parton showering

Since particles entering the hard scattering process and those leaving it are typically
QCD partons, they can radiate gluons and photons by reducing their energy. Similarly,
outgoing leptons generated in the hard subprocess can radiate photons. Both radiated
gluons and photons can produce additional quarks and lepton pairs, thus generating
showers of outgoing particles. A crucial observation is that, despite soft emissions can
occur with an energy spectrum down to arbitrarily low frequencies so that the total
number of soft emitted particles is ill-defined, the number of the observable particles
above a given energy threshold is finite. The fact that the bremsstrahlung emission from
different particles involved in the same scattering process is coherent in one important
property of QED. One manifestation of this effect is that, when a high energy photon
produces an e+e− pair in the field of a nucleus, the charged particles only behave
independently in a forward cone with an opening angle given by their separation, while
at larger angles they can be treated as a coherent pair. There is a corresponding effect
also in QCD thus both QCD and QED emission processes can be handled by a common
algorithm by simulating successive soft or collinear emissions of massless particles. The
cross section for a process which involves a parton emission diverges if the emitted
particle is collinear (that is emitted with an angle θ → 0) or soft (that is its energy going
to zero, independently of the emission angle θ), but it turns out that these divergences
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do not prevent the computation of a finite probability for a showering process to occur.
The cross section of a hard process that produces a certain number of partons of any
flavour i can be factorised, in analogy with Equation 2.3, as

dσ ≈ σ0
∑

partons, i

αs
2π

dθ2

θ2 dzPij(z, φ)dφ, (2.6)

where j is a generic parton emitted with a momentum fraction z. As can be seen from
Equation 2.6, the dσn+1 cross section is proportional to the corresponding dσn one and
the rest of the expression represents the (differential) probability for a parton emission.
The Pij(z, φ) splitting functions are the non-spin averaged version of the Altarelli-Parisi
splitting functions of Equation 2.3. The evident collinear divergence in Equation 2.6 is
not an issue if one observes that no physical measurements can distinguish two exactly
collinear partons from a single one carrying the same total momentum. A resolution
criterion is introduced such that only observable topologies can be generated: two
particles are considered as "resolvable" if their relative transverse momentum is larger
than some cut off energy Q0, under which the parton hadronisation process becomes
important and must be treated with a different approach (see Section 2.3). It can be
shown that this criterion corrects for both the collinear and soft divergences by allowing
to evaluate a finite total-resolvable emission probability.

Equation 2.6 is a general expression, valid for any hard process accompanied by a
collinear splitting, which gives the inclusive emission distribution of all partons emissions.
However, to generate one collinear splitting and then treat the obtained final state as
a new hard process it is convenient to consider separately the contribution of every
emission process. This is done by introducing an ordering variable, such as the virtuality
of the internal parton line q2. The emission processes can then be simulated with a step-
wise Markov chain, generally referred to as parton shower algorithm (PS), by choosing
on a probabilistic basis to add one or more partons (photons) to the final state. The
probability distribution of each branching, ∆i(Q2, q2), is given by the probability that
no branching with virtualities greater than q2 has occurred given the initial available
maximum possible transverse momentum of the emitting parton Q2. A particular value
of ∆i is when q2 is chosen to be equal to Q2

0. In such case ∆i(Q2, Q2
0) is referred to

Sudakov form factor, and gives the probability for a parton to evolve from the hard
process till the hadronisation scale cut off without any branching. The inclusion of the
Sudakov probability term in the PS algorithm ensures that the total probability for a
parton to branch never exceed unity. The showering process is formulated both as a
forward evolution, for the outgoing partons, and a backward evolution of the incoming
partons, thus modelling both FSR and ISR processes. There exists different programs
able to handle the parton shower processes and the one more extensively used in this
analysis is the PYTHIA8 [36] one.

2.2.4 Matrix element calculations and parton showers

Combining the hard process matrix element (ME) calculation with the parton shower
evolution of the initial and final state partons is particularly desirable and a lot of effort
in the recent years has been dedicated to this task. Fixed order ME calculations are
particularly suitable to simulate separated hard partons processes but do not guarantee
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high precision when trying to describe collinear or soft emission. The PS algorithm,
on the other side, is specifically designed to populate the soft and collinear region,
but becomes inefficient when a hard process is simulated. A good description of soft
and collinear multi-parton states in an event is fundamental to guarantee subsequent
hadronisation models to properly work.

Matching ME and PS prediction is not a trivial task and to add a parton shower
to a hard process, simulated with a matrix element generator, simply does not work.
Among all the technical consideration, one major problem involves the avoidance of
"double counting" some regions of the phase space or, conversely, "undercounting" others.
The problem lies in the fact that one identical final state configuration can arise in
different ways: final states characterised by a hard emission within a soft scattering
process are indistinguishable from final states characterised by a soft emission within a
hard scattering process. For LO ME predictions the problem is circumvented by simply
limiting the energy Q2 at which the shower starts to be lower than the typical energy
scale at which partons are generated by the ME event generator. This procedure is
commonly referred to as shower matching, and several alternative algorithms exist to
combine LO ME predictions to the PS evolution. The LO MC samples considered in this
analysis make use of the MLM approach [37] to match the Madgraph5_aMC@NLO
ME calculation with the PYTHIA8 PS predictions. Matching ME predictions at NLO
is far more ambitious than the LO case. As before, hard emissions need to be generated
according to the ME prescriptions while soft and collinear emissions should fall into
the PS description. Nevertheless, both real and virtual contributions to the Feynman
diagrams need to be matched to the PS, so that cross sections are accurate to NLO and
NLO results are obtained for all the observables when expanded in powers of αs. Among
the different approaches developed to accomplish this task, the MC@NLO [38] one has
been worked out for a large number of different processes and it is thus extensively used
to generate the vast majority of the MC samples used in this analysis. The MC@NLO
approach exploits analytical calculations of how the first branching in a shower, starting
from a n-body topology, would populate the n + 1 phase space to correct the ME
predictions event by event. The n+ 1 analytical PS prediction is subtracted from the
ME n + 1 real emission while living any virtual correction unaltered. The kinematic
of the hard process is thus modified accordingly. Finally, the standard PS evolution
is applied to each corrected ME contribution. The Madgraph5_aMC@NLO NLO
samples used in this work exploit the FxFx approach [38] to match NLO ME element
prediction to the PYTHIA8 PS evolution.

2.3 Hadronisation, multi-parton interactions and pileup

Since no free quarks or gluons can be experimentally seen, the PS evolution of the
final state partons must be bounded by a lower limit value of the parton virtuality.
Indeed, when each final state parton is evolved down to an energy scale Q2

0 ∼ 1 GeV
the strong coupling constant αs is large enough to prevent any further perturbative
approach. At this energy scale partons end to act as free particles and start to form
composite colourless states of two or three quarks. There exists yet no theoretical models
able to describe the hadronisation process from first principles but several effective
models, able to describe with great precision the experimentally observed hadronic final
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states, were developed over the years. Two of them, the cluster model [39] and the string
model [40], are mainly used in the general-purpose MC generators.

The cluster model, implemented in the Sherpa [41] program, is based on the
fundamental observation that the colour structure of a parton shower, in the proximity
of the hadronisation scale Q2

0, is such that colour singlet combinations of the partons
can be formed according to a universal mass distribution. The latter is independent of
the hard energy scale of the process Q2 [42]. At the end of the PS shower evolution,
all gluons are split into qq pairs and neighbouring quarks are combined into colour
singlets, known as "clusters", by keeping track of the colour flow in the event. Clusters
are then decayed into hadrons: while low energy clusters will originate a single hadron,
high energetic clusters are further split into lower energy ones before decay.

The string model exploits a rather different approach based on lattice QCD studies.
In this manifestly not Lorentz covariant framework quarks are assumed to be static and
the energy stored by the QCD field between a colour and an anti-colour charge increases
linearly with the spatial separation between the particles. This peculiar behaviour of
the QCD potential is completely different from that of the (usual) QED ones, and it
is deeply connected to the fact that the massless QCD quanta can interact via three
gluon vertices (see Section 1.2.3). The quark linear confinement principle is the starting
point for the string model interpretation of the hadronisation process. As schematically
presented in Figure 2.4 (left), the QCD field is parametrised as a colour flux tube,
connecting each qq pair, which is stretched as the partons move apart from each other.
To obtain a Lorentz covariant causal description of the rising potential, the colour flux

Figure 2.4: Sketches of the Lund string model. On the left, the QCD potential flux
tube between two partons is depicted while, on the right, the motion and break-up of a
string system in different qq pairs is presented. Figure adapted from reference [43]

tube is mathematically modelled as one-dimensional string (Figure 2.4 right), where
local kinks represent emitted gluons. The string constant, that is the amount of energy
stored by the colour potential between the two partons, is found to be κ ∼ 1 GeV/fm, a
value consistent with results obtained from hadron spectroscopy measurements. As the
system evolves in spacetime, the energy stored by the string linearly increases until it
may eventually break producing additional quark pairs. In the Lund string model [44]
used by PYTHIA8 the break-up process is assumed to occur until only on-shell hadrons
remain. The final state hadrons correspond to segments of the original string connecting
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the initial qq pair.
Besides hadrons coming from the hard process, an event is also populated by

secondary soft interactions of the remaining partons of the proton beams which need to
be included to obtain a realistic description of the observed final state. Those secondary
interactions are collectively referred to as underlying events and can be divided into
multiple parton interactions (MPI) and remnants of the interacting protons. The MPI
are primarily soft interactions and do not generally end up in identifiable jets. In any
case, they impact the total scattered energy and could cause colour exchange between
the hard process particles affecting the hadronisation stage. This is also the case for the
soft elastic scattering processes between the beam remnants. In this work, the effect
of the underlying events on the MC simulations is modelled using PYTHIA8 with
specific parameters tuned by the CMS experiments, referred to as CUETP8M1 [45] and
CP5 [46] tunes.

Additional proton proton interactions occurring in the same event, known as pileup
events are included in the simulated samples as well. A large dataset of minimum bias
events, composed by elastic and low energy proton proton scattering events, has been
simulated with PYTHIA8. Events were then sampled randomly, following a Poissonian
distribution with mean the expected number of pileup events for each LHC collision,
and added to the hard scattering events (see also Section 6.3.1).

2.4 Detector simulation
To compare predictions to data, the interaction of simulated particles with the CMS

sub-detectors is modelled with the Geant4 software [47]. A detailed version of the CMS
geometry, shown in Figure 2.5, is implemented in the software to properly include any
active and inactive volume. The Geant4 suite covers several physics processes, including
electromagnetic, hadronic and nuclear interactions, over a comprehensive energy range
from the eV to the TeV scale. Monte Carlo methods are used to track the particle
trajectories inside the different sub-detectors, to model their decays and to simulate
the released energy deposits and hits. The digitised information from the simulated
sub-detectors is then fed into the same reconstruction algorithms used to process data.
The performances of the CMS detector simulation are constantly tuned and refined,
thus accounting for any modification in the active and inactive material characteristics,
but residual differences between collected and simulated data are unavoidable. They
arise due to small inaccuracy when modelling either the detector geometry or response.
These difference are usually small and corrected by comparing data and simulation
results for know quantities, as it is further explained in Section 6.3.3.
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Figure 2.5: Schematic illustration of the Compact Muon Solenoid detector geometry.
Figure adapted from reference [48].
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3 | Phenomenology of the Zγγ pro-
duction at hadron colliders

In this chapter, the phenomenology of the Zγ γ production at hadron colliders will
be reviewed. Because the electroweak (EW) gauge bosons carry a weak charge, they are
allowed to self interact. The Standard Model (SM) predicts interaction vertices which
contain three or four EW gauge bosons. These interactions contribute to the inclusive
production of diboson and triboson final states, the latter being interesting from an
experimental point of view because of low background and high detection efficiency.
Due to their kinematic characteristics, multi-boson final states represent exceptional
experimental probes with which the SM gauge symmetry can be tested.

The study of the quartic gauge coupling (QGC) interactions, which leads to the
Zγ γ triboson final state, is the main focus of this work. In Section 3.1 the production
mechanism of the l+l−γ γ final state, through the reaction pp → Zγ γ → l+l−γ γ , will
be reviewed. The study of multiple gauge boson production, due to its connection to
non-Abelian gauge theories and EW symmetry breaking, is also important for beyond
the Standard Model (BSM) searches. The presence of new physics (NP) phenomena
could manifest through departures of the measured pp → Zγ γ → l+l−γ γ cross section
with respect to the one predicted by the SM. Any deviation from the EW theory can be
parametrised via the anomalous quartic gauge coupling (aQGC) formalism presented in
Section 3.2. A brief overview of the most recent experimental results concerning the
pp → Zγ γ production cross section and tests of the aQGC is given in Section 3.3.

3.1 The Zγγ production at the LHC

There are several theoretical motivations for studying multi-boson events at the
LHC. Searches for NP signatures often involve the production of multiple particles
in the final state, consisting of jets, leptons, photons and missing transverse energy.
It comes straightforward that coherent searches of NP require precise knowledge of
the SM background processes. Indeed, the pp → V V ′V ′′ process, where the vector
bosons (V = W, Z or γ) decay leptonically, represents one of the possible multi-lepton
backgrounds for BSM searches. Besides, triboson productions are also important as
signal processes in their own right, being a new and independent way to test QGC and
aQGC [49–51].

The production of a Z boson in association with two photons is one of the many gauge
self-interactions predicted by the EW theory. In Section 3.1.1, the pp → Zγ γ → l+l−γ γ
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process will be analysed from a theoretical point of view, while the state of the art of the
theoretical calculation of its production cross section will be presented in Section 3.1.2.

3.1.1 EW gauge boson self-interactions

In quantum electrodynamic no interactions between the gauge bosons (the photons)
are allowed. This is reflected by the structure of the gauge-invariant kinetic term of the
theory. This is not the case of the more general EW theory where, as can be seen in
Equation 1.5, gauge bosons self-interactions are explicitly allowed by the gεABCWB

µ W
C
ν

term of the gauge boson dynamic evolution FAµν . Both triple and quartic gauge couplings
are allowed by the theory. The triple gauge couplings (TGC) are proportional to the
coupling constant g while the QGC to g2εABCW

BWCεDEFW
EWF . The case of the

QGCs is of particular interest for this work and the allowed vertices can be explicitly
written as

gWWWW = g2, gWWγ γ = −e2, gWWγZ = −eg cos θw, gWWZZ = −g2 cos2 θw.

It has to be noticed that, for both the TGC and QGC, direct couplings of the photon
and the Z boson, such as the ZZγ γ vertex, are explicitly forbidden, at leading-order
(LO), by the SM. This is a consequence of the fact that both the photon and the Z boson
are electrically neutral. The ZZγ γ final state could arise, in proton proton collisions,
as a result of initial-state radiated photons (ISR), emitted by the colliding quarks, of
final-state radiated photons (FSR), emitted by the leptons from the Z boson decay, or
by a mixture of the two processes (ISR + FSR). Some of the LO elementary processes
contributing to the pp → Zγ γ → l+l−γ γ channel are shown in Figure 3.1. In the same
figure, an example of a possible aQGC, involving the Z boson and photons, is shown.
As can be seen, the pp → Zγ γ → l+l−γ γ production cross section is proportional, to
the quartic power of the EW coupling constant αEW . Since αEW is significantly less
than 1, the process is naturally suppressed.

3.1.2 State of the art theoretical calculations

The complete next-to-leading-order (NLO) QCD theoretical calculation of the
pp → Zγ γ → l+l−γ γ production cross section, including off-shell effects, Higgs resonances
and leptonic decays, was first computed in 2011 [52]. Contributions from virtual diagrams,
such as the one in Figure 2.3 (right), and of real emission by the incoming quark lines
occur at NLO QCD. To avoid infrared divergences real and virtual contributions are
summed together. The NLO real corrections are obtained, from the LO diagrams in
Figure 3.1, by attaching a gluon to a quark line in every possible way, while the NLO
virtual corrections are obtained by inserting gluon lines between the incoming quarks.

The NLO QCD corrections are particularly large for the pp → Zγ γ → l+l−γ γ process
and the obtained differential K-factor, defined as

K = dσNLO/dp
γ

T

dσLO/dp
γ

T

where the theoretical cross sections σ(N)LO is calculated in a phase space similar
to the one used in this work (see Section 6.2), corresponds to approximately 50%.
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Figure 3.1: Feynman diagrams representing the EW tree level topologies contributing
to the pp → Zγ γ → l+l−γ γ channel: ISR by the incoming quarks (top left); FSR by the
outgoing leptons (top right); mixed ISR plus FSR channel (bottom left); anomalous
quartic gauge coupling vertex (bottom right).

Moreover, the size of the NLO QCD correction exhibits a strong dependence on the
phase space regions of the photon transverse momentum. For precise measurements
of the process both the total cross section and all the kinematical distributions are
needed at NLO: this an essential requirement because, unless the differential QCD
corrections are properly included in experimental analyses, an excess in a particular
region of the phase space, when comparing simulated events with data, could easily be
misinterpreted as BSM physics [51]. A dedicated fully exclusive NLO parton Monte
Carlo (MC) simulation of the pp → Zγ γ process is now available in the automated MC
generator Madgraph5_aMC@NLO which is used for this work.

Reaching NLO QCD accuracy does not necessarily imply the need for NLO EW
corrections, since at EW scale αs � α4

EW . Indeed, NLO EW corrections are available
only for a limited number of multi-boson processes and become important only when
the experimental uncertainty on the production cross section is reduced to the level of
few per cent.

3.2 Anomalous gauge couplings through the Zγγ produc-
tion process

The discovery of a particle compatible with the SM Higgs boson corroborates the
validity, at the presently available energy scales, of the SU(2)× U(1) gauge symmetry
group to be able to fully describe the EW interactions. Possible deviations from the
SM in the multi-boson production are expected to manifest at a very high mass scale
and can be parametrised by operators invariant under the SU(2) × U(1) symmetry
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without introducing any additional source of electroweak symmetry breaking (EWSB).
In this analysis, operators that lead to aQGCs arising from the Effective Field Theory
framework described in Section 1.3.1 were considered. Dimension 8 operators are the
first ones that give rise to quartic couplings among the neutral gauge bosons [53]. There
are three classes of genuine aQGC dimension 8 operators [54]: operators containing
only the Higgs kinetic term (OS), operators containing the Higgs kinetic term and two
field strength tensors (OM ) and those containing only field strength tensors (OT ). The
latter affect several multi-boson topologies, as can be seen in Table 3.1, and are the
ones specifically probed in this work. The explicit form of the OT operators is given in
the following

OT,0 = Tr
[
ŴµνŴ

µν
]
× Tr

[
ŴαβŴ

αβ
]

OT,1 = Tr
[
ŴανŴ

µβ
]
× Tr

[
ŴµβŴ

αν
]

OT,2 = Tr
[
ŴαµŴ

µβ
]
× Tr

[
ŴβνŴ

να
]

OT,5 = Tr
[
ŴµνŴ

µν
]
×BαβB

αβ

OT,6 = Tr
[
ŴανŴ

µβ
]
×BµβB

αν

OT,7 = Tr
[
ŴαµŴ

µβ
]
×BβνB

να

OT,8 = BµνB
µνBαβB

αβ

OT,9 = BαµB
µβBβνB

να,

(3.1)

where W i
µν is the SU(2) field strength, Bµν the U(1) one and all operators are charge

conjugation and parity conserving. It has to be noticed that the two last operators, OT,8
and OT,9, give rise to aQGCs containing only the neutral electroweak gauge bosons.
The pp → Zγ γ → l+l−γ γ process is expected to be particularly sensitive to them.

Operators WWWW WWZZ WWγZ WWγ γ ZZZZ ZZZγ ZZγ γ Zγ γ γ γ γγ γ

OT,0,OT,1,OT,2 X X X X X X X X X
OT,5,OT,6,OT,7 X X X X X X X X X
OT,8,OT,9 X X X X X X X X X

Table 3.1: Dimension 8 operators containing only the EW field strength tensors and the
quartic vertices they affect [24]. The ZZγ γ quartic vertex is the one studied in this work.

3.3 Previous results in this field

The production of Zγ γ triboson final state has been observed for the first time in
e+e− collisions at LEP [55,56]. The process was found to be well described by the SM
predictions and limits were placed on aQGC parameters. During the LHC Run 1, both
the CMS and ATLAS Collaborations have studied the pp → Zγ γ → l+l−γ γ production
using an 8 TeV data sample with an integrated luminosity of 20 fb−1 and provided the
first cross-section measurement for this process, achieving a significance greater than
5σ [57,58]. The observed production rate was found to be consistent with the theoretical
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NLO QCD prediction and no evidence of a large BSM contribution was found. Limits
on the aQGCs were placed by ATLAS using an exclusive fiducial cross section with
high diphoton invariant mass requirements. No limits on the aQGCs were placed by the
CMS experiment using this channel.

As can be seen in Table 3.1, the OT operators studied in this work affect different
multi-boson topologies. Figure 3.2 illustrates the constraints on the aQGC parameters,
corresponding to the dimension 8 operators OT , obtained from other studies which use
alternative production and decay channels. The most sensitive measurements are those
performed in the WW and in the ZZ channels by the CMS Collaboration.
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4 | The CMS detector at the LHC

In this work, events produced in high energy proton proton collisions at the world’s
largest and most powerful accelerator complex ever built, the Large Hadron Collider
(LHC), are studied. The main features of the LHC are described in the following, with
a particular focus on the Compact Muon Solenoid (CMS) experiment, one of the main
experiments along the accelerator ring.

The chapter is organised as follow. In Section 4.1 a brief description of the European
Laboratory for Particle Physics (CERN) is given. In Section 4.2 the CERN accelerator
complex is described with a particular focus on its last step, the LHC. Finally, in
Section 4.3 the CMS experiment it is described focusing on its relevant characteristics.

4.1 The European Laboratory for Particle Physics

The birth of the European Laboratory for Particle Physics was the result of the
common effort of the European countries to stop the brain drain after the Second World
War. Nowadays it is one of the biggest laboratories in the world by involving more
than twenty countries and ten thousand cooperating people in particle physics research.
CERN aims to offer a purely civil research facility by providing the environment and the
fundamental tools necessary for particle physics research activity. It is also committed
to give public access to every scientific result produced.

The organisation was founded in 1954 while the CERN Convention was signed later
on in 1963. The construction of the first building, at the border between France and
Switzerland, has begun in 1964. Five accelerators were built during the years: each
one of them, after having accelerated the particles to the requested energy, injects the
particles into the next one in the chain. As a result, from 1954 to 2018, the maximum
centre of mass energy achievable at the CERN facilities has been raised from 50 MeV
up to 13 TeV.

Since 1964 CERN has allowed nations around the world to communicate through
the language of science. It played a central role in allowing mankind to answer many
fundamental open questions in particle physics field, such as particles behaviour and
their interactions.

4.2 The Large Hadron Collider accelerator

The Large Hadron Collider accelerator [59] is a superconducting accelerator and
collider, the largest and most powerful hadron collider ever built. The project to build
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a 14 TeV accelerator was approved in 1994 and the complex inaugurated on the 21st
October 2009. It was installed by making full use of the preexisting tunnel and injection
chains occupied by the Large Electron Positron Collider (LEP) [60]. New facilities and
interaction points were added as well. The LHC tunnel has a circular shape with a total
length of 27 km and it is located across the France-Swiss border, 45 m to 170 m below
the surface.

The LHC design is based on some quite simple principles but employs the latest
and cutting edge technology available. Being a particle particle collider it consists of
two rings to accelerate and store two counter-rotating beams of particles. Due to lack
of available space for two separate rings in the LEP cavern, LHC adopts a twin-bore
magnet design [61], which is also one of the main distinctive features of the collider
design. Superconducting magnet technology is employed to maintain the particle beam
direction and collimation along the LHC circumference.

LHC is designed to collide beams of particles in four stations, called interaction
points (IP). In each of them different detectors, able to collect and analyse the results
of the beams collisions, are installed. CMS [62] and ATLAS [63] are general purpose
detectors designed to cover the largest possible spectrum of energy allowed by LHC.
Both of them were specifically designed for the Higgs boson detection but also to be
sensitive to a wide range of possible new beyond the Standard Model phenomena. The
idea to build two same purpose but differently designed detectors were found to be
necessary to allow for a cross-check of any possible discovery, being CMS and ATLAS
the only experiments available to study such a wide range of particles interactions at
such high energies. The other two crossing points, previously occupied by the LEP
experiment, host LHCb [64], a forward detector designed to study CP violations in
the EW theory and the asymmetry of matter and anti-matter in our Universe, and
ALICE [65], mainly designed to study collisions between heavy ions, in order to probe
the condition of our Universe few seconds after the Big Bang.

The decision to build a proton collider after the LEP experience was mainly driven
by the necessity to have a machine dedicated both to precision studies of the Standard
Model and to the discovery of new physics. Indeed, the main advantages of a hadron
collider with respect to a lepton are that:

• protons are heavier than electrons so they lose less energy by synchrotron radiation
while circulating in the collider. Consequently, a higher energy is achievable in the
centre of mass (CM) frame. LHC allows to test the widest mass range possible
from few GeV to the TeV level;

• protons are composite so the CM energy is not fixed and a wide energy spectrum
can be explored simultaneously in every collision. The additional production of
many low-energy particles results in a complex experimental environment where
clever detector design and particle reconstruction algorithm are needed.

4.2.1 Acceleration complex

LHC can deliver either bunches of protons, colliding at 13 TeV in the centre of mass
frame, or heavy ions (typically lead nuclei) colliding at 2.76 TeV/nucleon in the centre
of mass frame. LHC is only the last step of a succession of different sub-accelerators,
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used in other CERN experiments in the past. The acceleration mechanism is divided
into multiple stages and each machine is fed with a beam of particles which are boosted
and injected in the next accelerator in the chain.

Protons are produced from hydrogen gas by stripping the electrons from the gas
nuclei. This task is accomplished by applying an intense electric field through a device
called Duoplasmatron. The proton beam, pulsed by the Duoplasmatron, is then fed
into the first accelerator stage called Linac 2. This 36 m linear accelerator exploits
radiofrequency cavities to charge cylindrical conductors placed along its length. The
protons are pushed and pulled by the alternately charged cylindrical conductors into
one direction until they have reached an energy of 50 MeV. The proton beam coming
from the Linac 2 is then passed to the next accelerator, the Proton Synchrotron Booster,
which consists of four superimposed rings for a total circumference of 157 m. Here
the beam is divided into four bunches, each of them boosted up to 1.4 GeV and then
recombined before being injected into the Proton Synchrotron. The Proton Synchrotron
has a circumference of 628 m and it is able to deliver particles bunches interspersed
by 25 ns (40 mHz) with an energy of 25 GeV to the Super Proton Synchrotron, a 7 km
circular accelerator that raises the energy up to 450 GeV. The Super Proton Synchrotron
is the last stage before the LHC main ring where two beams of particles, circulating in
the opposite directions, are formed and then accelerated to the final energy of interest.
A detailed description of the pre-injector complex for the LHC is given in reference [66]
while a schematic representation of the whole CERN accelerator complex is shown in
Figure 4.1.

4.2.2 Structure overview and machine performances

The primary design considerations of a particle collider are the nature of the colliding
particle, the centre of mass energy of the collision and the rate of collisions which is able
to provide. Particle interactions, being quantum processes, are subjected to an intrinsic
stochastic nature. For each process of interest, such as the pp → Zγ γ production (the
topic of this work), the number of events per second generated by LHC can be calculated
as

dNZγ γ

dt = Linst. · σZγ γ

where σZγ γ , the cross section of the process of interest, is related to the probability of
producing a Z boson alongside two photons in a single proton proton collision, while
L, the machine instantaneous luminosity, measures the ability of a particle accelerator
to produce the required number of interactions. If the process of interest is rare a
high luminosity is crucial in order to be able to collect a decent amount of events to
be analysed. One of the advantages of using proton proton beams instead of proton
antiproton beams, as it was previously done at Tevatron [68], is the possibility to provide
to the experiments unprecedented high luminosity beams. This is determined by the
fact that protons, contrary to their antiparticles, are easier to be produced and stored
in large quantities. The LHC is able to spread 2800 bunches of 1011 particles each along
the main ring, separated by 25 ns and with a maximum energy of 6.5 TeV per beam.
The instantaneous luminosity of the collider depends only on the beam characteristics
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Figure 4.1: The CERN accelerators complex that delivers protons bunches to the LHC
experiments. The LHC is the last ring (dark blue line) while smaller machines are used
in a chain to help boost the particles to their final energies and to provide beams to a
whole set of smaller experiments. Figure adapted from reference [67].

and can be written as

L = N2
b nbfrevγr
4πεnβ∗

· F (4.1)

where Nb is the number of particles per bunch, nb the number of bunches per beam, frev
the revolution frequency, γr the relativistic gamma factor, εn the normalised transverse
beam emittance and β∗ the beta function at the interaction point. Finally, F represents
a geometric factor related to the beam crossing angle at the interaction point.

In order to span the widest mass region possible, the LHC increases the proton
momentum to the limit of the current technology by using cyclic electrical fields. While
the particles gain momentum high magnetic fields are used to maintain their trajectories
along the synchrotron ring. The bunches of particles travel inside two parallel tubes,
under strong vacuum. As can be seen in Figure 4.2, the tubes are arranged into a
semi-circular shape composed of eight arcs called octants, in which are located the
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bending dipole magnets, and eight long straight sections where particles are injected
and Radio Frequency cavities (RF) or experiments are hosted.
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Figure 4.2: The structure of the LHC octants. Straight sections are use for inject/dump
the beams. The positions of the experiments and other facilities are highlighted. Figure
adapted from reference [59].

The LHC magnet system is at the core of the accelerator apparatus. More than
9600 superconducting magnets are distributed around the LHC circumference. Each
octant contains 14.3 m long dipole magnets, which generate a magnetic field of 8.33 T
to bend the particles trajectories along the circumference, plus hundreds of focusing
and defocusing quadrupoles to maintain the beam orbit stable. A small amount of
higher order multipoles gives additional minor corrections to the beam direction. Each
superconducting magnet consists of Niobium-Titanium (NbTi) cables cooled at the
unprecedented low temperature of 1.9 K. An important drawback in operating at such
low temperature consists in a drastic reduction of the minimum energy deposition into
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the magnet system able to trigger a magnet quench. This phenomenon is particularly
dangerous being the NbTi superconducting only at very low temperatures. To prevent
the magnet from burning an optimal heat dissipation and a tighter control of the cable
movements are necessary. The twin-bore design adopted by LHC meets the need to
have a stiff magnet structure by accommodating the winding for the two-beam channels
in a common cold mass and cryostat. This peculiar design makes the magnet structure
complicated, by coupling the dipoles both mechanically and magnetically, but was also
motivated by the space limitation of the tunnel and the need to reduce the total costs.

The injected beam is captured and accelerated by sixteen superconducting RF
cavities with a carrier electromagnetic wave of 400 MHz and a generated electric field
of 5.5MV/m. Longitudinal injection errors are damped by the same system while
transverse injection errors are controlled by a separated one. All the RF accelerating
cavities and beam control systems are located at Point 4, in the cavern previously
occupied by the ALEPH experiment [69]. The RF accelerating system is able to provide
to each proton beam 485 keV/revolution, and it takes about twenty minutes to reach
the 7 TeV/beam energy. After the acceleration phase, the RF cavities are used only
to supply the energy lost by synchrotron radiation which amounts to approximatively
7 keV/revolution. During the acceleration phase, the power delivered to each beam is
relatively small but the one needed to control the beam direction is much larger. In order
to reduce the overall power consumption, the two opposite circulating beams cannot
be controlled by the same system. Instead, the beams separation is increased using
dedicated dipole magnets so that each of them has its dedicated RF control system.

A dedicated vacuum system was developed in order to allow for the magnet system
and the RF accelerating system to properly operate at superconducting temperatures.
The LHC vacuum system consists of three subsystems: the insulation vacuum system for
the cryomagnets, the insulation vacuum system for the helium distribution system and,
finally, the vacuum system for the beam. Each subsystem is subdivided into subsections
to provide easy access to each part, mainly for maintenance reasons. The subsections are
divided using vacuum barriers and linked together by vacuum valves. Different vacuum
performances are required for the three subsystems. The insulation and cryomagnets
subsystems are required to provide a moderate vacuum, up to 10−6 mbar, while the
requirements for the beam vacuum are much more stringent. Indeed, the stability of
the protons beams against minor spurious collisions with other particles is achieved
circulating the particles in a strong vacuum, up to 10−10 mbar.

4.3 The Compact Muon Solenoid experiment

The Compact Muon Solenoid experiment is one of the detectors that operate at the
CERN LHC. It shares with the ATLAS experiment the same scientific goals, which
after the Higgs boson discovery include precision study of the Higgs boson field as well
as searches for physics beyond the Standard Model. The CMS and ATLAS experiments
adopt different technical solutions, especially for what concerns the magnetic system
design.

The CMS detector is installed about 100 m underground in the France countryside,
close to the village of Cessy. Its prime design principle was the ability to shed light on the
electroweak symmetry breaking mechanism, for which the Higgs boson was presumed to
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be responsible. This was achieved in 2012 by the discovery and characterisation of a new
scalar particle which was proven to be consistent with predicted SM Higgs boson [14].

Nowadays, the experimental studies of the Higgs boson mechanism and properties
are of particular interest, being them able to probe the consistency of the SM at energy
scales up to 1 TeV. This scale represents the energy frontier for high energy physics
studies above which new phenomena, able to explain the SM pitfalls or to extend its
predictions, could take place. The CMS detector was specifically designed to be able to
investigate any hint of new symmetries, new particles or new forces at this unprecedented
high energy scale.

The CMS detector requirements include the ability to operate in the harsh environ-
ment represented by the high centre of mass energy and luminosity delivered by the
LHC. The main issue to cope with is the high event rate of particle collisions at which
the detector is exposed. Indeed the short time between each bunch crossing and the great
number of simultaneous interactions per beam crossing result in a huge rate of events
that need to be reconstructed and selected in the shortest time possible. A dedicated
trigger system was developed for such purpose and specifically design characteristics,
such as high detector granularity and good time resolutions, were implemented in each
CMS sub-detector to assure the lowest possible response time and occupancy. Another
important issue is represented by the large flux of high energy particles coming from the
interaction point which requires detectors and front end electronics to be particularly
radiation-hard.

The CMS detector characteristics can be summarised as follows:

• a good muon and dimuon identification and momentum resolution over a wide
range of momenta and angles plus the ability to determine unambiguously the
charge of muons with momenta up to 1 TeV;

• a good identification and characterisation of charged particles with a short but
measurable decay time by the tracking system. This includes efficient triggering
and offline tagging of τ leptons and b-jets;

• a good electromagnetic energy resolution, including a diphoton and dielectron mass
resolution up to 1% at 100 GeV, a wide geometric coverage, a good π

0 rejection and
an efficient photon and lepton isolation from other charged and neutral particles
especially at high luminosities;

• an acceptable hermetic geometric coverage and fine lateral segmentation to ensure
good missing transverse energy measurements and dijet-mass resolution.

In the next sections, the CMS experiment design is presented. As implied by the
experiment’s name the main distinguishing features are the high-field superconducting
solenoid and the muon detection system.

4.3.1 Structure overview

The CMS detector is a 21.6 m long cylinder with a diameter of 15 m and a weight of
12 500 t. It is designed to study proton proton collisions at a centre of mass energy of
14 TeV and luminosities up to 1034 cm−2s−1. The most impressive constructive element
is represented by a huge solenoidal superconducting magnet that surrounds all the inner
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detectors, with the only exception of the muon chamber on the outside region. The large
superconducting bore hosts a silicon pixel and strip tracker, a lead-tungstate crystal
Electromagnetic Calorimeter and a brass scintillator sampling Hadronic Calorimeter.
The superconducting solenoid is enclosed into an iron yoke instrumented with the muon
detector. A quasi-complete acceptance hermeticity is guaranteed by additional forward
calorimeters.

The dodecagonal base prism structure of CMS is divided into two main regions: the
barrel represents the central part of the prism while two endcaps, on both side, ensure
the maximum tightness. The coordinate system used is a right-handed Cartesian one
(x,y,z), with the origin fixed in the interaction point inside the detector. The z-axis
defines the beam line direction, the y-axis points upward to the surface while the
x-axis points to the centre of the LHC ring. Since the CMS detector has a cylindrical
symmetry it is also useful to use the cylindrical coordinates (r,φ,θ) shown in Figure 4.3
to identify any point inside of it. The r-coordinate defines the distance from the z-axis,

Figure 4.3: A schematic view of the polar coordinates used at CMS. Figure adapted
from reference [70].

the φ-coordinate represents the azimuthal angle in the xy plane and θ is the angle
between the particle three-momentum vector ~p and the positive direction of the beam
axis. The momentum and energy transverse to the beam direction are denoted by pT
and ET respectively. The transverse momentum can be computed from the px and py
three-momentum vector coordinates as

pT =
√
p2
x + p2

y

The imbalance of energy measured in the transverse plane is denoted by EmissT . In
experimental particle physics θ is often replaced by the pseudo-rapidity, defined as

η = − ln
[
tan θ2

]
.

In the limit where a particle is travelling close to the speed of light (or when the mass of
the particle is negligible), the pseudo-rapidity converges to the rapidity usually defined
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in relativity. The main reasons to prefer the pseudo-rapidity over the polar angle θ are
that the particle production is constant as a function of η and differences in rapidity
are Lorentz invariant under boosts along the beam axis. This definition turns out to be
extremely useful when dealing with hadron colliders where the colliding partons carry
different longitudinal momentum fractions.

The CMS structure is shown, from inside to outside, in Figure 4.4 and summarised
below:

1. the interaction point sits at the core of the apparatus. In this region interactions
between bunches of particles take place. This work is based on data taken during
the full LHC Run 2 with a maximum instantaneous luminosity of 21 Hz nb−1

achieved in 2018. The consequence of such high collision rate is reflected in a large
number of superimposed interactions at the same time. The pileup affects the
reconstruction of the particles tracks and is overcomed by providing a good time
resolution and high granularity for all the sub-detectors;

2. the silicon tracker represents the inner part of CMS detector. It is an all-silicon
detector which extends from the interaction point up to |r| < 1.2 m, covering
a pseudo-rapidity range |η| < 2.5. Silicon pixel vertex detectors surrounded by
silicon strip detectors able to reconstruct with high precision particles tracks and
vertices are distributed over an active area of 215 m2 ;

3. the Electromagnetic Calorimeter (ECAL) extends over 1.2 m < r < 1.8 m by
covering an angle |η| < 3. It is composed of scintillating crystals of lead-tungstate
(PbWO4) able to detect the energy and impact position of photons and electrons.

4. the Hadronic Calorimeter (HCAL) extends over 1.8 m < r < 2.9 m by covering the
pseudorapidity range |η| = 5. Unlike ECAL, it is a sampling calorimeter composed
of brass layers alternated with plastic scintillators able to detect charged and
neutral hadrons;

5. the superconducting solenoidal magnet provides a 3.8 T internal constant magnetic
field, along the beam direction, which is used to bend the charged particles
trajectories in order to measure their momenta. The solenoid surrounds all the
previous sections and extends from 2.9 m < r < 3.8 m over |η| < 1.5;

6. the muon system, embedded in the magnet return yoke, is placed in the outermost
part of the experiment. It extends from 4 m < r < 7.4 m over |η| < 2.4, surrounded
by a residual 1.8 T magnetic field. It is composed of drift tubes detectors in the
barrel and cathode strip chambers detectors in the endcaps. Additionally, resistive
plate chambers detectors are used in both regions. The muon system is able to
reconstruct with high precision the tracks produced by muons.

4.3.2 Tracker

The tracker is the closest detector to the beams interaction point. It is specifically
designed to provide the highest possible resolution measurement of the trajectories of
charged particles with transverse momentum above 1 GeV in a pseudorapidity range
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Figure 4.4: A schematic view of the structure of the CMS experiment. Figure adapted
from reference [71].

up to |η| = 2.5. Furthermore, it is required to provide good discrimination between
primary and secondary vertices in events containing short mean-life particles (such as
heavy-flavour hadron ones).

The tracker plays a major role in the identification of electron and muons, along
with ECAL and the muon system, and it is also fundamental to identify the tau leptons
decays. The tracker information is also heavily exploited in the important task of the
event triggering by providing valuable information to reduce the event rate originating
from the LHC bunch crossing (see Section 4.3.7).

During LHC Run 2 the tracker experienced an average of 1000 tracks per bunch
crossing (i.e. every 25 ns) from more than 20 quasi-simultaneous proton proton collisions.
In order to operate in the LHC harsh environment the tracker was built with the
following key characteristics:

• a low occupancy, needed to cope with the high hit rate density, is achieved by
providing the highest possible granularity in (η, φ) thus by enhancing the resolution
of the detector itself. A drawback of this design is the high power density of the
detector electronics which thus need an efficient cooling system;

• a limited amount of material, needed to avoid compromising the trajectory mea-
surements. Indeed an excessive amount of material gives rise to multiple scattering,
bremsstrahlung, photon conversion or nuclear interactions that potentially hamper
the accuracy of the hits points positions in the tracker sections;
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• a high radiation hardness of the detector (1015 neqcm−2), expected to sustain the
radiation damage induced by the high particle flux at the LHC interaction region.

The tracker is a full silicon detector made by a cylinder 5.8 m long with an outer
diameter of 2.5 m. To have maximum tightness it covers both the barrel and endcaps
regions and it is optimised for collecting 12–14 hits per track. Its construction design
can be divided in two sub-detectors, as can be seen in Figure 4.5:

1. the radial region between 4.4 cm and 10.2 cm is occupied by 1440 hybrid pixel
detector modules arranged in three cylindrical layers, complemented by two disk
of pixel modules on each endcap side. The pixel detector is essential for the
high precision reconstruction of each charged particle tracks as well as for the
reconstruction of primary and secondary vertices;

2. the radial region between 20 cm and 116 cm hosts 15 148 modules of the silicon
strip detector arranged in ten barrel detector layers and complemented by twelve
disks on each endcap side attached to a carbon fibre support.

Figure 4.5: A schematic cross section through the tracker detector. Each line represent
a detector module.

Once every trajectory is properly associated with the corresponding charged particle
it is possible to reconstruct the particle momentum from the track curvature itself.
The tracker performances allow for a momentum resolution for muons with transverse
momentum up to 100 GeV and |η| < 1.5 of about 2% and a vertex association accurate
to 10 µm.

4.3.3 Electromagnetic calorimeter

The Electromagnetic Calorimeter (ECAL) is a hermetic homogenous calorimeter
designed to detect and measure with great precision the energy of electrons, positrons
and photons originating from the LHC interaction point. The major driving criteria in
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the ECAL design are the capability to detect the decay into two photons of the Higgs
boson. The ECAL detector is then required to provide a fast signal response, a high
granularity and a good energy resolution. It is also required to be radiation resistant to
cope with the extremely harsh LHC environment. A detector with such characteristics
is obtained exploiting the properties of high-density lead-tungstate (PbWO4) crystals.
The choice of the PbWO4 as active detector material is motivated by its intrinsic
characteristics, namely:

• a high density (ρ = 8.3 g/cm3), short radiation length (X0 = 0.89 cm) and reduced
Moliere radius (Rm = 2.2 cm), which allow to build a compact and high granulated
calorimeter;

• a short decay scintillation time which allows to collect about 80% of the emitted
light in 25 ns thus between each LHC bunch crossing. This also allows for a
fast particle energy reconstruction reducing any contamination from out of time
vertices;

• an intrinsic radiation hardness which allows for the material to operate in the
LHC environment for years with relatively modest deterioration in performances
due to radiation damages.

Among the disadvantages of using the lead tungstate as active detector material the
most important ones are related to the fact that:

• the light yield of the PbWO4 is low and dedicated photo-multipliers are needed
the enhance the signal. Avalanche photodiodes (APDs) are used as photodetectors
in the barrel while vacuum photo-triodes (VPTs), able to better sustain radiation-
induced damages, are used in the endcaps;

• the high flux of ionising particles could produce absorption bands inside the
crystals by forming coloured centres. As a consequence, each crystal experience a
wavelength-dependent loss of light transmission. This specific damage must be
tracked and corrected for independently for each crystal since the radiation flux is
highly |η| dependent. To do so the optical transparency of the crystals is measured
by regularly injecting laser light.

The layout of the calorimeter, showing the arrangement of crystals into the barrel
and endcaps regions, is shown in Figure 4.6. The ECAL barrel is formed by 61 200
PbWO4 crystals arranged in a cylindrical shape. It has an inner radius of 1.29 m, a length
of 6.3 m and it is composed of 36 super-modules that cover a region of |η| < 1.479. Each
super-module includes 20× 85 crystals on the φ-η plane, sub-divided into four modules
along the η direction. Every module is segmented into different sub modules which
consist in 5×2 crystal arrays mounted on a glass fibre structure. In the barrel region the
crystal are cut in a truncated pyramidal shape with a total length of 23 cm corresponding
to a radiation length of 24.7X0, a frontal and rear area of 22× 22 mm2 and 26× 26 mm2

and a granularity of ∆η ×∆φ = 0.0175× 0.0175 (1°). Crystals are grouped in 5× 5
matrices called trigger towers. To avoid cracks aligning with particle trajectories crystal
the axes are tilted by 3° with respect to the direction towards the interaction point.
Following the η direction the barrel structure stops at |η| = 1.479 allowing some service
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cables to exit the calorimeter area. The barrel region is complemented by 7324 crystals
mounted in two endcaps covering a pseudorapidity angle of 1.479 < |η| < 3. Each
endcap consists of semicircular halves of aluminium instrumented with crystals shaped
differently with respect to the barrel: they are 22 cm long with a frontal and rear area
of 28.6× 28.6 mm2 and 30× 30 mm2. Crystals are arranged following a x− y symmetry
into 18 super-crystals modules each of them containing 5× 5 elementary units.

A preshower detector, engineered with a different detector design, is placed in front
of the endcaps crystals by covering a fiducial region of 1.653 < |η| < 2.6. Its main
function is to discriminate electromagnetic showers formed by prompt photons, that are
isolated photons coming from the primary interaction vertex (i.e. from ISR/FSR), from
photons coming from neutral pions decay. It also helps the identification and position
determination of electron and photons by exploiting its high granularity. The preshower
is a sampling calorimeter made by two layers of thick silicon strip detectors able to
identify the particles shower profile and to measure their released energies. The silicon
detectors are interspersed by disks of lead converter which triggers the electromagnetic
shower of the incident particle.

Figure 4.6: View of the main components of the ECAL detector apparatus. Figure
adapted from reference [62].

For the range of energies 25 GeV–500 GeV the energy resolution of the ECAL can
be parametrised according to [62] as

σE
E

= a√
E
⊕ b

E
⊕ c, (4.2)

where E is the energy in GeV, a the stochastic term, b the noise term and c the
constant term. The stochastic term is dominant at low energies and accounts for the
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statistical fluctuations in the number of photoelectrons generated and collected. The
noise term gives a contribution that varies with the pseudo-rapidity and the luminosity.
It also includes the electronic and pileup noise contributions. Finally the constant
term, which is dominant at high energies, describes different phenomena including the
stability of the operating conditions, the presence of dead material and so on. The
ECAL energy resolution has been measured in various test beams during the initial
CMS commissioning [62] and was found to be

2.8%GeV1/2
√
E

⊕ 12%GeV
E

⊕ 0.3%.

These values are illustrative of the actual performances obtained during the LHC Run 2
data taking period at which this work is devoted.

4.3.4 Hadron calorimeter

The Hadron Calorimeter (HCAL) is specifically designed to study a wide variety
of processes, including the energy and direction of hadronic jets, the reconstruction of
the hadron decays and any signature of missing transverse energy in the events. It also
measures the shower leakage from the rear of the ECAL, thus making complementary
measurements with respect to it. In order to maximise its particle containment property
it is built as a hermetic sample calorimeter. As can be seen in Figure 4.7, the calorimeter
is divided into four modules, arranged both inside and outside the superconducting
solenoid bore, which cover a pseudorapidity range up to |η| < 5.

The hadron barrel (HB) calorimeter sits between the outer part of the ECAL barrel
(r = 1.77 m) and the inner extent of the superconducting magnetic coil (r = 2.95 m)
covering a pseudorapidity range up to |η| = 1.3. The hadron calorimeter endcaps
(HE) cover the solid angle between |η| > 1.3 and |η| < 3. This region contains about
34% of the particles produced by each proton proton collision final states. A sampling
calorimeter design is used, for both HB and HE, by alternating absorbers with plastic
scintillators as the active material. The readout is performed by hybrid photodiodes
photodetector linked to the scintillators via wavelength-shifter optical fibres. The HB
is divided into two half-barrels made of 36 identical azimuthal wedges. Each wedge is
instrumented with flat steel and brass absorber plates aligned parallel to the beam
axis. The wedges are arranged such as the final geometry contains no projective dead
material for the full radial extension. The total absorber thickness ranges from 5.82
interaction lengths at |η| = 0 to 10.6 interaction lengths at |η| = 1.3. Since the HE
is placed at the ends of the solenoidal magnetic field its absorber is made of brass, a
non-magnetic material. The absorber is designed to minimise any crack between HB
and HE. The HE is radially divided into 14 rings which accommodate the scintillators
arranged into a trapezoidal shape. The outer calorimeter (HO), placed in the central
pseudorapidity region |η| < 3 outside the superconducting solenoid, is used to improve
the measurement of high energetic showers that can pass through EB and HB. The HO
consists of several layers of plastic scintillators, with the same granularity of HB, while
the superconducting solenoid acts as an additional absorber. The effective thickness is
approximately 10 λI . The forward calorimeter (HF) is the last piece of HCAL. It is
placed about 11.2 m from the collision point and guarantees the coverage of the system
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up to |η| = 5. Its structure consists on two cylinders of iron absorbers and quartz fibres
as the active material. The HF is optimised for very forward jets events expected in
events.

Figure 4.7: A longitudinal view of the HCAL. Figure adapted from reference [62].

The energy resolution as obtained from the commissioning test beam can be described
as

σE
E

= 90%GeV1/2
√
E

⊕ 4.5% (barrel/endcaps)

σE
E

= 172%GeV1/2
√
E

⊕ 9% (forward).

4.3.5 Superconducting magnet

The superconducting magnet is one of the distinctive features of the whole CMS
detector. It is designed to reach a maximum 4 T magnetic field in a region 6 m wide and
12.5 m long. It represents one of the biggest superconducting solenoid ever built. The
solenoid bore contains the majority of the sub-detectors with the only exception of the
muon chambers and part of the Hadronic Calorimeter. The high magnetic field needed
to bend the particles trajectories is obtained by combining different magnets made by
winding reinforced NbTi cables. The energy stored at the operating temperature of 4.6 K
and full current amounts to 2.6 GJ. The magnetic flux is returned through a 10 000 t
iron return yoke. The return yoke embeds the muon chambers which are surrounded
by a residual magnetic field of 1.8 T. The radiation thickness of the magnet cold mass
amount to 3.9 X0. A general artistic view of the CMS superconducting solenoid is shown
in Figure 4.8.
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Figure 4.8: An artistic view of the CMS superconducting solenoid. Figure adapted
from reference [62].

4.3.6 Muon system

The muon system is specifically designed to offer precise and robust measurements of
muons with high transverse momentum. Its main functions consist on muon identification,
momentum measurement and triggering (in combination with the tracker). These goals
are achieved by exploiting the bending power of the superconducting magnet and its
return yoke. The return yoke also serves as an effective hadron absorber thus enhancing
the muon identification performances. The muon system guarantees a wide angular
coverage and has the capability of reconstructing both charge and momentum of muons
in the entire expected kinematic range. It is divided into three independent subsystems
which make use of different types of gaseous particle detectors. The choice of using
gaseous detector was mainly driven by the need to instrument a large area of about
25 000 m2, thus the muon chambers had to be inexpensive, fast, reliable and robust. The
muon system follows the cylindrical geometry of the rest of the detector and is composed
of a barrel section closed by two endcap disks. Its lateral segmentation, including each
independent subsystem, is shown in fig 4.9.
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Figure 4.9: The structure of the muon detector system. Figure adapted from refer-
ence [72].

4.3.6.1 The Drift Tube system

The barrel region of the muon system is instrumented with drift tube (DT) chambers
which cover a pseudorapidity range up to |η| = 1.2. Chambers with standard rectangular
drift cells are installed in the barrel region of the muon system since the particle
flux is low (thus the neutron-induced background is small), the 4 T magnetic field is
homogeneous and contained in the magnet yoke and the muon rate is generally low. The
chambers are arranged into five iron wheels each containing four concentric rings called
stations. The first three stations contain eight chambers able to measure the muon
coordinate in the transverse bending plane and four chambers dedicated to measure the
muon z direction along the beam line. The fourth station is instrumented with eight
chambers and it is not providing a z direction measurement. The DT chambers in each
station are arranged in such a way to maximise the angular resolution while minimising
any detector dead region.

The basic detector element of the chambers is a rectangular drift tube cell with
a transverse size of 13× 42 mm2 and a length of 2–4m corresponding to a drift time
of about 380 ns. The volume is filled with a gas mixture made of 85% argon and 15%
carbon dioxide. The average position resolution of the chambers is 170 µm both in the
r − φ and r − z plane.
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4.3.6.2 The Cathode Strip Chambers system

The two endcap regions of the muon system are instrumented with cathode strip
chamber (CSC) detectors, able to sustain the high muon and background particle rates
and the non-homogeneous magnetic field that characterise this region. The CSCs are
specifically designed to identify muons in the pseudorapidity range 0.9 < |η| < 2.4 by
providing a fast response time, a fine segmentation and a high radiation resistance. The
chambers are distributed in four stations for each endcap, arranged perpendicularly to
the beam line and separated by the flux return plates of the superconducting magnet
system. The measurement of the particle trajectories in the transverse bending plane is
performed by the radially oriented CSC’s cathodes. The anodes are read out to provide
complementary measurements of the muons pseudorapidity as well as beam-crossing
time.

The CSCs are multi-wire proportional chambers filled with a mixture of 40% argon
and 50% carbon dioxide as active gas. A remaining 10% of carbon tetrafluoride acts as
a quencher by providing a drift path shorter than the DTs. They are arranged into four
superimposed disks called stations each formed by two rings divided into eighteen or
thirty-six CSCs. Each CSC consists of six layers of sensitive wires with a resolution of
80–85µm in the η × φ plane and a precision of 0.5 cm in the r direction. Each station
provides a robust pattern recognition, able to discriminate between muon signal and
non-muon background, and an efficient matching of hits with those recorded by the
tracker.

Both the CSC and DT subsystems are intended to provide an efficient muon
transverse momentum trigger system, independent from the rest of the detector. The
combination of the muon system with the tracking system is of particular importance
to achieve the high performances needed by the data triggering system.

4.3.6.3 The Resistive Plate Chamber system

Because of the possible uncertainties when measuring the bunch crossing time and
discriminating the non-muon background, resistive plate chamber (RPC) detectors are
placed both in the barrel and endcaps region. They are intended to provide robustness
and redundancy to the muon system just described. These gaseous detectors provide
a coarse spatial resolution but good time measurements by working in avalanche
mode. They are specifically designed to complement the DTs and CSCs bunch crossing
identification thus solving possible ambiguities in attempting to make tracks by the
muon trigger system. The RPCs are made of four bakelite planes coated with graphite
that acts as the electrode and two gas gaps of 2 mm. The central part of every chamber
is equipped with insulated aluminium strips able to collect the signals generated by
crossing particles. A total of six layers of RPCs are placed into the muon system.

4.3.7 Data triggering system

LHC provides proton proton or heavy ion collisions at an unprecedented high rate.
Indeed the high particle density in each bunch combined with the limited separation
time between each of them corresponds to an event rate of 40 MHz with an average of 20
simultaneous head-on particle collisions per event. Such high data stream is impossible
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to handle with the currently available technology. The CMS experiment uses a dedicated
trigger system which, by combining raw information from each sub-detector, is able
to select possible physics events of interest among all the quasi-simultaneous collisions
occurring.

The trigger system is divided into two main stages:
1. a Level-1 trigger (L1) system composed of custom-designed largely programmable

electronics;

2. a High Level Trigger (HLT) system fully software based and implemented in a
filter farm of about one thousand commercial processors.

The two combined systems, described in the following, are able to reduce the data
stream rate to 1 kHz.

The L1 trigger is specifically designed to preselect events of interest in order to be
further analysed by the slower and more precise HLT. For this reason, it uses coarsely
segmented information coming from both the calorimeters and the muon systems. The
input raw data are analysed by dedicated integrated circuit modules which guarantee
high speed and radiation resistance while providing sufficient flexibility. Since the L1
trigger has to analyse every collision, the full event readout is pipelined in the front end
electronics of each sub-detector during the decision process.

The L1 trigger path is subdivided into different logical components, namely the local,
the regional and the global ones. The smallest bit of information used comes from the
Trigger Primitive Generators (TPGs) which are built on localised energy deposits in the
calorimeters called trigger towers and track segments or hits independently reconstructed
by the muon system. The Regional Trigger (RT) then gathers the information coming
from different TPGs by sorting and ranking them following a dedicated pattern logic.
In this way trigger objects such as electron or muon candidates, localised in limited
space regions of the detector, are formed. The rank assigned to each TPG entering the
RT decision process is determined as a function of the energy (momentum) and quality
of the processed information. The Global Calorimeter Trigger and the Global Muon
Trigger gather the information from the relative RTs and, after determining which is
the highest rank candidates, transfer them to the top entity of the L1 trigger system.
The Global Trigger takes the final decision to reject or accept an event to be further
scrutinised by the HLT.

A general view of the CMS L1 trigger system system is shown in Figure 4.10.

4.4 Luminosity collected during LHC Run 2
At the CMS experiment, the luminosity is measured combining the information

coming from dedicated luminometers in the HF with information from the pixel detector
and the DT system. The luminosity measurement system gathers the signals which
come from these detectors and routes them to a high-frequency sampling dedicated
electronics for the readout. Such system is able to determine the delivered luminosity
once every few seconds, with a statistical precision at the per cent level. The luminosity
information is then stored in a database for subsequent use in data analysis.

Precision measurement of the luminosity delivered by LHC to the CMS experiment
is of particular interest for different reasons. The online luminosity measurements are
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Figure 4.10: The structure of the L1 triggering system. Figure adapted from refer-
ence [62].

useful to constantly monitor the LHC performances and to measure the trigger rates.
Offline, the recorded luminosity is a critical parameter used for the Monte Carlo events
normalisation. Moreover, the luminosity is also needed to convert the observed rate of
events in the physics channels of interest, which for this work are represented by the
leptonic decay channels of the Z boson Zγ γ → eeγ γ and Zγ γ → µµγγ , to a measured
cross-section.

The LHC luminosity is defined purely in terms of the beam characteristics, as can
be seen in Equation 4.1. Nevertheless, the LHC beam properties are not necessarily
constant during each data collection period. Indeed the number of particles per bunch
is reduced after each beam crossing and the beams cross section is not constant during
LHC operation due to the luminosity levelling procedure. The instantaneous luminosity
thus cannot be measured using Equation 4.1 because the input parameters needed,
if measured during a LHC run, will inevitably interfere with the beam conditions
themselves. Instead, luminosity is measured by exploiting its linear relationship with the
detector occupancy [73]. Each luminometer reads out the rate R of specific quantities
measured by each detector (hits, tracks, energy clusters and so on). This rate is then
related to the instantaneous luminosity by exploiting the following relation

R = Linst · σvis,

where σvis is the visible cross section of the system, measured in dedicated LHC runs
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called van der Meer scans. During these special runs, the positions of the beams are
varied in the transverse plane in a controlled manner, such that the occupancy gaussian
profile of each detector can be measured. By exploiting these measurements with the
actual occupancy at nominal LHC beam collision alignment the instantaneous luminosity
can be derived. Separate values of Ri and σvis,i are measured for each monitoring system.
Their consistency is used for measurement validations and, in combination with the
uncertainty in establishing the beam position during the van der Meer scans, to infer
the systematic uncertainty of the measured luminosity.

The CMS experiment keeps track both of the delivered and recorded luminosity, the
latter being the critical parameter used by physics analyses. The delivered and recorded
luminosities could differ because, during the LHC runs, the CMS detector could be
temporarily stale of not able to record data, either because the data acquisition chain
is busy or any sub-detector system is temporarily unavailable. Each LHC run is then
validated by sub-detector experts in order to log only the luminosity sections useful for
data analyses. This work makes use of the full LHC Run 2 luminosity collected by the
CMS experiment. The corresponding integrated luminosities for the three years of data
taking periods are 35.9 fb−1 in 2016 with an overall uncertainty of 2.5% [73], 41.5 fb−1

in 2017 with an overall uncertainty of 2.3% [74] and 59.4 fb−1 in 2018 with an overall
uncertainty of 2.5% [75] for a grand total of 136.7 fb−1.
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5 | Physics objects reconstruction
and object selection

The CMS sub-detectors, described in Section 4.3, are arranged following an "onion
shape" around the beams interaction point, each layer ideally sensitive to different stable
particles such as electrons, muons, photons and neutral and charged hadrons. Particles
are then identified using the signals they leave when traversing the active material of
the different sub-detectors.

Particles originating in the interaction point enter first a tracker where their trajec-
tories (tracks) and their origins (vertices) are reconstructed by exploiting the signals
left in the detector active layers (hits). Since the tracker is surrounded by a solenoidal
magnetic field, the reconstructed track allows to determine both charge and momentum
of the candidate particle. Particles with strong electromagnetic interaction, such as
electron and photons, could dramatically interact with the tracker material and need
to be measured as soon as possible to not degrade irretrievably their energy content.
The ECAL is deputed to absorb the corresponding electromagnetic showers, which are
detected as clusters of energy deposits in adjacent crystals. By looking at the cluster
shape and position, it is possible to infer both the direction and the energy of the
candidate electron or photon. The ECAL information is indeed fundamental for the
identification of the photons which, differently from the electrons, do not leave any
visible hit in the tracker. The ECAL volume is also interested by the initial showering
process of charged and neutral hadrons which are then absorbed by the HCAL. Clusters
of energy are formed in a similar way as what happens in the ECAL. The muons usually
pass through the full detector material undisturbed and can be identified from the hits
they produce in the muon system. Finally, the neutrinos do not interact at all with the
detector and represent the missing transverse energy (EmissT ) in the event.

A precise measurement of the EmissT is possible at the condition that the energy of all
the other particles is measured with great precision. Indeed this is the main goal of the
Particle Flow algorithm described in Section 5.1, which provides a precise identification
and measurement of each particle in the event. Once the physics objects are identified
their characteristics can be subsequently used for the object selection. Different criteria
are exploited to select with the highest efficiency and purity the building blocks of the
Zγ γ events: electrons and muons, originating from the Z electroweak decay, photons,
produced in the primary vertex of the interaction and jets, which are ubiquitous produced
in proton proton collisions and play a central role in the background determination.
The specific object selection criteria used in this work are presented in Section 5.2.

A schematic view of the specific particle interaction along the CMS detector is
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presented in Figure 5.1

Figure 5.1: A sketch of different particle interactions processes from the beam interac-
tion region along the whole CMS detector volume. Electrons are negatively charged while
muons and charged pions are positively charged. Figure adapted from reference [76].

5.1 The particle flow algorithm

The interaction scheme of different kind of particles with the CMS detector elements,
as shown in Figure 5.1, is certainly idealised and reality is much more subtle than this.
Nevertheless, the basic principles for particle identification established at the beginning
of the high energy colliders era can still be used as a guide to develop more and more
sophisticated reconstruction algorithms. The development of such tools is a never-ending
process, constellated by continuous refinements of the code. Indeed the Particle Flow
(PF) algorithm, which is the reconstruction algorithm used by the majority of the CMS
analyses including this work, was developed well before the LHC began producing proton
proton collisions and it has been constantly updated for years. The techniques described
in the following sections correspond to the ones exploited in the particle identification
and reconstruction tasks by the CMS experiment.

Before the LHC era, the reconstruction of the physics objects was based on the
signals collected separately by each sub-detector. Indeed, the energy of the jets can be
reconstructed by exploiting the deposits in the electromagnetic and hadron calorimeters,
without any attempt to separate their constituents. The electromagnetic calorimeter
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is primarily dedicated to the reconstruction of electrons and photons while the muon
identification primarily concerns the muon system.

An improved event description can be achieved by correlating the basic elements
coming from each detector layer: instead of thinking of tracks and clusters of energy
as separate elements, they can be combined for a more accurate energy, momentum
and position measurement. This holistic approach is the founding principle of the CMS
reconstruction algorithm. As suggested by its name, the Particle Flow algorithm is
aimed to identify and follow each candidate particle in the event through its interactions
with the different detector layers. The main goal of the PF algorithm is to reconstruct
the relevant properties associated with each particle. It also aims to provide a precise
particle identification.

The PF concept was developed to be used in electron-positron colliders and the first
experiment which made extensive use of it was the ALEPH experiment at LEP. No
attempts were made to implement the PF algorithm in experiments at hadron colliders
priors to LHC for mainly two reasons:

• the PF reconstruction algorithm heavily relies on high granularity detector layers
able to separate adequately the signals deposited from different particles. Detectors
with a coarse granularity may induce signals to spatially merge, thus spoiling the
resolution capabilities of the algorithm itself;

• differently from the lepton colliders, where each event can be reconstructed in a
clean environment, the intricate final states arising in proton proton collisions is
particularly challenging, especially from the computational point of view.

A detailed Monte Carlo simulation campaign that took place at the beginning of the
LHC operations in 2009 had demonstrated the adequacy of the CMS high granularity
detectors and accurate tracker system to be well suited for the PF algorithm to be
used. Since 2010 the PF paradigm has provided accurate energy, momentum and spatial
measurements, while also providing a way to quickly cross-calibrate the sub-detectors,
validate their signal response and efficiently mask noisy detector channels.

The main benefits of the PF approach can be summarised as an improved determina-
tion of the energy and spatial direction of the charged hadrons obtained by combining the
measurements in the tracker and the ones in the calorimeters. This a direct consequence
of the outstanding CMS tracker resolution. Neutral hadrons and photons are identified
as a calorimetric cluster of energy with no associated track. To better reconstruct the
electron initial energy the ECAL clusters are linked to the corresponding track in the
tracker with a momentum to energy ratio compatible with unity. Finally, muons are
identified by a track in the inner tracker connected to the corresponding hits in the
muon chambers.

In the following sections the basic detector elements, needed by the PF algorithm,
will be described. The so-called linking algorithm, deputed to combine the signals from
different detector layers, will be presented as well.

5.1.1 Tracks and vertices

The CMS tracking system aims to identify and measure particle tracks with the
highest possible efficiency. Tracking in high energy particle experiments is primarily
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targeting energetic particles which are associated with well-measured tracks. This
approach, while assuring a high purity and a low misidentification rate, is not particularly
efficient, in particular for reconstructing low momentum charged hadron tracks. As a
consequence, each charged hadron not identified by the tracker system will inevitably
be included into an energy cluster in the calorimeters system, thus being reconstructed
as a neutral particle not associated with any track. This results in a largely degraded
hadron energy resolution and a coarse reconstructed direction. In a typical LHC event
two-thirds of each jet energy, on average, is carried by charged hadrons. Any tracking
inefficiency will inevitably spoil a proper reconstruction of the jet energy fraction by
overestimating the energy fraction associated with the jet neutral component and
result in a degradation of both the jet energy and angular resolution. Increasing the
track reconstruction efficiency while keeping under control the misidentification rate is
therefore critical for the PF event reconstruction.

5.1.1.1 Charged particles tracking

The direction followed by charged particles transversing the CMS detector is recon-
structed by combining the hits left in the pixel and strip layers of the tracker system.
Tracks are reconstructed with a Combinatorial Track Finder (CTF) algorithm [76] which
is based on a Kalman Filtering (KF) algorithm [77]. The CTF algorithm reconstructs a
particle track in three stages: an initial projection, called track seed, is generated by using
few hits in the tracker layers which are compatible with a charged particle trajectory.
The track is then sequentially extrapolated outwards from the beam interaction point
exploiting the KF algorithm which collects the hits in all the detector layers following
the particle direction. In the last CTF step, the full candidate trajectory is fitted to
determine the relevant charged particle parameters such as the track quality, its origin,
transverse momentum and direction. The candidate track is discarded if it fails to meet
the required quality criteria.

Increasing the CTF efficiency while keeping a low track misrecontructed rate is
important for the PF event reconstruction to be sufficiently reliable. Two critical
parameters for a track to be accepted by the CTF algorithm are relaxed to optimise the
tracking efficiency. By accepting tracks with smaller transverse momenta the algorithm
is able to recover all those candidate particles with a reduced probability to leave a
signal in the calorimetric system. Additionally, by accepting tracks associated with fewer
hits in the tracker layers the algorithm is able to better catch the candidate particles
which, after strong interaction with the tracker material, have degraded their quality.
These expedients to maximise the track reconstruction efficiency cause an exponential
increase of the misreconstructed track rate. In order to avoid this, the CTF algorithm
is applied in several subsequent interactions, each with a moderate efficiency but high
purity requirements. At every step the misreconstruction rate is reduced by applying
additional quality criteria on the track seed, the track fitted χ2, its compatibility with the
primary vertex and so on. In practice the iterative tracking algorithm initially searches
for a high-quality track, that is one with a large number of hits in the tracker layers.
When such a track is reconstructed no additional quality criteria are needed. Once
reconstructed, the hits associated which the track are masked and the CTF algorithm
applied once again to the remaining hits, which are considered to form new seeds and
tracks. The main advantages of the interactive tracking approach applied to the CTF
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algorithm are summarised in the following:

• the track reconstruction is faster when the reconstruction algorithm is split in
multiple iterations than a single one;

• a considerable improvement in the efficiency reconstruction of tracks with trans-
verse momenta as small as 200 MeV is observed;

• any nuclear interaction of a charged particle with the tracker material could
degrade its track reconstruction, by resulting in kinks in the original particle
direction or in the production of a considerable amount of secondary vertices.
An iterative approach is able to better deal with these kinds of phenomena by
subsequently applying different and stringent quality criteria to the reconstructed
tracks.

5.1.1.2 Electrons tracking

When dealing with the electron track reconstruction two approaches can be followed.
The first one targets energetic and well-isolated electron tracks and it is thus based on
the ECAL measurements, without too much emphasis on the tracker capabilities. This
out-in ECAL-based approach exploits the position of the energy clusters in the ECAL
calorimeter to infer the hits left by the candidate electrons in the innermost tracker layers.
As can be seen in Figure 5.2 there could be a significant amount of tracker material from
the interaction region up to the ECAL radius. A consequence of the tracker thickness
is that most of the electrons are likely to emit a sizeable amount of their energy via
bremsstrahlung radiation while travelling through the tracker. The performances of the
ECAL-based track reconstruction approach are then directly sensitive on how well the
electromagnetic clusters gather all the energy radiated by the electron.

The ECAL-based track reconstruction approach fails when it has to deal with the
reconstruction of electrons in jets or electrons with low transverse momentum. In the
first case, the energy and thus the position of the energy deposits in the calorimeter
can be contaminated by the energy deposits of the other particles belonging to the
same jet. As a consequence, the back-propagation of the energy cluster position to the
interaction vertex would be compatible, on average, with too many hits. The latter class
of electrons, being at very low transverse momenta, are characterised by significantly
bent tracks and their energy deposit in the calorimeter cannot be completely collected
by the energy clustering algorithm. In both cases, tracks reconstructed with the ECAL-
based track reconstruction approach will result in a high misreconstruction rate. To
reconstruct tracks missed by the ECAL-based track reconstruction approach a tracker-
based approach, very similar to the one implemented for the track reconstruction of
generic charged hadrons, can be effectively used. In this method, the large probability
for electrons to emit bremsstrahlung radiation is exploited to disentangle electron tracks
from charged hadrons ones. By using the iterative tracking approach the non-radiating
electrons can be reconstructed as efficiently as muons while the radiating ones are
recovered in different steps by loosening the track quality criteria. The CTF algorithm
is used to reconstruct non-radiating electron tracks, for which the ratio of the ECAL
clustered energy to the momentum measured by the tracker is comparable to one. When
energetic photons are radiated a Gaussian Sum Filter (GSF) algorithm [78] is employed
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Figure 5.2: Total thickness of the inner tracker material expressed in units of radiation
lengths, as a function of the pseudorapidity. Figure adapted from [76].

to better reconstruct the sharp kinks from sudden energy losses. While the KF exploited
in the CFT algorithm accounts for the interaction of the candidate particle with the
tracker material with a Gaussian smearing around each expected hit location, the GSF
algorithm implements a sum of Gaussian terms to better reproduce the Bethe formula
for the electron energy loss [79].

The electron seeds from the ECAL-based and the tracker-based approaches are
merged in a unique collection. The impact of using these two combined methods to
track electrons with respect to an ECAL-based only seeding is shown in Figure 5.3.

5.1.1.3 Primary vertex reconstruction

A typical LHC proton proton collision involves multiple parton interactions, thus a
large number of tracks are likely to originate from a variety of vertices. A collection of
vertices is identified for each hard scattering process. Tracks used for the vertex recon-
struction have to be compatible with the beam spot and need to be well-reconstructed
(a low χ2 is required) [80]. The vertices are then built by a deterministic annealing
algorithm [81], which associates to each track i in the event a probability pi,k to come
from vertex k. The vertex coordinates are derived by a fit to the associated tracks which
takes into account the likelihood of misassignment to the vertex.

The primary vertex (PV) is the vertex associated with the hard interaction of
interest. It is chosen as the vertex that maximises ∑i p

2
T,i, where the sum runs over all

the tracks associated with the vertex itself.
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Figure 5.3: The electron seeding efficiency for electrons (triangles) and pions (circles)
as a function of transverse momentum, from a simulated event sample enriched in b
quark jets. Figure adapted from [76].

5.1.2 Muons tracking

Due to the efficiency of the tracking system (see Section 4.3.2) and of the muon
spectrometers (see Section 4.3.6) muons can be identified over the full CMS detector
acceptance with high precision and efficiency. High purity in the reconstructed tracks is
granted by the considerable material which needs to be passed through by a particle to
reach the muon chambers. The vast majority of particles produced in each beam collision
are absorbed by the calorimeter systems and, except for neutrinos, in practice only
muons can reach the muon system. Muons tracks are the easiest one to be reconstructed,
thus the muon tracking is not specific to the PF reconstruction. Instead, it makes use of
both the muon system and tracker to produce several collections of muon objects. The
broader class of muon tracks is the so-called standalone-muon track: it is formed by
fitting hits collected in all the muon systems (DT, CSC and RPC) compatible with an
initial seed. If a standalone-muon track is matched to a track in the tracker the hits from
the latter detector and the muon system are combined and fitted to form a global-muon
track. The global-muon tracking procedure aims to improve the momentum resolution
for high energetic muons.

Each track in the tracker can be extrapolated to the muon system. If at least one
muon segment is matched to the extrapolated track the correspondent candidate is
classified as a tracker-muon track. By construction, global-muon tracks are designated
to offer high efficiency when reconstructing muons highly penetrating the muon system.
Conversely, for muons with momenta below 10 GeV, the tracker-muon tracks show better
efficiency performances due to the multiple scatterings occurring in the steel return yoke.
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Global muons and tracker muons which shares the same inner track are merged into
single candidates. About 99% of the muon produced in the CMS detector acceptance
are reconstructed as global muons or tracker muons.

5.1.3 Calorimeters clusters

The CMS calorimeter systems are dedicated to the measurement of the energy and
position of interacting electrons, photons, charged and neutral hadrons. The energy
deposited from the interaction of either charged or neutral particles in the calorimeter
material forms a shower characterised by a significant lateral extent. The main purpose
of the calorimeters clustering algorithm is to efficiently collect nearly as much as possible
of the deposited energy. This is fundamental in order to deliver a precise reconstruction
of the energy and direction of stable particles such as photons and neutral hadrons. It
also helps to separate the neutral particles from the charged hadron and charged lepton
deposits. Finally, a precise reconstruction of the energy shower shape improves the
energy measurement of charged hadrons associated with low-quality or high transverse
momentum tracks.

The PF clustering algorithm collects the energy deposits left by particles interacting
with the ECAL and HCAL calorimeters and the two ECAL preshower layers. In the
forward region of the HCAL no clustering is performed and the energy information is
directly given by the electromagnetic or hadronic components of each calorimeter cell.
The algorithm is implemented separately for each sub-detector and for the barrel and
endcap regions by exploiting the different characteristics of the detector layout and the
energy shower shapes. The first step in the clustering process is to identify the so-called
cluster seeds, that are cells with energy deposits larger than a given energy threshold and
larger than any other neighbouring cell. The threshold energy Eseed values are optimised
independently for each detector regions, they range from hundreds of MeV to over 1 GeV
and are determined from dedicated studies. Topological clusters are grown from each
seed by aggregating cells with at least one corner in common with a cell already included
in the cluster and with energy above the cell threshold value Ethreshold. Finally, an
iterative expectation-maximisation algorithm is used to reconstruct the clusters within
each topological cluster. The algorithm performs a maximum likelihood fit to the energy
deposit positions assuming the energy deposits in each cell to be Gaussian distributed.
After convergence, the position and energies of the Gaussian functions are assumed to
correspond to the cluster parameters.

In the PF algorithm, the identification and reconstruction of neutral particles rely
entirely on the reconstruction of their calorimeter energy clusters. Energy clusters not
compatible with any reconstructed tracks are a clear signature of a neutral particle
energy deposit. Things start to get worse when the energy deposits from neutral and
charged particles overlap: in such cases, the identification and reconstruction of the
neutral particles depend on the ability to separate the energy excess with respect to the
sum of the associated charged particle momenta. In order to maximise the reconstruction
efficiency of neutral particles while maintaining an acceptable misidentification rate,
an accurate calibration of the calorimeter response to photons, electrons, charged and
neutral hadrons is performed.

62



5.1. THE PARTICLE FLOW ALGORITHM

5.1.4 The linking algorithm

The linking algorithm is specifically designed to connect the PF elements, described
in the previous sections, by testing virtually any pair of such elements for each event.
To avoid to algorithm execution time to diverge, especially for highly populated events,
the pairs of elements being tested are restricted to the ones occupying the same region
in the detector (η, φ) plane. When combining the information from the sub-detectors
different linking criteria are applied. More specifically, the linking algorithm is designed
to establish links between the following PF elements:

• a track in the central tracker and a calorimeter cluster, which is determined by
extrapolating the track from the last layer of the tracker to the calorimeters.
The extrapolation is performed at a depth consistent to the expected maximum
of a typical longitudinal electron shower profile in the ECAL and up to one
interaction length in the HCAL. In order to collect all the bremsstrahlung photons
emitted by electrons traversing the tracker material the energy deposits in the
ECAL compatible with tangents line to the GSF tracks are linked together. The
probability of a photon conversion for these bremsstrahlung photons is high and a
dedicated conversion finder algorithm is developed to link any pair of tracks likely
originating from a photon conversion process. The link distance is defined as the
displacement between the calorimeter cluster and the extrapolated track in the
detector (η, φ) plane. If more than one cluster is linked to the same track the one
with the smallest distance is retained;

• a calorimeter cluster in the ECAL with a calorimeter cluster in the preshower or
in the HCAL. A link is established when the position of the cluster belonging to
the more granular calorimeter is found to be within the cluster belonging to the
less segmented one;

• a charged particle track and one (or more) charged particle tracks originating
from a common secondary vertex. This procedure aims to reconstruct tracks from
nuclear interactions with the tracker material;

• finally a track in the tracker system and the information collected by the muon
system, as explained in Section 5.1.2.

The outputs of the linking procedure are PF blocks whose common elements are
associated by direct or indirect links. Due to the high granularity of the CMS sub-
detectors (see Section 4.3) the vast majority of the PF blocks ideally contains one or
very few candidate particles. For each PF block, the identification and reconstruction
procedures follow a defined order. Once each particle is identified the corresponding
PF elements (tracks and energy clusters) are removed from the list of the PF blocks.
The first particles to be identified are muons. Isolated global muons are selected by
considering the additional inner tracks and energy contribution around the muon
direction. For a muon to be considered as isolated the sum of these contributions
should not exceed a threshold value, depending to the muon transverse momentum.
Non-isolated global muons are subjected to additional quality criteria in order to be
properly identified. The muon momentum is chosen to be the one measured by the
tracker below 200 GeV, while for energies above this threshold a combination of the
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tracker and muon systems information is considered. Electrons and isolated photons
are identified next. Being the basic properties between electrons and isolated photons
similar, they can be reconstructed in the same PF step. In a PF block, an electron
candidate is seeded by a GSF track, while a photon candidate is seeded from an ECAL
cluster not linked with any GSF track. Several quality criteria on the shower shape
characteristics and on the amount of energy radiated from the GSF tracks are applied to
each reconstructed candidate. Once muons, electron and isolated photons are identified
and removed from the PF blocks, the remaining PF elements are combined to form
charged hadrons, neutral hadrons and non-isolated photons. The ECAL and HCAL
clusters, reconstructed within the tracker acceptance, are identified as photons or neutral
hadrons respectively if they are not linked to any tracks. Beyond the tracker coverage,
charged and neutral hadron cannot be distinguished anymore. For this reason, an
energy deposit in the ECAL linked to an energy deposit in the HCAL is assumed to
originate from the same charged or neutral hadron shower while an energy deposit in
the ECAL with no corresponding cluster in the HCAL is identified as a non-isolated
photon Each of the HCAL cluster is then combined with one or several tracks. This
procedure helps to disentangle the presence of neutral hadrons or photons quasi-collinear
to the charged hadron tracks. Indeed if the calibrated calorimetric energy is in excess
with respect to the sum of the track momenta the difference is interpreted as produced
by neutral particles energy deposits. On the other side, if the calorimetric energy is
compatible with the tracker measurement no neutral particles are identified. The charged
hadron momentum is determined by combining the measurement in the tracker and the
energy deposit in the calorimeters thus enhancing the energy resolution. Hadrons that
have experienced nuclear interaction in the tracker material, thus producing secondary
vertices, are identified and reconstructed in the last step of the PF reconstruction.

5.2 Object selection

The particles identified and reconstructed by the PF algorithm, described in the
previous section, represent the objects pool from which the analyses can start. The
PF object selection is looser than the requirements typically applied at analysis level
and the optimal balance between efficiency and misidentification rate depends on the
characteristics of the signal and background targeted by each particular analysis. The
criteria used for the object selection are presented in the following sections. Section 5.2.2
and 5.2.1 describes the characteristics that need to be satisfied by the charged leptons.
Section 5.2.3 is of central importance since it describes the quality criteria imposed to
the photon candidates. The photon object selection criteria are chosen in such a way
as to provide high efficiency while still offering high photon purity, thus keeping as
much as possible under control the background contamination coming from hadronic
jets misreconstructed as photons (see also Section 6.4.2). Finally, Section 5.2.4 describes
the reconstruction of the hadronic jets and their characteristics.

5.2.1 Electrons

The electron selection aims to identify prompt isolated electrons likely originating
from the Z → ee decay channel and to discard those coming from background sources,
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such as photon conversions, jet misidentified as electrons or electrons from semileptonic
decays of b and c quarks. Electrons are required to be reconstructed within the detector
acceptance by imposing |η| < 2.5 and excluding the gap region between the ECAL
barrel and endcaps 1.442 < |η| < 1.566. Only candidate particles with a transverse
momentum greater than pT > 15 GeV are considered. On top of these kinematical cuts,
a sequential selection applies additional requirements on several identification variables,
including the combined PF isolation relative to the electron transverse momentum, and
on the specific variables used to reject converted photons. The selection criteria an
electron must satisfy are presented in the following while detailed information on their
characteristics can be found in reference [82]. The selection requirements, summarised in
Table 5.1, are categorised depending on the electron location in the ECAL calorimeter
thus reflecting the different characteristics of the electron energy deposits in the ECAL
barrel and endcaps. They correspond to the tight electron selection provided by the
CMS experiment with only some slight modifications. The average selection efficiency
is 70(70)% while the misidentification rate is 1(3)% for electrons reconstructed in the
ECAL barrel (endcaps) [83].

Several requirements on the GSF tracks and the linked PF clusters in the ECAL
and HCAL are applied. The track-cluster association criterion requires a geometrical
matching between the GSF track and the ECAL cluster which is defined through the
variables |∆η| = |ηSC − ηextrap.track | and |∆φ| = |φSC − φ

extrap.
track |, respectively. The quantity

∆η is the difference between the position of the ECAL cluster energy-weighted in η and
the track pseudorapidity extrapolated from the innermost track position and directed to
the position of closest approach to the ECAL cluster. The quantity ∆φ is analogous to ∆η
but in the φ direction. The track of the candidate electron is required to be reconstructed
as close as possible to the corresponding ECAL clusters by requiring, for candidate
electrons reconstructed in the ECAL barrel (endcaps), |∆η| < 0.00255(0.00501) and
|∆φ| < 0.0220(0.0236). The lateral extension of the electromagnetic shower along the η
direction is accounted by the shower width variable σiηiη defined by

σ2
iηiη =

∑
5×5wi(ηi − η̄)2∑

5×5wi

where the sums run over a 5× 5 matrix of crystals around the most energetic crystal
of the cluster. The quantity σ2

iηiη is the weighted variance around the crystal mean
in the η direction. The weights wi depend logarithmically on the deposited energy in
each crystal considered for the calculation of σiηiη and are defined as wi = max(0, w0 +
ln(Ei/E5×5)). Finally the positions of each energy deposit ηi are expressed in units of
crystals thus accounting for the variable size gaps existing between the ECAL crystals.
The shower distribution on the η direction is a parameter of particular importance
since it has a considerable discriminating power between genuine electrons and hadronic
jets signals. Since jets are typically composed of a collection of different particles,
their shower distribution on the η direction tends to be broader than the one of a
single electromagnetic shower, initiated by a genuine electron. Electrons are required
to satisfy tight requirements on different variables in the ECAL barrel (endcap). The
shape variable σiηiη must be lower than 0.0104(0.0353). To further suppress spurious
electrons from photon conversion or displaced vertices the electron candidate must be
compatible with the primary vertex, thus the displacement variable dxy is required to
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be less than 0.05(0.10)mm while dz must be less than 0.10(0.20)mm. While hadronic
jets are likely to deposit their energy in both ECAL and HCAL, electrons are expected
to be completely absorbed by the electromagnetic calorimeter. For this reason, the ratio
H/E between the energy deposit measured in the HCAL calorimetric towers linked by
the PF algorithm to a corresponding ECAL cluster is required to be small. Since a flat
H/E cut may not be optimal for electrons with transverse momentum greater than
100 GeV a scaled cut is used which reflects the H/E variable dependence on pileup while
being asymptotically tighter for higher electron energies and looser at lower electron
energies thus better accounting for the HCAL noise. Candidate electron objects are
selected by requiring their transverse momentum to be pT > 15 GeV. At this energy
scale, the electron mass is negligible thus the electron energy measured by the ECAL
calorimeter ESC should be compatible with the electron momentum ptrackT measured
by the tracker at point of closest approach to the vertex. This compatibility is ensured
be requiring |1/ESC − 1/ptrackT | to be smaller than 0.159(0.0197)GeV−1. To ensure a
well-reconstructed electron track the expected number of missing hits in the tracker
layers is required to be lower than one both for ECAL barrel and endcaps electrons. To
further reject electrons likely originating from photon conversion in the tracker material
a dedicated photon conversion veto is required to be satisfied. To select only prompt
electrons while rejecting those coming from misidentified objects selected electrons are
expected to be isolated from any energy flow around their trajectories. The isolation is
defined using the PF candidates reconstructed in a cone around the electron direction.
In this way, when a generic particle inside a jet is misidentified by the PF algorithm
as an electron candidate, it will likely be associated with larger isolation values with
respect to genuine electrons from the primary vertex of the interaction. The electron
PF isolation is defined as

Ie =
[∑

pchargedT + max
(

0,
∑

Eh
0

T +
∑

E
γ

T − p
PU
T

)]
∆R<0.3

where the sums run over the charged PF candidates associated with the PV, the neutral
hadrons h0 and photons within a cone of radius R =

√
(∆φ)2 + (∆η)2 = 0.3 around the

electron direction. The charged candidates are required to originate from the primary
vertex of the interaction. Ie is strongly sensitive to any extra energy coming from pileup
interaction: in order not to spoil the efficiency of the isolation variable, the contribution
coming from neutral pileup processes pPUT must be subtracted from the total sum. This
contribution is computed following the jet area approach [84] by assuming pPUT = ρAeff
where ρ is the transverse momentum per unit area defined as the median between the
ratio of each jet transverse momentum to its area pjeti /Ajeti . The effective area Aeff
is the geometric area of the isolation cone in the (η, φ) plane with an η-dependent
correction factor that accounts for any residual dependence of the isolation on the pileup.
A relative cut is used used by scaling the isolation variable with the electron transverse
momentum with a similar approach as for that used for the H/E variable.

5.2.2 Muons

The muon selection aims to identify prompt isolated muons, likely originating
from the Z → µµ decay channel. Muons are identified as global muons by the PF
algorithm (see Section 5.1.2). They are required to be reconstructed within the detector
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Variable ECAL barrel ECAL endcap
|∆η| < 0.00255 < 0.00501
|∆φ| < 0.022 < 0.0236
σiηiη < 0.0104 < 0.0353
dxy < 0.05 < 0.10
dz < 0.10 < 0.20
H/E < 0.026 + 1.15/ESC +

0.0324ρ/ESC
< 0.0188 + 2.06/ESC +
0.183ρ/ESC

|1/ESC − 1/ptrackT | < 0.159 0.0197
Max. number of missing hits ≤ 1 ≤ 1
Pass conversion veto Yes Yes
Ie, rel < 0.0287 + 0.506/pT 0.0445 + 0.963/pT

Table 5.1: The tight identification criteria used to select the electron objects used in
this analysis.

acceptance by imposing |η| < 2.4 and only those with a transverse momentum greater
than pT > 15 GeV are retained. With respect to the baseline muon selection of the
PF algorithm, described in Section 5.1.4, additional quality requirements are put in
place. These additional quality criteria aim to suppress non-prompt muons arising
from hadrons misidentification and cosmic muon contamination while maintaining a
reconstruction efficiency greater than 98% [85]. The final muon object has to pass the
tight muon selection described in reference [86] with only some slight modifications. The
selection requirements a muon must satisfy are detailed in the following and summarised
in Table 5.2.

A tight muon is a global muon with a tracker track that uses hits from at least six
layers of the inner tracker, including at least one hit in the pixel detector. The candidate
must be reconstructed as a global muon. To suppress hadronic punch-through, that is
hadron shower remnants that reach the muon system, and muons from decays in flight
the global muon fit must have a χ2/d.o.f smaller than 10. Additionally, at least one
muon chamber hit must be included in the global muon track fit. To further suppress
the punch-through as well as any accidental track-to-segment match in the tracking
procedure the number of muon segments in the muon stations must be at least two.
A tight muon must also be compatible with the primary vertex thus the distance of
the track vertex from the primary vertex in the (x, y) plane dxy is required to be less
than 0.2 mm. The longitudinal distance in the z direction along the beam axis of the
muon tracker vertex with respect to the primary vertex dz must be less than 0.5 mm.
This loose cut helps to further suppress cosmic muons, muons from decays in flight
and spurious tracks originating from pileup events. The significance of the muon track
vertex with respect to the primary vertex in the event is required to be lower than 4σ.
Finally, corrections for bias in the measurement of the muons momenta are applied.
Such bias can originate from different sources, including detector misalignment, software
reconstruction biases and uncertainties in the magnetic field inside the detector [87].

To select only prompt muons while neglecting those likely to arise from weak decays
within the jets muons are required to be isolated. The muon isolation is evaluated
relative to its transverse momentum by summing up the energy contribution coming
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from each PF element in a geometrical cone surrounding the muon direction. More
explicitly, the isolation variable is defined as

Iµ,rel = 1
p

µ

T

·
[∑

p
h
±
P V
T + max

(
0,
∑

Eh
0

T +
∑

E
γ

T −
1
2 ·
∑

p
h
±
P U
T

)]
∆R<0.3

.

Here the transverse momentum of charged hadrons h±PV , neutral hadrons h
0 and photons,

reconstructed by the PF algorithm within a cone of radius R = 0.3 around the muon
direction and originating from the primary vertex are summed together. In principle,
only particles coming from the primary vertex of the event should contribute to Iµ,rel

but in practice only charged hadrons can be associated to the primary vertex h±PV
or to the pileup contribution h±PU while this distinction is not reliable for neutral
particles. The neutral component of the Iµ,rel thus needs to be corrected for by removing
the contribution from pileup events. This is accomplished by computing the sum of
charged hadron deposits originating from all the pileup vertices in the event h±PU and by
subtracting it from neutral and photon energy sum after being scaled down by a factor
0.5. This scale factor roughly represents the ratio of neutral particles to charged hadron
production in inelastic proton proton collisions and it is estimated in simulation. The
muons selected for this work are required to have a tight PF based relative isolation
value of Iµ,rel < 0.15 which corresponds to a selection efficiency of about 95% [86].

Variable Cut
Number of tracker layers with hits > 5
Reconstructed Global muon Yes
Reconstructed PF muon Yes
Global muon track fit χ2/d.o.f. < 10
Number of pixel hits > 0
Muon chambers hits included in the fit ≥ 1
Number of matched stations ≥ 2
dxy < 0.2
dz < 0.5
IP significance < 4σ

Table 5.2: The tight identification criteria used to select the muon objects used in this
analysis.

5.2.3 Photons

The photon selection is of central importance for this analysis. It aims to select
prompt photons, that are isolated photons coming from the primary interaction vertex
(i.e. from ISR/FSR), in order to identify and reconstruct with great precision the
Zγ γ events. Photon candidates are required to be reconstructed within the detector
acceptance by imposing |η| < 2.5 and excluding the gap region between the ECAL
barrel and endcaps 1.442 < |η| < 1.566. Only candidate particles with a transverse
momentum greater than pT > 20 GeV are considered.

In the transverse momentum range of interest, photons originating from neutral
meson decays are highly collimated and prone to be reconstructed as a single photon.
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Indeed the minimum angular separation of two photons from the π
0 → γ γ decay

channel with pπ
0
T > 15 GeV is about the same as the ECAL barrel crystal size [88]. In

order to improve the identification of the photon candidates from the primary vertex,
against those originating in jets, a cut based approach is used where different selection
requirements are applied sequentially to a set of individual identification variables.
The cut based medium identification is implemented, giving a selection efficiency of
approximately 80% and a background rejection higher than 80% for candidate photons
reconstructed in either the ECAL barrel or endcaps. The selection criteria summarised
in Table 5.3 are categorised depending on the photon location in the ECAL calorimeter
and detailed in the following.

The first requirement imposed on the photon identification is meant to reject spurious
electrons that are wrongly reconstructed as photons by the PF algorithm. This is achieved
by rejecting any photon associated to a pixel track seed, defined as at least two hits
in the pixel detectors that could suggest a charged particle trajectory approaching
the photon ECAL cluster position. The candidate photon is required to have no pixel
seed both when reconstructed in the ECAL barrel and endcap. Additional cuts are
required on both the lateral and longitudinal shape of the photon energy deposit: the
variables interested are similar to the ones described in the electron objects selection in
Section 5.2.1. The lateral extension of the shower σiηiη is required to be smaller than
0.01015(0.02720) while the hadronic leakage of the shower H/E is required to be smaller
than 0.02197(0.03260) for identified photons in the ECAL barrel (endcap).

Three photon isolation variables are obtained by exploiting the information provided
by the PF algorithm. The photon isolation variables are defined by summing the
transverse momenta of charged hadrons Ih

±

γ , neutral hadrons Ih
0

γ and photons Iγ

γ around
the candidate photon direction in an isolation cone of radius R = 0.3. As for electrons,
the contribution from pileup in the isolation cone is computed following the jet area
approach. The effective areas are computed from simulation separately for charged
hadrons, neutral hadrons and photons. When the extra contribution from pileup is
subtracted from Ih

±

γ , Ih
0

γ and Iγ

γ their dependence on the number of vertices in the event
is removed. The ρ-corrected PF isolation variables are then defined as

Icorr = max(Iuncorr − ρ ·Aeff , 0.).

The rejection of the jets misidentified as photon background relies heavily on photon
isolation. Figure 5.4 shows the distribution of the three isolation variables described
above combined together for signal (prompt) and background events selected in the
Zγ → llγ single photon phase space. Smaller values of the combined photon isolation
variable correspond to prompt photons (Zγ signal) while at larger values the events are
dominated by jets misidentified as photons (Drell-Yan background).

To complement the medium cut based selection described above several additional
kinematic cuts are implemented to reject photon candidates originating from any residual
spurious effect. For all genuine photon candidates selected in the same event their angular
separation is assessed. If a photon candidate is selected in a cone of radius R = 0.4 with
respect to a previously selected photon that candidate is discarded. Furthermore, in
order to reduce bremsstrahlung photons, each photon candidate selected in the event is
matched to all the electrons and muons that pass the object selection criteria described

69



CHAPTER 5. PHYSICS OBJECTS RECONSTRUCTION AND OBJECT SELECTION

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

5000

10000

15000

20000

25000

30000

35000

Ev
en

ts Data
γ γZ 

γZ 
Z Jets

τ τ →Z 
W Jets

γW 
γ γW 

VV
γVV 

VVV
TT

γTT 
γ γTT 

T
γT 

 Jetsγ

 (13 TeV)-135.9 fbCMS Work in progress

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Photon isolation

0.6
0.8

1
1.2
1.4

D
at

a/
M

C

pp → Zγ → μμγ
2016 data

Photon relative isolation

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

1000

2000

3000

4000

5000

6000

7000

8000

9000

Ev
en

ts Data
γ γZ 

γZ 
Z Jets

τ τ →Z 
W Jets

γW 
γ γW 

VV
γVV 

VVV
TT

γTT 
γ γTT 

T
γT 

 Jetsγ

 (13 TeV)-135.9 fbCMS Work in progress

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Photon isolation

0.6
0.8

1
1.2
1.4

D
at

a/
M

C

pp → Zγ → μμγ
2016 data

Photon relative isolation

(b)

Figure 5.4: Distributions of the combination of the three photon isolation variable [Ih
±

γ +
max(0, Ih

0

γ + I
γ

γ − ρ ·Aeff )]/pγ

T , obtained for signal (hatched) and background photons
(solid yellow) selected the ECAL barrel (left) and endcaps (right). The distributions
correspond to Zγ → µ

+
µ
−

γ events selected in this work for the 2016 dataset.

in sections 5.2.1 and 5.2.2. If the photon candidate is reconstructed within a cone of
radius R = 0.4 centred around the lepton direction then the photon candidate is not
considered.

Variable ECAL barrel ECAL endcap
Photon pixel seed No No
H/E < 0.02197 < 0.0326
σiηiη < 0.01015 < 0.0272
Ih
±

γ < 1.141 < 1.051
Ih

0

γ < 1.189 + 0.01512ESC +
2.259 · 10−5E2

SC

< 2.718 + 0.0117ESC +
2.3 · 10−5E2

SC

I
γ

γ < 2.08 + 0.004017ESC < 3.867 + 0.0037ESC

Table 5.3: The medium identification criteria used to select the photon objects used in
this analysis.

5.2.4 Jets

As already described in Section 2.1.1, partons originating from the collision vertices
hadronize by forming clusters of particles, collectively referred to as jets. A jet represents,
to some extent, the characteristics and properties of the initial parton which originated
it. In this analysis, jets are reconstructed by using the IRC anti-kT algorithm. All the PF
particles reconstructed in the events are clustered by imposing the radius parameter of
Equation 2.1 to be equal to R = 0.4. Charged particles originating from pileup vertices
are removed from the jets, thus reducing the influence of pileup interactions on the jet
energy measurement. Besides, jets whose axes are within ∆R = 0.4 of the direction of
any selected electrons, muons, or photons, are not considered.
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In this chapter the measurement of the pp → Zγ γ → l+l−γ γ production cross section
is presented. The cross section has been measured in a fiducial region defined selecting
electron and muon pairs, coming from Z boson decays, accompanied by at least two
isolated photons. The Z decay into taus is not considered as a signal process but is
included as a background contribution. The other backgrounds sources are represented by
vector boson production, such as Zγ+jets, Wγ+jets, WZγ+jets, WWγ+jets, Wγ γ+jets
events, and top plus photon production, such as tγ+jets, ttγ+jets and ttγ γ events. The
main background contribution is due to Z + jets (Drell-Yan) events where a Z boson is
produced alongside at least two jets (or a photon and a jet) and the jets are subsequently
misidentified as photon candidates. This background source cannot be reliably estimated
from Monte Carlo (MC) simulation and a data-driven dedicated procedure has been
developed to determine this contribution.

The chapter is organised as follows. In Section 6.1 the data and MC samples used
are presented, together with the basic online trigger requirements. In Section 6.2 the
event selection for the fiducial phase-space is defined while the MC object corrections
and their calculations are presented in Section 6.3. The techniques exploited to estimate
the background contributions are described in Section 6.4 while Section 6.5 describes
the related systematic uncertainties. Finally, in Section 6.6 the distributions of events,
obtained with the procedures described in the text, are presented.

6.1 Data and Monte Carlo samples

This analysis aims to measure the pp → Zγ γ → l+l−γ γ production cross section
using the full LHC Run 2 statistics, which corresponds to three years of data taking. To
take into account the evolution of the CMS detector characteristics during each year of
data taking, the corresponding data and MC samples were considered separately and
combined.

6.1.1 Data samples

Proton proton collisions at a centre of mass energy of 13 TeV are studied in this
work. Data were collected by the CMS experiment during 2016, 2017 and 2018, for a
corresponding integrated luminosity of 35.9 fb−1 in 2016, 41.5 fb−1 in 2017 and 59.4 fb−1

in 2018. The overall luminosity obtained when the three years of data taking are combined
is greater than 136 fb−1. The data samples exploited for the event reconstruction
were reconstructed, preselected and stored in different primary datasets with a single
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lepton online trigger selection. The e+e−γ γ events are reconstructed starting from the
SingleElectron dataset for 2016 and 2017 while the EGamma dataset was used in 2018.
The µ

−
µ

+
γ γ events are reconstructed starting from the SingleMuon dataset for all the

three years of data taking. All the primary datasets used are split into sub-periods,
according to the corresponding technical conditions of the CMS detector and the LHC
machine. A comprehensive summary of the data samples used in the electron and muon
channels is given in Table 6.1

Luminosity [fb−1]
Run Electron dataset Muon dataset

Run 2016 B 5.750 5.746
Run 2016 C 2.573 2.573
Run 2016 D 4.242 4.242
Run 2016 E 4.025 4.025
Run 2016 F 3.105 3.105
Run 2016 G 7.576 7.576
Run 2016 H 8.651 8.651
Run 2017 B 4.794 4.794
Run 2017 C 9.631 9.631
Run 2017 D 4.248 4.248
Run 2017 E 9.314 9.314
Run 2017 F 13.539 13.539
Run 2018 A 13.704 14.027
Run 2018 B 7.061 7.061
Run 2018 C 6.895 6.895
Run 2018 D 31.742 31.743
Full Run 2 136.85 137.17

Table 6.1: Integrated luminosity breakdown for the partial runs of the SingleElectron,
EGamma and SingleMuon datasets over the LHC full Run 2 data taking period. Few
runs are included only in the muon or in the electron datasets hence the slight luminosity
difference between the two.

6.1.2 Monte Carlo samples

Several simulated samples are used in this work to model the expected signal
contribution as well as the known background processes. All the samples were centrally
computed while additional MC samples were specifically produced, for this analysis, to
model signal contributions from possible Anomalous Quartic Gauge couplings between
the Z boson and the photons.

Each MC sample is produced in a fiducial phase-space with different requirements
on the generated particles kinematical variables, such as particle transverse momentum
or pseudorapidity. The relevant kinematic requirements ("cuts") on the generated
particles for each MC sample considered were specifically checked to be looser than the
physics objects selection criteria used in the analysis. This procedure ensures that no
efficiency loss was experienced when applying to the simulated samples the particle and
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reconstruction level phase-space selections described in Section 6.2. Simulated events
computed at NLO QCD were reweighed while this procedure was not necessary for
the MC samples at LO (in this case each event weight is exactly 1). The MC samples
considered were generated with a large number of events, thus providing a reduced
statistical uncertainty on the final predictions. In order to be compared with the actual
data, each simulated sample is normalised to the observed luminosity of the data samples
by using the following equation

wMC = σMC · Ldata
NMC,gen

, (6.1)

where σMC is the theoretical fiducial cross section of the specific MC simulated process,
NMC,gen the generated number of events and Ldata the recorded luminosity of the data
sample to which the MC sample is compared with.

The relevant characteristics of each MC sample are detailed in the following, while
a comprehensive summary of all the MC samples used in this analysis, as well as the
most precise available fiducial cross cross section, are given in Table 6.2. For all the
NLO QCD simulated samples obtained with Madgraph5_aMC@NLO, the software
version v5 2.2 is used to generate events to be compared to the 2016 data samples while
the more recent version v5 2.6 is used to generate events to be compared with the 2017
and 2018 data samples. Similarly, different versions of the same PDFs set are used when
generating the events. The NNPDF 3.0 PDFs set is used to generate events for the signal
sample to be compared with the 2016 data sample while the more recent NNPDF 3.1
PDFs set is used to generate events for the signal samples to be compared with the 2017
and 2018 data samples (see Section 2.2.1). The NLO QCD samples, explicitly including
one or more jets at matrix element, are matched to the PS by using the FxFx matching
scheme. The LO samples are matched to the PS following the MLM matching scheme.
For all the simulated samples the PYTHIA8 v8.2 package is used to model the parton
showering, as well as the hadronisation process and the underlying event simulation.
The PYTHIA8 custom parameter set used for the 2016 samples corresponds to the
CUETP8M1 tune, while for the 2017 and 2018 samples the more recent CP5 tune is
used (see Section 2.3). For all the MC samples used in this analysis the CMS detector
response is simulated using the Geant4 package, with a detailed description of the
detector conditions separately included for each year of data taking. The simulated
samples are generated by including additional interactions in the same and neighbouring
proton bunch crossing, commonly referred to as pileup events (see Section 6.3.1). The
MC samples are classified according to the following notation: samples which include
two photons in the hard process are referred to as double photon exclusive samples while
samples which include one photon in the hard process are referred to as single photon
exclusive samples. The "exclusive" label means that the corresponding sample is enriched
in that kind of process. As a comparison, samples which do not include any explicit
photon at matrix element are referred to as inclusive samples. Inclusive samples can
simulate both processes with no photons in the final state and processes with one or
more photons in the final state, thus overlapping with the predictions obtained by the
exclusive ones. In order to avoid any possible event double counting when combining
inclusive and exclusive MC samples, a dedicated overlap removal procedure has been
applied to every MC sample considered (see Section 6.2.3)
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Process Generator Cross section [pb] Order
Zγ γ Madgraph5_aMC@NLO 0.6832 NLO

Zγ + jets Madgraph5_aMC@NLO 49.77 NNLO
Wγ + jets Madgraph5_aMC@NLO 199.5 NNLO
tγ + jets Madgraph5_aMC@NLO + Madspin 3.055 NLO
ttγ + jets Madgraph5_aMC@NLO + Madspin 4.216 NLO

ttγ γ Madgraph5_aMC@NLO + Madspin 0.01687 NLO
WWγ Madgraph5_aMC@NLO 0.2316 NLO
ZWγ Madgraph5_aMC@NLO 0.04345 NLO

Zγ + jets Sherpa 93.96 NLO
Z + jets Madgraph5_aMC@NLO 6077.22 NNLO
γ + jets Madgraph5 29707.72 LO

Table 6.2: Summary of the signal and background simulated samples used in this
analysis. The MC generators choice as well as the theoretical cross section used to
normalise each corresponding sample are presented. The last column reports the precision
level at which the theoretical cross section is obtained. The difference in the cross section
of the Zγ + jets Madgraph5_aMC@NLO and Sherpa sample is related to a distinct
number of simulated partons at ME (the Madgraph5_aMC@NLO sample includes
up to one jet at NLO while the Sherpa one includes up to two jets at NLO and a third
jet at LO).

The signal contribution in the diphoton phase-space (see Section 6.2) is represented by
two final state opposite sign electrons or muons with an invariant mass compatible with
the Z → l+l− decay. The events need to contain at least two isolated photons, produced
in the primary interaction vertex, either by ISR from the incoming quarks, by FSR from
the outgoing leptons or by mixed ISR and FSR processes. The pp → Zγ γ → l+l−γ γ

events are simulated at NLO in perturbative QCD by the matrix element calculation
of Madgraph5_aMC@NLO (see also Section 3.1.2). No jets are explicitly included
in the hard process. The Variable Flavour Scheme [89], where the quark masses are
considered equal to zero, is implemented in the QCD calculations for the computation of
the matrix element. The Zγ γ exclusive double photon signal sample includes all possible
leptonic decays of the Z boson.

The main background contribution is represented by jets misidentified as photons.
As it will be further explained in Section 6.4.2, a data-driven method has been developed
exploiting both data and simulation, obtained in a control region orthogonal to the signal
one, to extract this background in the diphoton phase-space. The remaining background
contribution is represented by events with two reconstructed opposite signs leptons and
two reconstructed photons. In order to model all the possible background contributions
several additional exclusive double and single photon samples, which reproduce final
states compatible with at least one photon and two reconstructed leptons, are needed.
The Zγ + jets and Wγ + jets processes are simulated at NLO in perturbative QCD
with up to one explicit jet at matrix element. The Wγ + jets can contribute to the
single photon phase-space if one jet is misreconstructed as a lepton. The predictions are
obtained by the matrix element calculation of Madgraph5_aMC@NLO using the
Variable Flavour Scheme. Both the Zγ + jets and Wγ + jets theoretical cross sections are
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rescaled to their corresponding next-to-next-leading order (NNLO) QCD predictions
obtained with the MATRIX [90] package. The production of one or more photons,
alongside one or two top quarks plus jets, can contribute both to the single and to
the double photon phase-space if the jet or the top quark pairs are reconstructed as
isolated leptons. These process are modelled by the tγ +jets, ttγ +jets and ttγ γ samples,
produced at NLO QCD by the matrix element calculation of Madgraph5_aMC@NLO
and decayed using MadSpin [91]. The production of a photon associated with WW
or WZ pairs are expected to give a negligible contribution both to the single and to
the double photon phase-space but are included for completeness. The WWγ → llγ and
WZγ → lllγ processes are simulated at NLO QCD by the matrix element calculation of
Madgraph5_aMC@NLO.

Additional samples are used in this work to validate the obtained results and to
assess the systematic uncertainties related to the data-driven method. The Zγ + jets
process is additionally simulated at NLO QCD up to two jets, while the third jets is
simulated at LO, by the matrix element calculation of Sherpa. This sample is used
to assess the systematic uncertainty to the jet misidentified as photon background
related to the photon FSR modelling. Drell-Yan events, where a Z boson is produced
alongside jets, are simulated at NLO up to two jets at matrix element by the calculation
of Madgraph5_aMC@NLO. The Z + jets theoretical cross section is rescaled to the
corresponding NNLO QCD prediction obtained by the FEWZ [92] package. The Drell-
Yan sample is mainly used in this analysis to validate the results in the single photon
phase-space control region. It is also one of the main ingredients used to obtain the
systematic uncertainty on the Zγ + jets theoretical cross section, as further explained in
Section 6.5.5.1. Finally, the production of a photon plus one or more jets can contribute
to the single photon phase-space if the jets are reconstructed as opposite sign leptons.
It also represents a relevant background in the dedicated single photon control region
used to assess the systematic uncertainty on the jet misidentified as photon data-driven
background. This contribution is modelled by the γ + jets sample which is produced at
LO by the matrix element calculation of Madgraph5_aMC@NLO.

The anomalous Quartic Gauge Coupling samples, used to test the presence of new
physics in the pp → Zγ γ → l+l−γ γ channel, are simulated at LO using the matrix
element calculations of Madgraph5_aMC@NLO plus an appropriate set of Feynman
diagrams representing the dimension-8 operators of Equation 3.1. The configuration of
the input parameter to the matrix element generator is equivalent to the one used for
the Zγ γ → l+l−γ γ signal sample.

6.1.3 Trigger selection

In order to reconstruct the leptonic decay of the Z boson candidate, electrons and
muon objects, selected both in data and simulation samples, are required to pass online
specific high-level trigger (HLT) criteria. For both the Z → e+e− and Z → µ

+
µ
−

event selection single lepton triggers are used, requiring at least one lepton with a
transverse momentum greater than the specific trigger threshold value. Additionally,
the HLTs require leptons to satisfy some minimal identification criteria designed to
suppress the huge background from lepton misidentified objects. Separate HLTs are used
when considering different years of data taking, thus reflecting the different operating
conditions of the detector. The HLTs used to select events in this analysis are summarised
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in Table 6.3.

Year Electron trigger Muon trigger
2016 HLT_Ele27_WPTight_Gsf HLT_IsoMu24 OR HLT_IsoTkMu24
2017 HLT_Ele32_WPTight_Gsf_L1DoubleEG HLT_IsoMu24 OR HLT_IsoMu27
2018 HLT_Ele32_WPTight_Gsf HLT_IsoMu24

Table 6.3: The high-level triggers that electron and muon objects are required to satisfy for
the Z → l+l− event selection.

The electron triggers require at least one electron object in the event to be recon-
structed with a transverse momentum greater than 27 GeV for the 2016 and 32 GeV
for the 2017 and 2018 data and simulated samples. Additionally, the electron object is
required to satisfy the identification requirements of Section 5.2.1.

The muon triggers require at least one muon object in the event to be reconstructed
with a transverse momentum greater than 24 GeV for the 2016, 2017 and 2018 data
and simulated sample. Alternatively, only for 2017, a second HLT with a transverse
momentum threshold of 27 GeV is used. Furthermore, the muon object is required to be
isolated with respect to the activity of the nearby particles, according to the isolation
variable described in Section 5.2.2.

To be sure that the selected event contains the physics object that fired the online
selection triggers, a trigger matching procedure has been applied. For each event of
interest, the maximum distance in the (η, φ) plane between the most energetic selected
lepton and the trigger object that fired the corresponding single lepton trigger has
been assessed. The event of interest is further processed only if the selected lepton
is reconstructed within a cone of radius R = 0.3 centred around the trigger object
direction. Moreover, the trigger object is required to fulfil basic track quality criteria
similar to that used in the lepton object selection. If these two requirements are not
met the event it is not considered and is discarded.

6.2 Event selection

The selection criteria developed for this analysis aim to select events containing
pairs of same flavour and opposite charged leptons, originating from the Z boson decay,
produced alongside, at least, two photons. The electron and muon pairs could be
either produced by direct decay of the Z boson or from τ intermediate states, such as
Z → τ

+
τ
− → e+e−(µ

+
µ
−). The l+l−γ γ selected events represent the signal targeted by

this analysis and thus belong to the so-called double photon phase-space. As previously
stated, additional event selection phase-spaces are used for validation purposes or as
control regions. Events selected with the same requirements applied to the double photon
phase-space, but where only one photon is required to be present, belong to the single
photon phase-space, while events where photons are not explicitly required belong to
the inclusive phase-space.
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6.2.1 Reconstruction level event selection

An event is categorised as a Z boson decaying into electrons or muons if at least
two opposite charged same flavour leptons are found, each of them satisfying the basic
electron selection criteria of Section 5.2.1 or the muon selection criteria of Section 5.2.2.
For each event, the lepton pairs found are ordered by decreasing values of the leptons
transverse momenta and only the pair with the highest pT is retained. One of the electron
(muon) from the Z boson candidate is required to have pT,lead > 35(30)GeV while the
other pT,sublead > 15(15)GeV. Only the leading lepton is required to match the trigger
object that fired the event (see Section 6.1.3). The dilepton invariant mass, M

l+l−
, is

required to be greater than 55 GeV in order to match the generator requirements of the
MC samples used and to exclude a region where additional SM dilepton resonances (such
as the J/ψ → l+l− or the Υ → l+l−) are expected to contribute. The distributions of the
Z invariant mass obtained from reconstructed events satisfying these selection criteria
are presented in Figure 6.1. Selected distributions obtained in the inclusive phase-space
are collected in Appendix A. The inclusive phase-space distributions are useful to

60 70 80 90 100 110 120 1300

500

1000

1500

2000

2500

310×

Ev
en

ts Data
γ γZ 

γZ 
Z Jets

τ τ →Z 
W Jets

γW 
γ γW 

VV
γVV 

VVV
TT

γTT 
γ γTT 

T
γT 

 Jetsγ

 (13 TeV)-1136.8 fbCMS Work in progress

60 70 80 90 100 110 120 130
 [GeV]llM

0.6
0.8

1
1.2
1.4

D
at

a/
M

C

pp → Z → ee
Run 2 data

(a)

60 70 80 90 100 110 120 1300

1000

2000

3000

4000

5000

6000

7000

310×

Ev
en

ts Data
γ γZ 

γZ 
Z Jets

τ τ →Z 
W Jets

γW 
γ γW 

VV
γVV 

VVV
TT

γTT 
γ γTT 

T
γT 

 Jetsγ

 (13 TeV)-1137.2 fbCMS Work in progress

60 70 80 90 100 110 120 130
 [GeV]llM

0.6
0.8

1
1.2
1.4

D
at

a/
M

C

pp → Z → μμ
Run 2 data

(b)

Figure 6.1: Distribution of the dilepton invariant mass for events selected in the
inclusive phase-space selection obtained processing data coming from the entire Run 2
dataset. The contribution from Z + jets events is in yellow. Other minor contributions
are included as well but are negligible. In Figure 6.1(a) events are reconstructed in the
Z boson electron decay channel, while in Figure 6.1(b) events are reconstructed in the Z
boson muon decay channel. An overall good agreement between data and predictions is
achieved in the inclusive phase-space, thus validating the basic lepton objects selection
and the Z → l+l− events reconstruction.

validate both the basic lepton objects selection and the Z boson reconstruction. With
no requirements on the number of selected photons in the event, the main contribution
to the event selection is described by the Z + jets MC sample while the contribution of
the inclusive Zγ(γ) samples is negligible.

When an additional photon is required to be present, events are selected in the
single photon phase-space. Events in this control region are enriched in the Zγ + jets
production and are used to determine the probability for a jet to be misidentified as a
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genuine photon (see Section 6.4.2). Selected distributions obtained in the single photon
phase-space are collected in Appendix B.

When at least two photons are required to be present events are selected in the double
photon phase-space, which represents the signal region of this analysis. The l+l−γ γ

events are limited in statistic but enriched in the Zγ γ signal. The main background
contribution is represented by Zγ + jets or Z + jets events, where one or more jets are
misidentified as photons. It is expected to contribute by approximately 40% of the
event yield in the double photon phase-space. The remaining background contribution is
represented by events where a vector boson is produced alongside photons. This residual
background is expected to contribute by approximately 5% of the event yield in the
double photon phase-space and it is estimated from MC simulations. More details on the
background calculation in the diphoton phase-space are given in Section 6.4. Selected
distributions obtained in the double photon phase-space are collected in Section 6.6.

The event selections described in the text are summarised in Table 6.4.

OBJECT SELECTION
Electrons Muons

pT > 15 GeV pT > 15 GeV
|η| < 1.442 OR 1.566 < |η| < 2.500 |η| < 2.4

Cut based Tight ID Cut based Tight ID
Isolation requirements Isolation requirements

Photons
pT > 20 GeV

|η| < 1.442 OR 1.566 < |η| < 2.500
Cut based Medium ID

Pixel Seed Veto
∆R(γ , γ/l) > 0.4

EVENT SELECTION
Double photon phase-space

At least two opposite charged same flavour leptons
p

e(µ)
T,lead > 35(30)GeV

At least two photons
Mll > 55 GeV

Fiducial double photon phase-space
At least two opposite charged same flavour leptons

p
e(µ)
T,lead > 35(30)GeV

At least two photons
Mll > 55 GeV

Table 6.4: Summary of the event selection used in this analysis. The inclusive and
single photon phase-spaces are obtained when no explicit photon or at least one photon
is required to be present in the event selection. The fiducial double photon phase-space
is defined through selections at particle level.
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6.2.2 Particle level event selection

In order to measure the pp → Zγ γ → l+l−γ γ production cross section, predictions of
the Zγ γ event yield are needed in a fiducial phase-space easily reproducible in theoretical
calculations or in MC simulations. The Zγ γ fiducial predictions are defined through
selections at particle level. To minimise the dependency on the generator being used,
these criteria are required to be as close as possible to the reconstruction level selection
used to define the double photon phase-space (see Section 6.2.1). The particle level
event selection criteria are also exploited to select the particle level objects used in the
photon multiplicity overlap removal procedure, described in Section 6.2.3.

A lepton dressing procedure on the generated lepton, where the momenta of photons
within a cone of radius R = 0.1 around the lepton direction are added to the lepton
momentum, is applied to correct for final state photon radiation. The lepton dressing
method is meant to reproduce, as close as possible, the spatial resolution of the detector.
Dressed leptons are preselected by requiring a transverse momentum greater than pl

T >
15 GeV in a pseudorapidity range |η| < 2.5. Only electrons and muons are considered
in the definition of the fiducial phase-space. Particle level photons are preselected by
requiring a transverse momentum greater than pγ

T > 15 GeV in a pseudorapidity range
|η| < 2.5. The candidate photons are required to be isolated from other selected leptons
and photons in a cone of radius R = 0.4 around the candidate photon direction. To
reproduce the photon isolation criteria applied at the reconstructed level event selection,
candidate photons are also required to be isolated with respect to any other stable
generated particle in the event, different from leptons, photons and neutrinos. The
isolation cone radius in this case is required to be R = 0.1. For each event, Nγ is defined
as the number of generated photons which satisfy the criteria described above and have
a transverse momentum greater than pγ

T > 20 GeV.
Events are selected in the pp → Zγ γ → l+l−γ γ channel by requiring at least two

opposite charged same flavour leptons, at least one of them with a transverse momentum
p

l
T,lead > 30 GeV, and Nγ ≥ 2. Additionally, the invariant mass of the lepton pair is

required to be Mll > 55 GeV.

6.2.3 Photon multiplicity overlap removal

The Zγ γ → l+l−γ γ events of interest for this analysis are simulated by the Zγ γ MC
sample. However, as explained in Section 6.1.2, additional MC samples in the single
photon phase-spaces are needed to estimate the background contribution or for validation
purposes. A problem arises when combining the double and single photon MC samples
since photons candidates, even if not explicitly included at matrix element generator,
can be present in the process final state due to the PYTHIA8 hadronisation procedure.
In the single photon phase-space, signal and background contributions include events
from the Zγ +jets as well as from the Drell-Yan Z +jets samples. If an additional photon
is generated during the parton showering process, there will clearly be an event double
counting between the Zγ + jets and the Z + jets samples. The same issue applies when
combining the signal and background MC samples in the double photon phase-space.

In order to avoid any double counting between different MC samples, an overlap
removal procedure has been implemented. The basic idea of the method is to exploit
the MC information to count the number of generated photons. For each MC sample,
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events are classified according to the number of generated photons and discarded if the
number of generated photons is not consistent with its expected value. Events from
inclusive samples are then discarded if the number of generated photons is greater than
zero. Similarly, events from the single photon exclusive samples are discarded if the
number of generated photon is found to be different from one. Finally, events from the
double photon exclusive samples are discarded if the number of generated photon is
found to be smaller than two.

The overlap removal procedure is summarised in Table 6.5. For each MC sample Nγ

is obtained by counting the number of photons satisfying the particle level phase-space
criteria detailed in the previous section.

Sample Nγ = 0 Nγ = 1 Nγ ≥ 2
inclusive Keep event Discard event Discard event

single photon exclusive Discard event Keep event Discard event
double photon exclusive Discard event Discard event Keep event

Table 6.5: The requirements on the number of generated photons applied to the
simulated events when combining the inclusive and exclusive MC samples. Nγ is the
number of generated photon in each sample, as explained in the text.

In order to validate the photon multiplicity overlap removal event distributions
of different photon and lepton kinematical variables have been used. For example,
Figure 6.2 shows the distribution of the reconstructed level invariant mass of the dimuon
system for events reconstructed in the single photon phase-space. This distribution
shows a good discriminating power between prompt photon events, simulated by the
Zγ + jets signal sample, and the background contribution, which is mainly driven by
the Z + jets background sample. In Figure 6.2(a) the predicted signal and background
contributions are added together without any overlap removal between the samples: as
can be seen, the ratio between observed data and predicted contributions is spoiled and
the MC samples clearly overestimate the observed data. A good agreement between
data and prediction is achieved when the photon multiplicity overlap removal procedure
is applied, as can be seen in Figure 6.2(b).

Another distribution considered to validate the photon overlap removal procedure
is the angular separation ∆R between the reconstructed photon and the closest re-
constructed lepton. This kinematical variable is sensitive to the final state radiation
modelling of the simulated samples and offers an insight into the stability of the overlap
removal procedure when applied to different MC samples. Figure 6.3(a) shows the
photon ∆R distribution when the inclusive Drell-Yan sample is split in events where no
photons are selected at particle level, in yellow, and one photon is selected at particle
level in hatched orange. The disagreement between data and predictions is due to
the fact in the Z + jets inclusive sample the photon is produced at LO by the parton
shower algorithm, while in the Zγ + jets exclusive sample the photon is produced more
accurately at NLO, in which case the hard and large-angle contributions are better
modelled. This is the main reason why additional exclusive samples are used in this
analysis to simulate the prompt photon production in both the single and double photon
phase-spaces. In Figure 6.3(b) the region corresponding to the Zγ + jets events is taken
from the exclusive samples. A good agreement between data and prediction is achieved
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when combining inclusive and exclusive MC samples after applying the photon overlap
removal procedure.
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Figure 6.2: Distribution of the dimuon invariant mass for events selected in the single
photon phase-space obtained processing data coming from the 2018 dataset. The signal
contribution from Zγ + jets events is in hatched orange while the main background
contribution, which comes from Z+jets events, is in yellow. In Figure 6.2(a) the predicted
signal and background contributions are added together without any overlap removal
between the MC samples while in Figure 6.2(b) the photon multiplicity overlap removal
procedure is applied to each MC sample.

6.3 Monte Carlo corrections

The simulated events used for this work are meant to describe, as close as possible,
the observed data. In order to so, generated data are passed to a detailed detector
simulation and then reconstructed with the same online and offline algorithms used for
the observed data. Anyhow, residual discrepancies are observed when comparing the
final event yields in data and simulated events. These residual differences cannot be
included in the simulation from the beginning, because MC samples are produced before
the actual data are collected. Being not possible to predict with perfect accuracy what
might happen to the detector during the data taking period additional correction factors
are needed. The MC corrections factors considered in this analysis address different data
to simulation discrepancies. The correction to the pileup event simulation is presented in
Section 6.3.1, while the correction to a trigger efficiency loss due to the ECAL conditions
during the 2016 and 2017 years of data taking is presented in Section 6.3.2. Finally, the
corrections to the object selection efficiencies, commonly known as scale factors, are
presented in Section 6.3.3.

6.3.1 Pileup reweighting

The presence of multiple simultaneous proton proton collisions in each bunch crossing
is a common problem when analysing events from high luminosity hadronic colliders.
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Figure 6.3: Distribution of the angle between the reconstructed photon and the
reconstructed muons for events selected in the single photon phase-space obtained
processing data coming from the 2018 dataset. Figure 6.3(a) shows the photon ∆R
distribution when the inclusive Z + jets sample is split for events where no photons
are selected at particle level, in yellow, and one photon is selected at particle level in
hatched orange while in Figure 6.3(b) the region corresponding to the Zγ + jets events
is taken from the exclusive samples while the yellow region corresponds to the Z + jets
events where no generator photons are selected.

These multiple collisions, referred as pileup (PU) events, can take place in-time, that
is in the same bunch crossing, or can come out-of-time from events in different bunch
crossings. Either in-time or out-of-time pileup events pollute the reconstruction of the
physics objects of interest, by adding spurious particle tracks in the tracker as well
as energy deposits in the calorimeters. This problem is of particular concern when
studying the data from the LHC Run 2 era, where the average number of pileup vertices
accompanying the primary vertex of interest was about 20.

Each simulated event used in this analysis is generated with a certain "true" pileup
distribution superimposed. This distribution is assumed to be "Poissonian like" and
it is obtained from a large dataset of minimum bias events, which includes elastic
and low energy transfer proton proton collisions generated using the PYTHIA8 event
generator. Events are sampled randomly from the simulated pileup dataset and mixed
to the simulated hard scattering event, such that the average number of pileup events
match the one expected in data. The MC samples are generated with a reasonable guess
of the pileup distribution, but differences could arise when comparing to the actual
data depending on beam conditions, instantaneous luminosity and so on. Since the
pp → Zγ γ → l+l−γ γ channel under study could potentially be affected by pileup, each
MC event is reweighed so that the distribution of the number of pileup interactions, NPU ,
matches the one observed in data. The event weights are determined in the following
way. The average value of the pileup distribution µdata is estimated for each luminosity
section by using

µdata = σmin. bias · Ldata,

where Ldata is the recorded luminosity and σmin. bias the experimental measured proton
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proton minimum bias cross section. For each year of data taking the corresponding
luminosity is used, while a value of σmin. bias = 69.2 mb is assumed for 13 TeV proton
proton collisions, according to reference [93]. The µdata distribution is then compared
to the one used to generate the MC events, µMC and from the ratio between the two
appropriate scale factors SFPU are derived:

SFPU = µdata
µMC

.

In order to validate the MC pileup reweighting procedure, the distributions of the
number of the reconstructed primary vertices in data and simulation are compared before
and after applying the pileup scale factors to the MC samples. In Figure 6.4 the number
of primary vertices is reconstructed by looking in the Z → µ

+
µ
− channel: Figure 6.4(a)

is obtained before the reweighting procedure, while Figure 6.4(b) is obtained after
applying the pileup scale factors to the simulated events. The agreement between data
and predictions is assessed by the ratio plot at the bottom, which shows the improved
agreement obtained after the reweighting procedure.
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Figure 6.4: Distribution of the reconstructed number of primary vertices before (left)
and after (right) the pileup reweighting procedure to the MC samples for events selected
in the inclusive phase-space obtained processing data coming from the 2017 dataset. The
Z → µ

+
µ
− events are selected in the inclusive photon phase-space. Data are compared

to the Z + jets inclusive sample with the other minor background contributions included.
The distributions correspond to Z +jets events selected in this work for the 2017 dataset.

6.3.2 ECAL trigger prefiring

During the 2016 and 2017 years of data taking, a gradual time shift of the ECAL
readout signals was not properly propagated to the online L1 ECAL trigger primitives
(TPs) (see Section 4.3.7). Indeed, the change in the transparency of the calorimeter
crystals caused the light reaching the photodetectors to become increasingly delayed.
The effect is worse at high pseudorapidity values, where the particle flux is particularly
high and so the radiation damage more pronounced.
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The mistiming of signals from the ECAL crystals is of particular concern since it
leads to a reduction of the L1 trigger efficiency. This effect, known as prefiring, was not
corrected for during the data taking period. It was thus possible for an L1 ECAL TP
to be wrongly associated with the previous bunch crossing. Since the L1 trigger rules
forbid the two following bunch crossing to fire, the trigger events could self veto if a
significant amount of ECAL energy was found in the range 2 < |η| < 3.

The effect of prefiring is not described by the MC samples and it is therefore corrected
for by applying, to each simulated events, dedicated prefiring scale factors SFpref.. The
SFpref. scale factors are obtained from the following equation

SFpref. =
∏
i

[1− εpref.
i (η, pEMT )],

as the product of the non prefiring probability of all physics objects reconstructed in a
dedicated datasets obtained from events separated by exactly two bunch crossings from
the previous trigger fire, which makes them unprefireable. These events are ≈ 0.2% of
the total dataset.

6.3.3 Object selection efficiency

Minor residual discrepancies between data and simulated events could arise from an
imperfect modelling of the objects used in the selection criteria of interest. Selection
efficiencies, εi, are combined together when considering the lepton and photon objects
selection in simulated events. The εi values are separately derived, both in data and
MC, using the Tag & Probe approach [94]. The related MC scale factors, SFi, are then
computed as a function of the object transverse momentum and pseudorapidity by using
the event weights

SFi = εdatai (pT , η)
εMC
i (pT , η)

.

Events containing simulated electrons, reconstructed and selected in the Z → e+e−
channel, are corrected for their reconstruction efficiency, εreco. This scale factor accounts
for any difference, between data and MC, in the reconstruction of an electron track.
Additionally, reconstructed electrons are corrected for their identification efficiency,
εid, referring to the identification criteria described in Section 5.2.1, and for their
trigger efficiency, εHLT , which is the efficiency of the online HLT selection defined in
Section 6.1.3.

Events containing simulated muons, reconstructed and selected in the Z → µ
+

µ
−

channel, are corrected for their isolation efficiency, εiso, their identification efficiency,
εid, referring to the identification criteria described in Section 5.2.2 and for their trigger
efficiency, εHLT .

Finally, events containing simulated photons are corrected for their identification
efficiency, εid, referring to the identification criteria described in Section 5.2.3, and for
the pixel seed veto efficiency, εveto, which is the efficiency of the photon pixel seed veto
requirement described in Section 5.2.3.

All the aforementioned scale factors come from standard certified values, centrally
available for all the analysis targeting the full Run 2 dataset. An important exception is
represented by the electron trigger selection efficiency, εHLT , which is specific to this
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analysis event selection phase-space. A dedicated Tag & Probe workflow, presented in
the following section, has been developed to compute the related scale factor.

6.3.4 Electron trigger efficiencies using the Tag&Probe method

The main idea of the Tag & Probe approach is to measure the object selection
efficiency directly from data while deriving appropriate correction factors to be applied
to the efficiency measured in simulated events. In the Tag & Probe data-driven approach
a know SM mass value, the Z boson resonance, can be used to select particles of the
desired type (in this case electrons). The efficiency of a particular selection criterion is
then probed on those selected particles.

In order to compute the efficiency of the electron HLTs selection criteria, the single
electron datasets of Table 6.1 and the Z + jets Drell-Yan sample of Table 6.2 are used.
The tag object is required to satisfy a set of very stringent selection criteria, designed
to isolate the required particle type with a very small fake rate. Tag electron candidates
are selected with a transverse momentum greater than 35 GeV and are required to be
reconstructed within the detector acceptance by imposing |η| < 2.1, excluding the gap
region between the ECAL barrel and endcaps 1.442 < |η| < 1.566. Tag electrons are
also required to pass the single electron HLT trigger of Table 6.3 and a tight cut based
selection is applied to them. The probe object is selected with looser selection criteria
and it is required to be paired with a tag object, such that the invariant mass of the
combination of the two is compatible with the mass of the Z boson resonance. Probe
electron candidates are selected with a transverse momentum greater than 35 GeV and
are required to be reconstructed within the detector acceptance by imposing |η| < 2.5,
excluding the gap region between the ECAL barrel and endcaps 1.442 < |η| < 1.566. A
tight cut based selection is then applied. The tag and probe pairs are required to be
formed by opposite charge particles, with a reconstructed invariant mass in the range
50 < Mee < 130 GeV. The trigger efficiency is then measured as

εHLT =
Npass

Npass +Nfail
,

where Npass is the number of pairs where the probe electron has passed the HLT
trigger requirement, and Nfail is the number of pairs where the probe electron has
failed to pass these criteria. In order to measure Npass and Nfail, the distributions of
the reconstructed invariant mass of the pair are fitted separately, using a chi-square
minimisation procedure, with an appropriate signal plus background model. An example
of the fitted pass and fail distributions is presented in Figure 6.5. The fitted signal
models are then integrated to obtain the desired Ni event yield. The whole procedure
described above is repeated in different bins of the probe variables and the efficiency is
measured in data as a function of the electron transverse momentum and pseudorapidity.
The efficiency has been derived separately for each year of data taking to match the
different running conditions. The final results are presented in Figure 6.6. The same
plots show, at the bottom, the data to MC ratios which correspond to the MC scale
factors used in this analysis.
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Figure 6.5: An example of the fitted "tag plus passing probe" and "tag plus failing
probe" line shapes for electrons selected in data in a particular (pT , η) bin.

6.4 Background contributions

Several SM processes, with a final state topology similar to the Zγ γ final state, can
contribute to the double photon phase-space. The background composition can be divided
into two main categories: a prompt background contribution, where the l+l−γ γ final
state comes from prompt photon candidates, and a non-prompt background, represented
by l+l−γ γ events where either one or both photons come from hadrons decaying to
photons inside jets. The prompt background contributes to approximatively 5% of the
final event yield in the diphoton phase-space and it is estimated from simulated events,
while the non-prompt background represents the major contribution (approximatively
40%) and it is estimated from control samples in data.

6.4.1 Prompt background contribution

A minor background contribution to the l+l−γ γ double photon phase-space selection
is represented by events where two opposite charged same flavour leptons plus a prompt
photon are produced, and a second genuine photon coming from ISR/FSR processes is
reconstructed. This background contribution accounts for approximately 12% of the
total event yield in both the Zγ γ → e+e−γ γ and Zγ γ → µ

+
µ
−

γ γ decay channels, and it
is estimated directly from MC simulations. The simulated samples used are the Zγ +jets,
the Wγ + jets, the VVγ (where V could be either a Z or a W boson), the tγ + jets, the
ttγ + jets and the ttγ γ processes. All the aforementioned samples, where a Z is not
explicitly required to be present in the hard process, could contribute if two opposite
charged same flavour leptons with a Mll > 55 GeV are found in the event (for example
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Figure 6.6: The electron HLT efficiencies, εHLT , and the corresponding SFs used in
this work. Figure 6.6(a) and 6.6(b) show the results obtained for the 2016 year of data
taking, Figure 6.6(c) and 6.6(d) those obtained in 2017 and Figure 6.6(e) and 6.6(f)
those obtained in 2018.
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coming from the top quark decays t →W + b → lνb). With the exception of the ttγ γ

sample, the single photon exclusive samples could contribute to the double photon
phase-space if an additional photon is generated with a transverse momentum lower than
20 GeV, but it is then reconstructed with a transverse momentum greater than 20 GeV.
In order to select only reconstructed events where two genuine photons are present
each MC sample is matched at particle level, which means that each reconstructed
level photon object must correspond to a genuinely generated photon. This matching
procedure is possible since the history of each particle, from generation to reconstruction
levels, is available in the simulated event.

6.4.2 Non-prompt background contribution

The major background contribution to the l+l−γ γ double photon phase-space is made
of events where two opposite charged same flavour leptons are produced alongside one
or more non-prompt photons. This source is represented by jets which are reconstructed
as photons, and it is so also labelled as jet misidentified as photon background. A high
energetic jet can be reconstructed as a photon when it contains a neutral hadron, such
as a π

0 meson, decaying to two overlapping photons via the electromagnetic decay
process π

0 → γ γ . If the photons carry a large fraction of the total jet energy the other
hadronisation products in the jet cone will have low momentum and, eventually, the
photons can be reconstructed as single energy deposit with no associated tracks. The
photon object selection criteria used in this analysis, in particular the photon isolation
variables, are specifically designed to reject this kind of background source. However, the
Z + jets and Zγ + jets cross sections are orders of magnitude larger than the predicted
Zγ γ contribution (see Table 6.2) and, despite the dedicated object selection criteria, a
considerable fraction of misreconstructed photons is expected to enter into the double
photon phase-space signal region. The Z + jets events are expected to contribute to this
background when at least two separate jets in the event are reconstructed as photons,
while the Zγ + jets and all other single photon exclusive samples will contribute when
at least one jet in the event is reconstructed as a photon. The probability for a jet to
be misidentified as a photon is sensitive to how jet fragmentation is modelled. In this
particular case, the MC predictions are not completely reliable and the contribution
from background process with non-prompt photons is estimated with a dedicated data-
driven method, similar to the one developed in other analyses by the CMS and ATLAS
Collaborations [57,58,95].

The data-driven method developed in this analysis aims to extract the probability, for
a prompt photon and a jet, to be reconstructed as isolated photons. These probabilities
are derived from events selected in the single photon phase-space and combined to
obtain a set of templates. The templates are then used, jointly with the signal region and
three additional control regions, to derive the non-prompt contribution in the double
photon phase-space. Different templates are obtained as a function of the single photon
transverse momentum and pseudorapidity values in order to estimate, simultaneously,
both the normalisation and the shape of the background contribution, differentially
with respect to the diphoton distribution of interest.

Events satisfying the full analysis selections, with the exception of the photon isolation
criteria (see Section 5.2.3), are selected in the double photon phase-space separately

88



6.4. BACKGROUND CONTRIBUTIONS

for each year of data taking. The photon isolation requirements act as discriminating
variables, able to separate, for each event, candidates likely to be associated with prompt
photons from non-prompt ones. For each event, the photon candidates which satisfy
simultaneously the three photons isolations criteria are labelled as tight (T) otherwise
as loose (L). Three control regions are then defined in the double photon phase-space by
the identification criteria of the most energetic (leading) and the second most energetic
(sub-leading) photons in each photon pair:

• events where the leading photon is tagged as tight and the sub-leading one as
loose constitutes the NTL control region;

• events where the leading photon is tagged as loose and the sub-leading one as
tight constitutes the NLT control region;

• finally, events where the leading photon is tagged as loose and the sub-leading
one as loose constitutes the NLL control region.

The NTL and NLT regions are separately considered in order to account for any
difference in the misidentification probabilities related to the candidate photon transverse
momentum and pseudorapidity. These control regions do not overlap with the signal
region (NTT , where both photons are tagged as tight) and are enriched in events
where at least one jet is likely to have been reconstructed as a prompt photon. Events
selected in the NTT signal region and in the NTL, NLT and NLL control regions receive
contributions by four possible sources of diphoton candidates:

• events where the leading and sub-leading photon candidates are prompt photons
constitute the αγ γ event source;

• events where the leading photon candidate is a prompt photon the sub-leading
one a jet constitute the αγj event source;

• events where the leading photon candidate is a jet and the sub-leading one a
photon constitute the αjγ event source;

• finally, events where the leading and sub-leading photon candidates are jets
constitute the αjj event source.

The link between the observed diphoton events, selected in the signal and control regions,
and the expected contribution from each source of diphoton candidates, is represented by
the probabilities for prompt photons or jets misidentified as photons to be reconstructed
as a tight (loose) photon candidates. These probabilities are derived by selecting events
both in the single photon exclusive MC samples and in data where a dimuon pair,
compatible with the Z → µ

+
µ
− boson decay, is produced alongside a photon. The only

difference with respect to the single photon phase-space described in Section 6.2.1 is
that the photon candidate is not required to satisfy the photon isolation criteria.

The probability ε for a single prompt photon to be reconstructed as a tight photon
candidate is obtained from simulated Zγ + jets events. For the MC selection, the
reconstructed photon is required to match a particle level photon with the same
procedure described in Section 6.4.1. This additional requirement aims to select a
sample of simulated events as pure as possible in prompt photons. Simulated events are
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then split into two categories, being nγ ,MC
T the number of simulated events where the

reconstructed photon was labelled as tight and nγ ,MC
L those where the reconstructed

photon was labelled as loose. The nγ ,MC
X account for the weights defined in Section 6.1.2

and Section 6.3 and are derived as a function of the reconstructed photon transverse
momentum and pseudorapidity. For each bin the corresponding ε(pT , η) values are
obtained according to

ε(pT , η) = n
γ ,MC
T

n
γ ,MC
T + n

γ ,MC
L

.

The ε(pT , η) probabilities are derived in five ranges of the photon transverse momentum,
namely 20 < pT < 40 GeV, 40 < pT < 60 GeV, 60 < pT < 80 GeV, 80 < pT < 180 GeV
and pT > 180 GeV, separately for photons reconstructed in the ECAL barrel (EB) or in
the ECAL endcaps (EE).

The probability f for a jet to be reconstructed as a tight photon candidate is obtained
from data in a sample enriched as much as possible in jets misidentified as photons.
To obtain such a sample, the prompt photon contribution must be subtracted using
the single photon exclusive MC samples. The outcomes of this procedure are nγ ,Data

T ,
the number of events selected in data where the reconstructed photon was labelled as
tight and nγ ,Data

L , where the reconstructed photon was labelled as loose. The nγ ,Data
X

are derived in the same ranges of the photon transverse momentum and pseudorapidity
as the corresponding nγ ,MC

X ones. The f(pT , η) values are then obtained as

f(pT , η) = n
γ ,Data
T

n
γ ,Data
T + n

γ ,Data
L

.

The prompt photon yields, obtained from simulated events, are compared to the
corresponding data yields, obtained after selecting tight and loose photon candidates in
Table 6.6. Due to the high non-prompt background rejection power of the photon object
selection criteria used it is possible that, for some (pT , η) bins, the prompt photon yield
from MC is larger than the one observed data. This is particularly evident for high
values of the candidate photon pT . In such cases, the nγ ,Data

X would be negative and thus
the f(pT , η) probabilities not physical. To avoid this situation, when computing the
f(pT , η) probabilities, if f(pT , η) ≤ 0 for a particular (pT , η) bin the f(pT , η) probability
derived for the lower pT interval range is considered.

The probabilities for prompt photons and for jets to be reconstructed as a tight
isolated photon candidates are summarised in Table 6.7, separately for each year of
data taking. The corresponding probabilities for a prompt photon and a jet to be
reconstructed as a loose isolated photon candidate are 1− ε and 1− f .

To estimate the non-prompt photon background contribution in the double photon
phase-space, the ε and f coefficients obtained above are combined to form a 4 × 4
probability matrix M . Each entry of the matrix MXY

AB represents the probability for
each source αAB of diphoton candidates to fall within the signal or control regions NXY .
Being ε and f probabilities, the entries in each column of the matrix M sum to unity
by construction. The normalisations of the four sources of diphoton candidates are then
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2016 EB EE
pT range Tight (%) Loose (%) Tight (%) Loose (%)

20 < pT < 40 87± 1 12± 1 75± 1 10± 1
40 < pT < 60 88± 2 10± 1 78± 3 11± 1
60 < pT < 80 90± 4 12± 1 81± 6 14± 2
80 < pT < 180 89± 4 16± 1 93± 7 14± 2
180 < pT < 300 92± 10 25± 4 99± 23 10± 6

Total 88± 1 12± 1 77± 1 11± 1

2017 EB EE
pT range Tight (%) Loose (%) Tight (%) Loose (%)

20 < pT < 40 79± 1 11± 1 70± 1 13± 1
40 < pT < 60 74± 2 9± 1 70± 3 10± 1
60 < pT < 80 76± 3 9± 1 73± 6 11± 1
80 < pT < 180 82± 3 11± 1 76± 6 12± 2
180 < pT < 300 79± 8 14± 2 86± 20 13± 5

Total 79± 1 11± 1 71± 1 13± 1

2018 EB EE
pT range Tight (%) Loose (%) Tight (%) Loose (%)

20 < pT < 40 83± 1 12± 1 72± 1 15± 1
40 < pT < 60 83± 2 9± 1 74± 3 13± 1
60 < pT < 80 86± 3 10± 1 85± 5 13± 1
80 < pT < 180 89± 3 12± 1 91± 6 15± 1
180 < pT < 300 105± 9 18± 2 108± 20 21± 6

Total 83± 1 11± 1 73± 1 15± 1

Table 6.6: Estimated prompt photon fraction in the Tight and Loose regions. The
values are obtained selecting events, in data and MC, in the single photon phase-space
for the Z → µ

+
µ
− decay channel. The results are presented separated by years, binned

with respect to the transverse momentum value and pseudorapidity of the photon
candidate.

extracted by solving the matrix equation
NTT

NTL

NLT

NLL

=


ε1ε2 ε1f2 f1ε2 f1f2

ε1(1−ε2) ε1(1−f2) f1(1−ε2) f1(1−f2)
(1−ε1)ε2 (1−ε1)f2 (1−f1)ε2 (1−f1)f2

(1−ε1)(1−ε2) (1−ε1)(1−f2) (1−f1)(1−ε2) (1−f1)(1−f2)

·

αγγ

αγj

αjγ

αjj

, (6.2)

where the indexes "1" and "2" refer to the leading and sub-leading photons candidate in
the event. Once the αAB are known, the data-driven method can be used to predict the
number of events from each diphoton candidate source in every signal or control regions.
As an example, the number of events from source αγj reconstructed in the control region
NTL is given by the product αγj ·M

TL
γj . The final number of background events from

non-prompt photons in the double photon phase-space signal region N j→γ

TT is the sum of
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2016 EB EE
pT range ε f ε f

20 < pT < 40 0.827± 0.001 0.083± 0.004 0.885± 0.002 0.225± 0.009
40 < pT < 60 0.778± 0.003 0.054± 0.007 0.844± 0.005 0.152± 0.019
60 < pT < 80 0.776± 0.005 0.050± 0.014 0.829± 0.009 0.153± 0.037
80 < pT < 180 0.776± 0.006 0.073± 0.019 0.840± 0.010 0.057± 0.047
180 < pT < 300 0.786± 0.015 0.100± 0.088 0.913± 0.030 0.009± 0.219

2017 EB EE
pT range ε f ε f

20 < pT < 40 0.810± 0.001 0.124± 0.003 0.852± 0.002 0.274± 0.008
40 < pT < 60 0.760± 0.003 0.098± 0.005 0.822± 0.005 0.174± 0.015
60 < pT < 80 0.758± 0.005 0.096± 0.009 0.805± 0.009 0.155± 0.026
80 < pT < 180 0.764± 0.005 0.075± 0.011 0.796± 0.009 0.144± 0.029
180 < pT < 300 0.772± 0.013 0.126± 0.040 0.842± 0.026 0.113± 0.119

2018 EB EE
pT range ε f ε f

20 < pT < 40 0.813± 0.001 0.105± 0.003 0.840± 0.003 0.272± 0.008
40 < pT < 60 0.773± 0.004 0.068± 0.006 0.796± 0.008 0.171± 0.016
60 < pT < 80 0.760± 0.007 0.058± 0.010 0.795± 0.012 0.098± 0.029
80 < pT < 180 0.764± 0.007 0.050± 0.012 0.796± 0.013 0.061± 0.033
180 < pT < 300 0.768± 0.018 0.050± 0.012 0.788± 0.038 0.061± 0.033

Table 6.7: The probabilities for prompt photons and for a jets to be reconstructed as
a tight isolated photon candidates. The ε and f values are obtained selecting events,
in data and MC, in the single photon phase-space for the Z → µ

+
µ
− decay channel.

The results are presented separated by years, binned with respect to the transverse
momentum value and pseudorapidity of the photon candidate. The prescription to avoid
negative values when computing the f(pT , η) probabilities is applied only to the last pT
bin in the 2018 dataset.

the contribution of the different diphoton candidate sources involving at least one jet
and it is estimated to be

N
j→γ

TT = MTT
γj · αγj +MTT

jγ · αjγ +MTT
jj · αjj

= ε1f2 · αγj + f1ε2 · αjγ + f1f2 · αjj .
(6.3)

The distribution of the sum of the transverse momenta of the photon candidate pair
p

γ γ

T is exploited to extract the pp → Zγ γ → l+l−γ γ production cross sections in both
the electron and muon channels and to put limits on the anomalous Quartic Gauge
Couplings. For this reason, both the normalisation and the shape of the non-prompt
photon background need to be determined. This task is accomplished by the data-driven
method by summing, bin-by-bin, each N j→γ

TT contribution originating from candidate
photon pairs sharing the same pγ γ

T value. This is possible since the NXY and αAB vectors
are obtained with the same intervals scheme used for deriving the ε and f probabilities.
The total number of M matrices needed to obtain the non-prompt photon background
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shape is 100, corresponding to 5× 5 = 25 possible combinations of the photon momenta
and 2 × 2 = 4 possible locations of the reconstructed candidate photons pair in the
ECAL detector (EB-EB, EB-EE, EE-EB and EE-EE). The background contribution
from non-prompt photons is estimated separately for each year of data taking, thus
accounting for any possible time dependence of the ε and f probabilities. This approach
is justified by the fact that the f probabilities are expected to depend on the detector
operating conditions. The background contributions obtained for each separate years
of data taking are then summed to obtain the entire contribution expected for the full
Run 2 dataset.

The statistical uncertainty σ
N

j→γ

T T

on this background source is the sum in quadrature
of two independent sources. The first and most important one is represented by the
statistical uncertainty resulting from the limited number of events selected in the NXY

control regions. This contribution is taken into account when the matrix M is inverted
to estimate the four possible source of diphoton candidates αAB. The NXY yields are
assumed to be Poissonian distributed and uncorrelated between each other such that
their associated statistical uncertainty is σNXY

=
√
NXY . The statistical uncertainties

on the NXY yields are then propagated to each αAB value using

σαAB
=
√∑

ij

((M ij
AB)−1 · σNij

)2,

where the pair of indices ij runs over the four possible combinations TT , TL, LT and
LL and the ((M ij

AB)−1 are the coefficients of the inverted matrix M , obtained by solving
the linear system of Equation 6.2. The σαAB

uncertainties are then propagated to σ
N

j→γ

T T

by using Equation 6.3.
Another contribution to σ

N
j→γ

T T

is represented by the propagation of the statistical
uncertainties on the ε and f probabilities which enter the matrix M . The statistical
uncertainties σε =

√
n

γ ,MC
T and σf =

√
n

γ ,Data
T are defined under the assumption that

the nγ ,MC
T and the nγ ,Data

T yields are Poissonian distributed. The statistical uncertainties
on the ε probabilities are expected to be small, being the latter derived from high
statistics MC simulations, while the corresponding statistical uncertainties on f are
larger, especially for high photon pT ranges, as can be seen in Table 6.7. This is motivated
by the fact that the prompt photon contribution in data can be especially large, as can
be seen in Table 6.6, and the remaining data yield nγ ,Data

T , after the MC prompt photon
subtraction, can be small resulting in higher σ

n
γ ,Data

T

values. The statistical uncertainties
on the ε and f probabilities are propagated when solving the system of Equations 6.2
by constructing additional matrices Mi where, for each value of the i index, the ε or f
probabilities referring to the leading or sub-leading photon are shifted up or down by
their corresponding 1σ uncertainty. The output of the procedure just described consists
on four pairs of additional estimates of N j→γ

TT , each pair corresponding to the ±1σ
shifts. For each pair, the average between the up and down variation with respect to
the nominal value of N j→γ

TT is summed in quadrature to the σ
N

j→γ

T T

value.
For events that have two jets misidentified as photons the matrix-element coefficients

MXY
jj are used, where the f probabilities of the leading and sub-leading photon candidate

to be reconstructed in the NXY region are multiplied together. Possible correlations
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between the leading and sub-leading photons candidates have been investigated using
dedicated differential distributions and no appreciable correlations effects were found.

The data-driven matrix method developed to estimate the non-prompt photon
contribution in the diphoton phase-space has been validated in the single photon
phase-space and consistent results between MC and data-driven predictions were found.

6.5 Systematic uncertainties

Determining the possible sources of systematic uncertainties related to the double
photon phase-space event selection is of fundamental importance, both for the pp →
Zγ γ → l+l−γ γ production cross section measurements, but also to put appropriate limits
on the anomalous Quartic Gauge Couplings parameters. Several sources of systematic
uncertainties have been considered to contribute to the signal region of this analysis.
The different sources, described in the following, have been treated as correlated or
uncorrelated between the different years of data taking and the Z boson electron and
muons decay channels. The systematic uncertainties impact directly the predicted
event yields, both for signal and background events. The general approach to treat the
systematic uncertainties has been to obtain the predicted event yields, separately for
the signal and for each background contributions, when each source is varied by its
corresponding ±1σ uncertainty. The nominal predicted event yield and all its related
systematic variations represent the input parameters of the maximum likelihood fit
procedure to the observed data, presented in Section 7.1.

6.5.1 Luminosity uncertainty

The systematic uncertainties on the luminosity recorded by the CMS detector during
the different years of data taking considered in this work are described in Section 4.4.
When combining all the contribution for the Run 2 dataset, a luminosity uncertainty of
1.8% is obtained. The systematic uncertainty on luminosity affects directly the signal
and prompt photon background yield predictions by entering the MC normalisation
factors wMC of Equation 6.1. It also indirectly affects the non-prompt background, since
the probability for a jet to be reconstructed as a tight photon candidate f is obtained
subtracting from data the prompt photon contribution yield from simulation.

6.5.2 Pileup uncertainty

The systematic uncertainty on the pileup reweighting procedure (described in
Section 6.3.1) is obtained by shifting the minimum bias cross section σmin. bias by
its ±1σ uncertainty. The pileup weights are then recomputed and propagated to the
analysis. According to the most recent measurement of the inelastic proton proton cross
section with the CMS detector at a centre of mass energy of

√
s = 13 TeV, the total

uncertainty on σmin. bias amounts to 4.6% [93]. The systematic uncertainty on the pileup
reweighting procedure affects the signal and all the background contributions and it is
considered as correlated between the different years of data taking.
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6.5.3 Object selection uncertainties

The systematic uncertainties on the object selection efficiencies (described in Sec-
tion 6.3.3) come from the Tag & Probe method. Each object selection efficiency uncer-
tainty is taken into account by shifting the corresponding scale factor up and down by
its corresponding 1σ uncertainty and then recomputing the predicted event yield for
each signal and background source. The correlations of the systematic uncertainties on
the efficiencies between the different years of data taking are derived under the following
assumptions: since the systematic uncertainty of a measured value is dominated by
biases associated with the measurement method, as long as the method remains the
same, it is assumed that the method bias will be the same. The corresponding uncer-
tainties are then considered as correlated when combining the different years of data
taking. Conversely, when the systematic uncertainty is extrapolated directly through
MC simulations its value can change between years if new criteria, new variables or new
detectors are introduced in the computation. These uncertainties are then considered
as uncorrelated between years. The systematic uncertainties considered for the objects
selection criteria used in this work are described in the following.

6.5.3.1 Electron and photon objects selection uncertainties

Events containing electron candidates are corrected for their reconstruction, identifi-
cation and trigger selection efficiencies, while events containing photons are corrected for
their identification and their pixel seed veto efficiency. The uncertainties on the electron
reconstruction efficiencies are considered as correlated between the different years of
data taking, but uncorrelated with respect to the electron identification efficiencies. The
electron and photon identification efficiencies are considered as fully correlated between
years. The trigger selection efficiencies, specific to this analysis, are considered as corre-
lated between years. Finally, the uncertainties on the photon pixels seed veto selection
efficiencies are considered as uncorrelated between different years due to different pixel
detector and running conditions.

6.5.3.2 Muon objects selection uncertainties

Events containing muon candidates are corrected for their identification, isolation
and trigger selection efficiencies. Being all the respective scale factors derived using the
same Tag & Probe workflow across the different years, the systematic uncertainties are
considered as correlated.

6.5.4 ECAL trigger prefiring uncertainty

The systematic uncertainties related to the ECAL trigger prefiring corrections are
obtained by shifting the prefiring probabilities εpref.

i (see Section 6.3.2) plus or minus
their uncertainties and then recomputing the expected event yield. The uncertainty is
taken as the convolution between an estimated systematic 20% uncertainty on the εpref.

i

and the statistical uncertainty associated to the dedicated data sample used to derive
the εpref.

i themselves.

95



CHAPTER 6. ANALYSIS STRATEGY

6.5.5 Background contributions uncertainties

Several sources of systematic uncertainties affect the background contributions in
the double photon phase-space. The prompt photon background yield is estimated
entirely from simulated single photon and double photon exclusive samples, normalised
to their theoretical cross section. The uncertainty on to the value of their cross sections
must then be taken into account and propagated to the final predicted event yield.
Moreover, the uncertainty on the cross section of the single photon exclusive samples
plays a role also when estimating the non-prompt photon background. This a direct
consequence of the subtraction of the prompt photon contribution to data reconstructed
in the single photon phase-space to estimate the f probabilities (see also Section 6.4.2).
Additional systematic uncertainties are considered to affect solely the non-prompt photon
background, and are intended to cover all the particular features of the specifically
developed data-driven method.

6.5.5.1 Prompt background contribution uncertainty

The prompt photon background in the l+l−γ γ event selection is derived from MC
simulations. Each simulated sample yield is normalised, using Equation 6.1, to its
nominal cross section (the cross section value of each MC sample, together with the
order of computation, is summarised in Table 6.2). To take into account the uncertainties
related to the cross sections the estimated prompt photon background yield is reobtained
by shifting the value of the cross section of each process by its ±1σ uncertainty.

The process which accounts for almost all of the prompt photon background yield in
both the e+e−γ γ and µ

+
µ
−

γ γ signal regions is the Zγ +jets sample, while the contribution
from the other single photon exclusive sample considered is almost negligible.

There are different methods to estimate the systematic uncertainty to the Zγ + jets
cross section calculation. One way to do it is to compare directly the predictions of the
prompt photon yield to the observed data for events reconstructed in the single photon
phase-space. This procedure has the advantage of being completely independent of the
theoretical models used to compute the theoretical cross section. Events with at least
one isolated prompt photon have been reconstructed, separately in the Z electron and
muon decay channels, both in data and simulation. The predicted signal and background
contributions have been fitted to the observed data: the signal contribution is obtained
from the Zγ + jets simulated process, where each reconstructed level photon object must
correspond to a genuinely generated photon, while the major background contribution is
represented by Z+jets Drell-Yan process. Any other background contribution is assumed
to be negligible. This assumption is well motivated as can be seen from the distribution
of the invariant mass of the lepton pairs Mll obtained with the selection criteria just
described in the Z → e+e− (Figure 6.7(a)) and the Z → µ

+
µ
− (Figure 6.7(b)) decay

channels.
The choice of Mll as the fitted distribution is motivated by the fact that this

kinematical variable is able to separate events containing prompt photons from those
where the photon candidates are likely to come from either prompt or non-prompt
photons. Indeed, when looking at the invariant mass of the lepton pairs, events where a
prompt photon is emitted by one of the leptons originating from the Z → l+l− boson
decay (FSR photons) are well separated from events where the photon candidate could be
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either a prompt photon, emitted by one of the two initial colliding quarks (ISR photons),
or a non-prompt photon resulting from a jet in a Drell-Yan event reconstructed as a
photon. This separation between FSR and ISR plus non-prompt photon is particularly
visible in Figure 6.7: events where Mll is reconstructed in the 55 < Mll < 75 GeV range
are almost entirely dominated by the Zγ + jets processes while the region corresponding
to the Z boson mass peak is contaminated by non-prompt photons.

The MC Zγ + jets signal and Z + jets background contributions were fitted simul-
taneously to data using a binned χ2 minimisation. Outside the Z boson mass peak
region the only contribution to data is determined by prompt photon events and the
χ2 minimisation procedure is driven by the level of agreement between data and the
Zγ + jets MC sample prediction. The parameter of interest of the procedure is the
fitted yield of the Zγ + jets MC prediction. The results of the fitting procedure in the
Z → e+e− and Z → µ

+
µ
− decay channels are presented in Figure 6.7(c) and 6.7(d),

while the fitted signal and background yields are summarised in Table 6.8. An improved
agreement between data and predictions is obtained in the post-fit distribution in both
the electron and muon decay channels.

Process Z → e+e− decay channel Z → µ
+

µ
− decay channel

Zγ + jets 0.946± 0.007 0.948± 0.004
Z + jets 1.22± 0.03 1.24± 0.02

Table 6.8: The fitted percentage yield for the Zγ + jets signal and Z + jets background
predictions in the Z → e+e− and Z → µ

+
µ
− decay channels. The numbers represent

the percentage of each process yield with respect to the nominal one after the fitting
procedure described in the text. The statistical uncertainty on the fitted parameters
is shown as well. The post-fit data-based normalisations are used only to estimate the
Zγ + jets theoretical cross-section uncertainty.

The results of the fitting procedure are that, in order to improve the agreement
with data, the Zγ + jets signal yield should be reduced by an overall 5% with respect to
the nominal pre-fit yield. The obtained results are validated by the consistent results
obtained in the electron and muon decay channels, separately considered. Based on the
fit results, an uncertainty on the Zγ + jets theoretical cross section of 2.5% is assumed
to cover any discrepancy between data and predictions. The theoretical uncertainty on
the other single photon exclusive samples is conservatively assumed to be 7.5%, that is
three times larger the one obtained with the Zγ dedicated fitting procedure described
above. Nevertheless, the contribution of the other single photon exclusive samples in
the prompt background estimate is negligible.

6.5.5.2 Non-prompt background contribution uncertainties

The systematic uncertainties considered to affect the non-prompt background con-
tribution are related to the methods used to derive the photon ε and f probabilities
which enter in the matrix M of the double photon phase-space. Three sources of sys-
tematic uncertainties have been considered, and the methods developed to estimate
their contributions are detailed in the following.

The first source of uncertainty affects only the f probabilities calculation and,
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Figure 6.7: Distributions of the invariant mass of the lepton pairs Mll obtained with
the selection criteria described in the text for the Z → e+e− (left) and Z → µ

+
µ
− (right)

decay channels. The pre-fit (post-fit) distributions are shown on the top (bottom). The
distributions are obtained exploiting the full Run 2 statistics. An improved agreement
is observed between data and predictions in the post-fit distributions.

as explained at the beginning of this section, it is related to the subtraction of the
prompt photon contribution from data in the single photon phase-space. Indeed the
systematic uncertainty on the cross sections of the single photon exclusive samples must
be propagated through the matrix method. This is done by shifting the theoretical cross
sections of the MC samples up and down by their 1σ uncertainty and then by subtracting
the new estimate for the prompt photon yield from data in the single photon phase-space
to compute the f probabilities. The new M matrices are then used to estimate the
non-prompt photon background contribution in the double photon phase-space. The
impact of this systematic variation on the final result corresponds to the difference
between the nominal background yield and the one obtained with the varied method.

The second source of uncertainty affects both the ε and f probabilities, and it
is related to the characteristics of the single photon phase-space event selection. An
alternative estimation of the ε and f probabilities is performed by varying the single
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6.5. SYSTEMATIC UNCERTAINTIES

photon phase-space selection. Another single photon phase-space is defined in a W-like
region, obtained with the same selection criteria of the nominal single photon phase-
space described in Section 6.2.1, but requiring only one lepton in the event instead of
two. To enrich the contribution from multi-jet events where a jet is misrecontructed as a
lepton, the selected lepton is required to be not isolated. The single photon phase-space
obtained with such selection is labelled as W-like QCD enriched region. The use of
a W-like selection to obtain new estimates of the ε and f probabilities is necessary
because a similar Z-like selection, requiring two non-isolated lepton candidates, would
result in almost no selected events. The non-prompt background is then derived using
the M matrices built from new estimates of the ε and f probabilities derived in the
W-like QCD enriched region. The same procedures of Section 6.4.2 are followed. The
obtained probabilities cannot be used directly in the double photon phase-space of this
analysis: instead the percentage difference between the f probabilities obtained in the
W-like QCD enriched region just described (fQCDW ) and the ones obtained in a W-like
region (fNominalW ), similar to the W-like QCD enriched one but requiring the lepton
to be isolated, has been computed. The nominal f probabilities of Table 6.7 are then
modified according to

fQCDZ = fNominalZ ·

1 +
fQCDW − fNominalW

fNominalW

 .
The new set of matrices obtained from the fQCDZ coefficients is then exploited to
compute the non-prompt background contribution in the double photon phase-space.
The systematic uncertainty is assessed by comparing the non-prompt background yield
obtained through the procedure just described with the results obtained by following
the standard procedure of Section 6.4.2. Half the difference between the two estimates
is considered to be the systematic uncertainty related to the single photon phase-space
event selection.

The third source of uncertainty is connected to the modelling of the prompt photon
production features in MC simulation, such as the initial and final state radiation
modelling or the energy scales of the particles. These effects could impact the shape
of the simulated prompt photon distribution in the single photon phase-space that is
subtracted to data when the f probabilities are calculated. In order to test possible shape
effects, a different generator and hadronisation algorithm is used to obtain alternative
MC samples. In this work, the Sherpa matrix element generator has been used to
simulate the Zγ +jets process instead of the nominal Madgraph5_aMC@NLO samples
(see also Table 6.2). The aim is to compare the ε and f probabilities, obtained when
using the nominal prompt photon prediction, with the probabilities obtained using
the alternate prompt photon prediction. Since only the shape of the prompt photon
alternative distribution is of interest, the prompt photon event yield in the single photon
phase-space obtained by the Zγ + jets Sherpa samples is normalised to the yield
obtained by the nominal Madgraph5_aMC@NLO samples. The alternative Sherpa
MC samples are directly compared with the nominal Madgraph5_aMC@NLO ones
for each year of data taking. The comparison is performed directly for the 2016 and 2017
years of data taking while the 2018 Madgraph5_aMC@NLO sample is compared
with the 2017 alternative Sherpa sample since at the time of this analysis no 2018
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corresponding alternative samples were available. The systematic uncertainty related
to the MC shape effect is assessed as half the difference between the non-prompt
background yield obtained by the nominal M matrix and the one obtained with a varied
matrix obtained by using the alternative Sherpa samples.

6.6 Characterisation of the double photon phase-space
signal region

In this section, several events distributions obtained in the double photon phase-space
with the procedures previously described, are presented. The pp → Zγ γ → l+l−γ γ event
yield, obtained differentially with respect to the transverse momentum of the leading
(subleading) photon is shown in Figure 6.8 (6.9) while the pp → Zγ γ → l+l−γ γ event
yield, obtained differentially with respect to the sum of the leading and subleading
photon transverse momenta, is shown in Figure 6.10. The binning used in the different
distributions is not uniform but optimised for data display purpose. The last bin of
each distribution includes the overflow. The agreement between data and predictions
is shown in the ratio at the bottom of each plot. In the ratio, the grey hashed area
represents the statistical uncertainty on the sum of signal and background contributions
while the uncertainty on the black dots is due to the statistical uncertainty of the data.
The systematic uncertainties are not included in the plot.

The diphoton transverse momentum distributions are of central importance in this
analysis, being the ones used to extract the pp → Zγ γ → l+l−γ γ production cross section
(see Chapter 7) and to place limits on the Zγ γ anomalous Quartic Gauge Couplings (see
Chapter 8).

All the distributions presented in this section are obtained separately in the Z boson
electron and muon decay channels by exploiting the full Run 2 statistics. The final
event yield for data and predicted signal and background contributions are presented in
Table 6.9. An overall good agreement, given the limited statistics available, is observed
between data and predictions in both the e+e−γ γ and µ

+
µ
−

γ γ decay channels.
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Process e+e−γ γ channel µ
+

µ
−

γ γ channel
Signal 67.5± 1.8(stat.)± 5.1(syst.) 157.4± 3.0(stat.)± 10.6(syst.)

Prompt bkg. 6.1± 1.2(stat.)± 0.5(syst.) 11.1± 2.1(stat.)± 0.7(syst.)
Non-prompt bkg. 42.3± 3.5(stat.)± 9.2(syst.) 97.9± 5.3(stat.)± 26.9(syst.)
Predicted bkg. 48.3± 3.7(stat.)± 9.0(syst.) 109.0± 5.7(stat.)± 26.5(syst.)
Total prediction 115.8± 4.1(stat.)± 8.0(syst.) 266.3± 6.4(stat.)± 23.3(syst.)
Observed data 110.0± 10.5(stat.) 272.0± 16.5(stat.)

Table 6.9: Summary of the observed and predicted number of events, obtained with
the full Run 2 statistics for the double photon phase-space event selection in the electron
and muon channels. The systematic uncertainty on the predicted background and total
background categories is obtained by summing the different contributions (taking into
account the statistical uncertainty) and then computing the variation from the reference
result. The larger non-prompt background systematic uncertainty in the muon channel
is related to the alternative estimation of the ε and f probabilities, performed by
varying the single photon phase-space selection. In the electron channel the non-prompt
background distribution is affected in such a way that the final event yield is similar to
the reference one while this is not the same in the muon channel.
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Figure 6.8: Distribution of the leading photon transverse momentum in the double
photon phase-space selection, obtained processing data coming from the entire Run 2
dataset. In Figure 6.8(a) events are reconstructed in the Z boson electron decay channel
while in Figure 6.8(b) events are reconstructed in the Z boson muon decay channel. The
Zγ γ signal is in hatched orange, the jet misidentified as photon data-driven background
in purple and the residual background in green. An overall good agreement between
data and predictions, given the limited statistics available, can be observed.
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Figure 6.9: Distribution of the subleading photon transverse momentum in the double
photon phase-space selection, obtained processing data coming from the entire Run 2
dataset. In Figure 6.9(a) events are reconstructed in the Z boson electron decay channel
while in Figure 6.9(b) events are reconstructed in the Z boson muon decay channel. The
Zγ γ signal is in hatched orange, the jet misidentified as photon data-driven background
in purple and the residual background in green. An overall good agreement between
data and predictions, given the limited statistics available, can be observed.
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Figure 6.10: Distribution of the diphoton transverse momentum in the double photon
phase-space selection, obtained processing data coming from the entire Run 2 dataset.
In Figure 6.10(a) events are reconstructed in the Z boson electron decay channel while
in Figure 6.10(b) events are reconstructed in the Z boson muon decay channel. The Zγ γ

signal is in hatched orange, the jet misidentified as photon data-driven background in
purple and the residual background in green. An overall good agreement between data
and predictions, given the limited statistics available, can be observed.
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7 | Zγγ production cross section mea-
surement at 13 TeV

In this chapter, events selected in the double photon phase space signal region are
used to measure the pp → Zγ γ → l+l−γ γ production cross section. The cross section
is obtained with a maximum likelihood fit to the observed data yield, separately in
the Zγ γ → e+e−γ γ electron channel, in the Zγ γ → µ

+
µ
−

γ γ muon channel and in the
combined Zγ γ → l+l−γ γ leptonic decay channel. The signal strength µ, which represents
the ratio of the measured cross section to the theoretical one, is treated as a free
parameter in the fitting procedure. The sources of systematic uncertainties, described
in Section 6.5, are included in the fitting procedure as nuisance parameters.

The text is organised as follows. In Section 7.1 the general approach used to measure
the pp → Zγ γ → l+l−γ γ production cross section is given. In Section 7.1.1 the statistical
tools are presented followed by the post-fit results of Section 7.1.2. Finally a discussion
of the results obtained is given in Section 7.2.

7.1 Fiducial cross-section measurement

One of the most common task in physics is to infer some model parameter from data.
To accomplish this task an estimator is defined and then used to obtain the true value
of the parameters of interest ~α. This analysis exploits the most widely used estimator
in physics, the maximum likelihood estimator or best-fit estimator, which is defined as
the value of ~α which maximises the likelihood function L(~α). The generic likelihood
function is defined as

L(~α) ∼ p(data|~α),

where ~α are parameters of the likelihood and p(data|~α) is the probability of observing
the actual data, for a particular value of ~α. It has to be noticed that the likelihood
function must not be interpreted as a probability density for ~α. Indeed its value at
maximum is of no use, while the only interesting outcome of the maximisation procedure
is the best-fit estimator ~̂α.

The vector of parameters ~α contains both the physics parameter of interest (POI)
and the nuisance parameters ~θ related to the systematic uncertainties contribution on
the background determination. In this analysis, the specific POI is the Standard Model
(SM) prediction of the pp → Zγ γ → l+l−γ γ production cross section σmeas.Zγ γ and the
data are the observed event yield in the double photon phase space. The final goal is to
compare the measured value of σmeas.Zγ γ against the SM prediction.
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To separate the POI from the other uninteresting parameters, the ~α vector is then
rewritten as

~α = (σZγ γ , ~θ).

Typically the nuisance parameters are constrained by some external measurements.
These constraints are parametrised by additional constraint terms

π(~θ0|~θ) ∼ p(~θ|~θ0),

where ~θ0 are the measured values of the nuisance parameters to be simultaneously
constrained with the POI in the fitting procedure. The global likelihood function, which
includes the POI and the nuisance parameters constrain, is defined as

L(σZγ γ , ~θ) ∼ p(data|σZγ γ , ~θ) · π(~θ0|~θ). (7.1)

In the following section the specific model used in the analysis to obtain the best-fit
estimator σmeas.Zγ γ is presented.

7.1.1 Building the statistical model

In general, the outcome of a scattering experiment is a number n of observed events,
which can be related to the predicted expected event count ν by a probability distribution
function f(n, ν). The probability to observe exactly n events, given an expected count
ν, is assumed to be Poisson distributed so that f(n, ν) takes the following explicit form

f(n, ν) = e−ν
νn

n! . (7.2)

The approximation is appropriate given the relatively modest final observed event yield
in the signal region of this analysis (see Table 6.9).

Events selected in the double photon phase space are assumed to be represented as
the sum of signal and background contributions, thus the number of expected events
can be written as

ν = νs + νb,

where νs and νb are, respectively, the expected event yields for the signal and background
processes. The SM is assumed to be the reference theory predicting a value σtheo.Zγ γ for the
pp → Zγ γ → l+l−γ γ production cross section. The number of predicted signal events
can be obtained by combining the production cross section, the measured luminosity,
and the reconstruction efficiency ε = nreco./ntheo., which is given by the ratio of the
number of reconstructed events in the double photon phase space (see Section 6.2.1) to
the expected event yield in the fiducial phase space (see Section ??), as obtained from a
MC simulation. The number of predicted signal events is then explicitly given by

νs = µ · ε · σtheo.Zγ γ · L

where L is the luminosity, σtheo.Zγ γ is the theoretical predicted cross section in the fiducial
phase space used in this work and µ is the signal strength parameter. This rate modifier
is intended to reproduce any difference between the observed data and the expected
yield. A value of µ equal to one means that the observed data are in perfect agreement
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with the expected signal and background process yields (the signal hypothesis). On
the other side, a value of µ equal or close to zero corresponds to the background-only
hypothesis, such as the predicted background contribution is sufficient to describe the
observed data and no hint of signal events is present.

Having defined the signal strength µ and the theoretical fiducial cross section σtheo.Zγ γ ,
Equation 7.2 can be rewritten as

f(n|µ, νb) = e
−(µ·ε·σtheo.

Zγ γ ·L+νb) ·
(µ · ε · σtheo.Zγ γ · L+ νb)n

n! . (7.3)

The likelihood function for the observed data n is a function of the signal strength µ
and it is defined as

L(µ) = f(n|µ, νb). (7.4)

In the absence of any systematic uncertainty, the best-fit estimate µ̂ and its asso-
ciate confidence interval are simply obtained by maximising the likelihood function in
Equation 7.4. The measured fiducial cross section is then given by

σmeas.Zγ γ ≡ µ̂ · σtheo.Zγ γ . (7.5)

Equation 7.5 does not imply that the measured cross section σmeas.Zγ γ depends directly
on the theoretical predicted one σtheo.Zγ γ , as the signal strength µ will adapt to describe
the observed data for different σtheo. input values (provided that the reconstruction
efficiency ε does not change).

The likelihood function used in this work is more sophisticated than the one defined
in Equation 7.4, but it shares with it the same basic principles. The signal strength is
estimated by maximising a binned likelihood function built from the distribution of
events reconstructed in the double photon phase space as a function of the diphoton
transverse momentum. The distributions being fitted are the ones in Figure 6.10. Given
a set of nbin bins, the probabilities fi to observe a number of event ni in each bin i have
the same functional form of Equation 7.3, and are given by

fi(ni|µ, νb,i) = e
−(µ·εi·σ

theo.
Zγ γ ·L+νb,i) ·

(µ · εi · σtheo.Zγ γ · L+ νb,i)ni

ni!
,

where εi is the reconstruction efficiency for the i-th bin. The observed number of events
is assumed to be distributed independently in each bin, such as the global likelihood
function can be written as the product of the single probabilities fi

L(µ) =
nbin∏
i=1

fi(ni|µ, νb,i). (7.6)

Up to now the uncertainties in the determination of the underlying models, that are
the systematic uncertainties on the predicted number of background events νb,i, were not
included in the discussion. Any such systematic uncertainty will reduce the accuracy with
which the predicted number of background events is known. The systematic uncertainties
considered to affect the background predictions are the ones presented in Section 6.5.
The Barlow and Beeston approach [96] is used to incorporate, in the maximum likelihood
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fit, the fact that the MC samples statistics used are finite and thus subject to statistical
fluctuations [97]. The systematic uncertainties are modelled by introducing in the
likelihood function additional nuisance parameters ~θ. Each nuisance parameter is assumed
to be constrained by a Gaussian distribution function π(θ0|θ) = G(θ|θ0, σθ), where θ0 is
the measured pre-fit value of the nuisance parameter and σθ its related pre-fit uncertainty.
The likelihood function in Equation 7.6 is then expanded to include these additional
constrains

L(µ, ~θ) =
nbin∏
i=1

fi(ni|µ, νb,,i(~θi)) ·G(~θi|~θ0,i, σ~θi
), (7.7)

where it has to be noticed that ~θi and not ~θ0,i are used to maximise the likelihood.
This is of particular importance since, as the best-fit parameters ~θ diverges from their
input values ~θ0,i, the value assumed by likelihood function is reduced. The systematic
uncertainties result in an overall distortion in the shape of the observed spectrum, which
is parametrised by the vertical morphing technique [97].

The observed events in the double photon phase space are interpreted in terms of the
SM predictions via the maximisation of the likelihood function defined in Equation 7.7.
To avoid dealing with small or large values of the likelihood function its negative
logarithm is actually considered and the maximisation procedure is translated into a
minimisation problem. The negative logarithm of the likelihood function is minimised
using the MINUIT software package in the RooFit framework [98]. The outcomes
of the minimisation procedure are referred to as best-fit parameters, and distributions
obtained with the best-fit parameters are labelled as post-fit distributions. Since the
only parameter of interest of this analysis is the signal strength µ, the other nuisance
parameters are removed in the fitting procedure using the profiling method. The idea is
to find the values for ~θ which maximise the likelihood at each possible value of µ. The
value of L(µ, ~θ), along the multidimensional manifold defined by ~̂θ(µ) for which L(µ, ~θ)
is maximum, is referred as the profiled likelihood

L(µ, θ)→ L(µ, ~̂θ(µ)) ≡ max
~θ
L(µ, ~θ).

After being profiled, the implicit dependence of the likelihood function on ~θ can be
dropped obtaining L(µ, θ)→ L(µ). The interval of confidence of the POI best fit value
µ̂ is obtained by an explicit scan of the profiled likelihood on a chosen grid of parameter
values. The scanning procedure allows for a straightforward check that no unexpected
features in the shape of the likelihood function are present. Moreover, it will also account
for possible deviations of the likelihood function from the simple parabola approximation.
The obtained likelihood values are interpolated to find the likelihood curve around the
minimum µ̂ [99]. In the following, for display purposes, the likelihood curve is redefined
by subtracting the value at its minimum, that is

− lnL(µ)→ − lnL(µ)− (− lnL(µ̂)) ≡ −∆ lnL(µ).

The confidence interval around the best fit value µ̂ is obtained by applying the Wilks
theorem, such as that the 68% confidence interval corresponds to the region for which
−∆ lnL(µ) < 1 [100].
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The likelihood fit can also be exploited to quantify the statistical significance of
an observed excess of data over the background-only hypothesis. This is a standard
hypothesis test where one wants to exclude the possibility that the observed data are
produced only by background processes. The test-statistic q0 is then defined according
to

q0 = −2 ln L(µ = 0, ~̂θ0)

L(µ̂, ~̂θ)
,

that is the ratio of two profiled likelihoods, one in which the signal strength is set to
zero and the other in which it is free to float. The significance, or p-value, for rejecting
the background hypothesis µ = 0 can therefore be calculated as

p0 =
∫ +∞

q
meas.
0

f(q0|µ = 0)dq0,

where the distribution of the test-statistics f(q0|µ = 0) can be determined using Wilks
theorem, provided the number of events is large enough [100]. Conventionally, a discovery
can be claimed if the measured p-value is found to be equal or less than 0.287× 10−6,
which corresponds to a significance of 5σ of the signal plus background hypothesis.

7.1.2 Post-fit results

In Figure 7.1 the scans of the profiled likelihood in the electron, muon and combined
lepton channels are shown. The total uncertainty σtot on the best-fit value µ̂ is obtained
from the abscissa corresponding to the intersection of the −∆ lnL(µ) curve with a
straight line at −∆ lnL(µ) = 1. The total uncertainty is also split into two components,
corresponding to the contribution from the statistical and systematic uncertainties,
in order to illustrate which aspects of them dominate. The statistical component
σstat., which is represented in Figure 7.1 by the red parabola, is defined as the post-fit
uncertainty one would have measured if all the systematic uncertainties were fix to zero.
It is obtained by freezing the nuisance parameters to their best fit value when performing
the scan of the POI. The systematic component is defined as σsyst =

√
σ2
tot − σ

2
stat.. The

best-fit value of the measured signal strength in the different Z boson decay channels is
summarised, together with the observed signal significance, in Table 7.1.

Channel Signal strength Significance (σ)
pp → Zγ γ → e+e−γ γ 0.73+0.18

−0.17(stat.)+0.12
−0.13(syst.) 3.4

pp → Zγ γ → µ
+

µ
−

γ γ 1.06+0.11
−0.11(stat.)+0.10

−0.10(syst.) 5.4
pp → Zγ γ → l+l−γ γ 0.91+0.10

−0.10(stat.)+0.11
−0.12(syst.) 4.8

Table 7.1: The best-fit value for the signal strength µ obtained by fitting, separately,
the pp → Zγ γ → e+e−γ γ and the pp → Zγ γ → µ

+
µ
−

γ γ decay channels. The electron
and muon channel signal strengths are compatible within two standard deviations when
considering only the statistical uncertainties. In the last row the electron and muon
decay channels are combined together for the fitting procedure. The signal significance
for each channel is reported as well.
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Figure 7.1: Scan of the profiled likelihood −∆ lnL(µ) for the double photon phase
space event selection in the Z boson electron (7.1(a)), muon (7.1(b)) and combined
decay channels (7.1(c)). The "freeze all" parabola corresponds to the likelihood scan
when all the systematic uncertainties are fixed to their best fit outcomes. The signal
strength parameter µ is labelled as r in the plots.
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7.2. DISCUSSION OF THE RESULTS

It is also useful to examine in detail the effects of each systematic uncertainty on
the signal strength measurement. This is often referred to as calculating the impact of
each nuisance parameters ~θ on the best-fit value of the parameter of interest µ. The
impact is defined as the shift ∆µ that is induced as each best-fit value θ is shifted to its
±1σ post-fit uncertainty, with all other parameters profiled as normal. This is effectively
a measure of the correlation between the nuisance parameters and the POI and it is
useful for determining which nuisance parameters have the largest effect on the POI
uncertainty. The post-fit impacts of each nuisance parameter on the best-fit value of
the signal strength µ measured in the electron, muon and combined decay channel of
the Z boson are summarised in Table 7.2 and shown in Appendix C.

Systematic uncertainty e+e−γ γ (%) µ
+

µ
−

γ γ (%) l+l−γ γ (%)
Luminosity 3 1 3

Pileup 2 < 1 1
Electron scale factors 3 < 1 1
Muon scale factors 2 < 1 1
Photon scale factors 6 5 5
L1 ECAL prefiring < 1 < 1 < 1

Non-prompt normalisation 6 5 6
Non-prompt shape 2 1 1

Prompt normalisation 7 5 4
MC samples stat. 7 3 4

Table 7.2: The post-fit impacts (in percent, rounded to the closest integer) of each
nuisance parameter on the best-fit signal strength (see also Appendix C).

7.2 Discussion of the results

The measured cross sections are obtained by fitting the data while leaving the signal
strength and the nuisance parameters free to float. The results obtained in the electron
and muon channels are

σ(Z(e+e−)γ γ)meas. = 4.38+1.06
−0.99(stat.)+0.72

−0.77(syst.) fb

and
σ(Z(µ

+
µ
−)γ γ)meas. = 6.32+0.67

−0.64(stat.)+0.57
−0.58(syst.) fb.

The dominant uncertainties are those associated to the non-prompt normalisation and to
the photon scale factors. Other relevant sources are represented by the prompt photon
background normalisation and the limited statistics of the MC samples. The total
systematic uncertainties for the cross section measurements in the pp → Zγ γ → e+e−γ γ

and pp → Zγ γ → µ
+

µ
−

γ γ channels are found to be 18% and 10%, while the statistical
uncertainties amount to 25% and 10% respectively. The fact that systematic and
statistical uncertainties give a similar contribution is in agreement with the larger event
yield in the muon channel with respect to the electron one, and it is also reflected by
the larger observed significance. When the electron and muon channels are combined,
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the total systematic uncertainty is found to be 13%, while the statistical uncertainty
amounts to 11%, and the measured cross section is

σ(Z(l+l−)γ γ)meas. = 5.44+0.58
−0.56(stat.)+0.64

−0.70(syst.) fb,

The measured cross section is in good agreement with the theoretical value

σ(Z(l+l−)γ γ)theo. = 6.00± 0.07(pdf + scale) fb,

where the theoretical uncertainty on the signal cross section predicted by Mad-
graph5_aMC@NLO comes from the parton distribution functions set, the factorisation
and renormalisation scales and the strong coupling constant determination. These differ-
ent contributions have been estimated following the prescriptions given in reference [101]
with a dedicated Rivet [102, 103] routine. Theoretical uncertainties on the selection
efficiency, related to the parton distribution function set, are estimated using the set of
100 replicas of the NNPDF3.1 PDFs set and are found to be 0.8%, while uncertainties
related to the renormalisation scale µR and factorisation scale µF choice are estimated
to be 0.6%. Finally, uncertainties related to the value of the strong coupling constant
are estimated to be 0.4%.
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8 | Limits on Anomalous Quartic
Gauge Couplings on Zγγ pro-
cesses at 13 TeV

In this chapter, the pp → Zγ γ → l+l−γ γ events are used to investigate the presence
of new physics parametrised as anomalous couplings between the Z boson and the
photons. For such studies, the l+l−γ γ event yield as a function of a kinematic variable
particularly sensitive to the anomalous couplings is used. Events are selected in the
same phase space used for the fiducial cross section measurement. No evidence of new
physics is obtained, and limits on the values of the anomalous couplings are placed.

This chapter is organised as follows. In Section 8.1 the production of the dedicated
anomalous coupling signal sample is presented, while in Section 8.2 the statistical
analysis of the results is given together with the obtained limits. Finally, a discussion of
the obtained results and a comparison with other previous measurements are presented
in Section 8.3.

8.1 Anomalous quartic gauge couplings sample produc-
tion

For the study of the anomalous Quartic Gauge Couplings (aQGC), a dedicated
Monte Carlo (MC) sample has been produced using the Madgraph5_aMC@NLO
matrix element generator. The same initialisation parameters of the reference Zγ γ signal
sample were used, with the only difference being the underlying physics model. For the
aQGC studies, events are simulated at leading order using the AQGC_ALL_UFO_new
model [104]. This model adds, to the Standard Model (SM) Lagrangian, eight indepen-
dent dimension 8 operators OT,i which are expected to contribute to the pp → Zγ γ

channel (see Section 3.2).
To simulate the effect of the aQGC into the Zγ γ sample a reweighting procedure

has been used. It consists in generating Zγ γ events under the SM assumption and
associating to each of them additional weights which correspond to a scan of the aQGC
parameters linked to the eight OT,i operators. The range of scan of the aQGC parameters
is presented in Table 8.1. The additional weights waQGC are based only on the matrix
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CHAPTER 8. LIMITS ON ANOMALOUS QUARTIC GAUGE COUPLINGS ON Zγ γ PROCESSES
AT 13 TEV

element computation, and are obtained by using the following relation

waQGC =
|MaQGC |

2

|MSM |
2 · wSM ,

where the Mi terms represent the matrix element of the process. This approach has the
advantage of not requiring the generation of multiple MC samples for each parameter
under study. The SM situation, where all the parameters are set to zero, has been used
as a reference.

Parameter Range of scan [TeV−4]
fT,0 -20, 20
fT,1 -20, 20
fT,2 -40, 40
fT,5 -40, 40
fT,6 -40, 40
fT,7 -40, 40
fT,8 -20, 20
fT,9 -20, 20

Table 8.1: The range of variation for the scan of the aQGC coupling parameters used
in this work.

The presence of nonzero aQGC parameters is expected to enhance the event yield in
the right tail of the diphoton transverse momentum p

γ γ

T distribution. Figure 8.1 shows
the transverse momentum of the diphoton system, in blue for the SM prediction, and in
red after the introduction of an arbitrary value for the aQGC parameters fT,0 associated
to the OT,0 operator. The different behaviour of the two sets can be clearly seen and
hints to the fact that the most sensitive region for the study of deviations from the SM
predictions is the one at high momenta.

8.2 Anomalous quartic gauge coupling limits extraction

A statistical framework, similar to the one developed in Section 7.1.1, has been used
to study different aQGC parameters. The systematic uncertainties are included in the
analysis and electron and muon channels are combined to increase the sensitivity to
the aQGC parameters. The distribution of the transverse momentum of the diphoton
system p

γ γ

T is the one fitted in the limits extraction procedure.

8.2.1 Building the statistical model

Fits to the likelihood function are used in this section to establish confidence intervals
for the aQGC parameters. The test statistics, used to probe exclusion limits for the
alternative models, is defined as

tα = −2 lnλ(α)
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Figure 8.1: Transverse momentum of the diphoton system. The SM prediction is in
blue while the predicted event yield after the introduction of an arbitrary value for the
aQGC parameter fT,0 is in red.

where λ(α) is the profiled likelihood ratio

λ(α) = L(α,
ˆ̂
~θ)

L(α̂, ~̂θ)
. (8.1)

The likelihood function in Equation 8.1 is very similar to the one in Equation 7.7,
with the important difference that the signal strength µ is now a function of α. The
rate modifier µ(α) is defined, for each point α of the aQGC parameter scan, as the
ratio of the BSM predicted yield to the SM one. The ratio is calculated for each point
of the parameter scan and then fitted with a second-order polynomial to extrapolate
its dependence over the full range of the values. An example of the polynomial fit
is presented Figure 8.2. This procedure is implemented for each coupling parameter
considered, separately for the electron and muon channels. Limits on the aQGC values
are then extracted from the best-fit value tmeas.α , by assuming that the distribution of
the test statistics can be approximated by a χ2 distribution with one degree of freedom.

8.2.2 Post-fit results

The measured limits on the aQGC values, obtained separately in the electron, muon
and combined channels, are shown in Figure 8.3. The expected and observed limits
obtained after combining the electron and muon channels are summarised in Table 8.2.
The expected limits are obtained replacing the observed data with the MC predictions.

8.3 Discussion of the results
The measured limits on the coupling parameters fT,i, corresponding to the aQGC

operators OT,i, can be compared with the same quantities obtained in other analyses
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the functional form of µ(α) in a particular diphoton transverse momentum bin.

e+e−γ γ (TeV−4) µ
+

µ
−

γ (TeV−4) l+l−γ γ (TeV−4)
Parameter Expected Observed Expected Observed Expected Observed
fT,0/Λ4 [−6.46, 6.26] [−6.38, 6.14] [−5.50, 5.30] [−6.54, 6.38] [−4.86, 4.66] [−5.70, 5.46]
fT,1/Λ4 [−6.46, 6.26] [−6.38, 6.14] [−5.50, 5.30] [−6.54, 6.38] [−4.86, 4.66] [−5.70, 5.46]
fT,2/Λ4 [−12.9, 12.5] [−12.8, 12.3] [−11.1, 10.7] [−13.2, 12.8] [−9.72, 9.32] [−11.4, 10.9]
fT,5/Λ4 [−3.32, 3.40] [−3.24, 3.32] [−2.76, 2.84] [−3.32, 3.40] [−2.44, 2.52] [−2.92, 2.92]
fT,6/Λ4 [−4.36, 4.36] [−4.28, 4.36] [−3.64, 3.72] [−4.36, 4.44] [−3.24, 3.24] [−3.80, 3.88]
fT,7/Λ4 [−8.92, 8.84] [−8.92, 8.76] [−7.56, 7.48] [−9.00, 8.92] [−6.68, 6.60] [−7.88, 7.72]
fT,8/Λ4 [−1.22, 1.26] [−1.22, 1.22] [−1.02, 1.06] [−1.22, 1.26] [−0.90, 0.94] [−1.06, 1.10]
fT,9/Λ4 [−2.06, 2.06] [−2.06, 2.06] [−1.74, 1.74] [−2.10, 2.10] [−1.54, 1.54] [−1.82, 1.82]

Table 8.2: Expected and observed limits for the different anomalous couplings parameters in
the pp → Zγ γ → l+l−γ γ channel.

by the CMS and ATLAS Collaborations at 8 TeV and 13 TeV [58, 105–112]. Limits
extracted in the diboson channels V V (where V = W, Z or γ) currently represent the
most stringent values on these parameters. This analysis, on the other side, by targeting
the rare triboson production process Zγ γ , is not specifically designed to be competitive
with the results obtained in the diboson channel. The latter is not statistically limited
and thus provide a higher sensitivity to the aQGCs. However, the extraction of the
aQGC limits in the Zγ γ channel represents an independent method of testing aQGCs,
beyond the one using the diboson production channel. The presented results represent
the first extraction of limits on the aQGCs in the pp → Zγ γ → l+l−γ γ channel at
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13 TeV.
The limits obtained for the fT,0, fT,1 and fT,2 coupling parameters are compared

to other analyses in Figure 8.4 while the same is done for the fT,5, fT,7, fT,8 and fT,9
coupling parameters in Figure 8.5. Results obtained in this work are shown in red,
while those obtained by the CMS (ATLAS) Collaboration in green (cyan). The limit
placed by this analysis on the fT,5 parameter can be directly compared with the one
obtained in the same channel by the ATLAS Collaboration exploiting the LHC Run
1 data. The result presented in this work represents a clear improvement, being three
times more precise, and clearly benefits from the increased centre of mass energy and
statistic collected during the LHC Run 2. Limits obtained for the fT,8 and fT,9 coupling
parameters are of particular interest because they can be extracted only by studying
the production of EW neutral bosons. As can be seen in Figure 8.5, the obtained results
are competitive with the ones obtained by the CMS and ATLAS Collaborations.
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CHAPTER 8. LIMITS ON ANOMALOUS QUARTIC GAUGE COUPLINGS ON Zγ γ PROCESSES
AT 13 TEV
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Conclusions
A measurement of the production of a Z boson in association with two or more

photons has been presented. The analysis is based on proton proton collisions data
collected by the CMS experiment, at a centre of mass energy of 13 TeV, and corresponding
to an integrated luminosity of about 137 fb−1. The l+l−γ γ events are reconstructed in a
fiducial phase space by selecting pairs of same flavour opposite sign leptons (l = e, µ),
originating from the Z boson decay, and at least two isolated photons.

Several Standard Model background processes share the same final state topology
with the signal process targeted by this analysis. The background sources can be
divided in two classes, "prompt" and "non-prompt", the former including events with
genuine photons while the latter representing events where one or more reconstructed
photons originate from hadrons decay inside jets. The non-prompt background source
is the dominant one and is estimated with a data-driven technique, while the prompt
background source is estimated by using simulated events and cross-checked using
control samples.

The pp → Zγ γ → l+l−γ γ cross section is measured with a maximum likelihood fit
to the observed data yield. The signal strength of the process µ(Z(l+l−)γ γ) is treated as
a free parameter in the fitting procedure. The measured fiducial cross section amounts
to σ(Z(l+l−)γ γ)meas. = 5.44+0.58

−0.56(stat.)+0.64
−0.70(syst.) fb, corresponding to a fitted signal

strength of µ(Z(l+l−)γ γ) = 0.91+0.10
−0.10(stat.)+0.11

−0.12(syst.), in agreement with the Standard
Model prediction. The measurement is slightly dominated by the systematic uncertainty,
which mainly comes from the data-driven method and the prompt background source
normalisation. The observed (expected) significance corresponds to 4.8 (5.8) standard
deviation. This is the first measurement of the pp → Zγ γ → l+l−γ γ cross section
performed at a centre of mass energy of 13 TeV.

Events selected in the same phase space used for the fiducial cross section measure-
ment are also exploited to set limits on several anomalous Quartic Gauge Couplings,
in terms of dimension 8 effective field theory operators. The obtained constraints are
compatible and complementary to other studies which use alternative production and
decay channels. In particular, limits obtained for the fT,8/Λ4 and fT,9/Λ4 coupling
parameters are competitive with the results obtained by the CMS Collaboration in the
diboson production channel. Furthermore, limits obtained for the fT,5/Λ4 and fT,9/Λ4

coupling parameters can be directly compared to the ones obtained by the ATLAS
Collaboration, in the same production channel, by exploiting collisions at a centre of
mass energy of 8 TeV collected during the LHC Run 1. The results presented in this
analysis show an improvement in precision of a factor of three with respect to the
ATLAS measurements and benefit from the improved statistics delivered by the LHC
Run 2. This work represents the first extraction of limits on the anomalous Quartic
Gauge Couplings parameters, in the pp → Zγ γ → l+l−γ γ channel, at a centre of mass
energy of 13 TeV.
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A | Inclusive phase space distribu-
tions

This appendix contains plots showing selected distributions obtained in the inclusive
phase space of this analysis. In Figure A.1 the invariant mass for the events in which a
Z boson is reconstructed in the electron or muon channel, without any requirements
on the photons, is shown. The same distributions but for the entire Run 2 dataset are
shown in Figure 6.1. The pseudorapidity distributions for the Z → l+l− channel are
shown, for the separate years, in Figure A.2 and for the full Run2 in Figure A.3.

The last bin of each distribution includes the overflow. The agreement between data
and predictions is shown in the ratio at the bottom of each plot. In the ratio, the grey
hashed area represents the statistical uncertainty on the sum of signal and background
while the uncertainty on the black dots is due to the statistical uncertainty of the data.
The systematic uncertainties are not included in the plot.
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Figure A.1: Reconstructed invariant mass for the Z → l+l− events in the electron
(top) and muon (bottom) channels for data collected in 2016 (left), 2017 (centre) and
2018 (right).
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APPENDIX A. INCLUSIVE PHASE SPACE DISTRIBUTIONS
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Figure A.2: Lepton pseudorapidity for the Z → l+l− events in the electron (top) and
muon (bottom) channels for data collected in 2016 (left), 2017 (centre) and 2018 (right).
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Figure A.3: Lepton pseudorapidity for the Z → l+l− in the electron (left) and muon
(right) channels for data corresponding to all Run 2 dataset.

122



B | Single photon phase space dis-
tributions

This appendix contains plots showing selected distributions obtained in the single
photon phase space of this analysis. In Figure B.1 the invariant mass for the events
in which a Z boson is reconstructed in the electron or muon channel with at least one
photon in the final state is shown. The same distribution, but for the entire Run 2
dataset, is shown in Figure B.3.

In Figure B.2 the transverse momentum of the leading photon for the events in
which a Z boson is reconstructed in the electron or muon channel, with at least one
photon in the final state, is shown. The same distribution, but for the entire Run 2
dataset, is presented in Figure B.4.

The last bin of each distribution includes the overflow. The agreement between data
and predictions is shown in the ratio at the bottom of each plot. In the ratio, the grey
hashed area represents the statistical uncertainty on the sum of signal and background
while the uncertainty on the black dots is due to the statistical uncertainty of the data.
The systematic uncertainties are not included in the plot.
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Figure B.1: Reconstructed invariant mass for the Z → l+l−γ events in the electron
(top) and muon (bottom) channels for data collected in 2016 (left), 2017 (centre) and
2018 (right).
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APPENDIX B. SINGLE PHOTON PHASE SPACE DISTRIBUTIONS
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Figure B.2: Transverse momentum of the leading photon for the Z → l+l−γ events in
the electron (top) and muon (bottom) channels for data collected in 2016 (left), 2017
(centre) and 2018 (right).
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Figure B.3: Reconstructed invariant mass for the Z → l+l−γ events in the electron
(left) and muon (right) channels for data corresponding to all Run 2 dataset.
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Figure B.4: Transverse momentum of the leading photon for the Z → l+l−γ events
in the electron (left) and muon (right) channels for data corresponding to all Run 2
dataset.
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C | Impact plots for the best-fit
value of the signal strength

This appendix contains plots showing the impact of each systematic uncertainty on
the best-fit value of the signal strength µ. The impact is defined as the shift ∆µ that is
induced as each best-fit value of the nuisance parameter θ is shifted to its ±1σ post-fit
uncertainty, with all other parameters profiled as normal (see Section 7.1.2).

The left panel in the impact plots shows the value of (θ−θ0)/∆θ where ∆θ is the pre-
fit uncertainty associated to the specific nuisance parameter and θ0 the corresponding
pre-fit value. The asymmetric error bars show the pre-fit uncertainty divided by the
post-fit uncertainty. This means that parameters with error bars smaller than ±1 are
constrained in the fit. The direction of the ±1σ impacts on the parameter of interest,
shown in the right panel, indicates whether the nuisance parameter is correlated or
anti-correlated with µ.

Table C.1 connects the naming convention used to label the systematic uncertainties
in Table 7.2 to the one used the impact plots in Figure C.1, Figure C.2 and Figure C.3.

Text Impact plot
Prompt normalisation xsec_syst_*

Non-prompt normalisation jet_misid_qcd
Photon scale factors sf_pho_*
MC sample stat. prop_binch_*

Luminosity lumi
Electron scale factors sf_ele_*

Pileup pileup
Non-prompt shape jet_misid_sherpa
L1 ECAL prefiring l1prefiring
Muon scale factors sf_muo_*

Table C.1: Table showing the connection between the naming convention for the
systematic uncertainties as used in Section 7.1.2 to the one used in the impact plots in
Figure C.1, Figure C.2 and Figure C.3.
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Non devi mai guardare la cima ma il metro di terreno che ti
sta davanti al naso. Superato quello ne arriva un altro, e un
altro ancora. Avanti così, senza alzare gli occhi, finchè ti
ritrovi a calpestare aria. Lì è la cima.

Celio
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