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ABSTRACT
A hybrid approach able to perform Time Dependent Density Functional Theory (TDDFT) simulations with the same accuracy as that of
hybrid exchange-correlation (xc-) functionals but at a fraction of the computational cost is developed, implemented, and validated. The
scheme, which we name Hybrid Diagonal Approximation (HDA), consists in employing in the response function a hybrid xc-functional
(containing a fraction of the non-local Hartree–Fock exchange) only for the diagonal elements of the omega matrix, while the adiabatic local
density approximation is employed for the off-diagonal terms. HDA is especially (but not exclusively) advantageous when using Slater type
orbital basis sets and allows one to employ them in a uniquely efficient way, as we demonstrate here by implementing HDA in a local version
of the Amsterdam Density Functional code. The new protocol is tested on NH3, C6H6, and the [Au25(SCH3)18]− cluster as prototypical
cases ranging from small molecules to ligand-protected metal clusters, finding excellent agreement with respect to both full kernel TDDFT
simulations and experimental data. Additionally, a specific comparison test between full kernel and HDA is considered at the Casida level
on seven other molecular species, which further confirm the accuracy of the approach for all investigated systems. For the [Au25(SCH3)18]−

cluster, a speedup by a factor of seven is obtained with respect to the full kernel. The HDA, therefore, promises to provide a quantitative
description of the optical properties of medium-sized systems (nanoclusters) at an affordable cost, thanks to its computational efficiency,
especially in combination with a complex polarization algorithm version of TDDFT.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0005954., s

I. INTRODUCTION

Chiro-optical absorption spectra represent one of the most
direct, routine, and cheap experimental probes in chemistry, provid-
ing important information on the electronic structure of the system
under study. For complex systems, however, a reliable assignment
of the observed spectral features, leading to their rationalization
and, eventually, design, is not straightforward. In this context, the-
ory and computational simulations play an increasingly crucial role
in arriving at an in-depth understanding of experimental observa-
tions.1 The development and implementation of efficient compu-
tational schemes for the calculation of molecular photoabsorption
spectra that can enable predictive simulations of complex systems is,
thus, a very active area of current research.1 Time Dependent Den-
sity Functional Theory (TDDFT) has gained a leader role in this race,

due to its optimal compromise between accuracy and computational
economy. The most popular TDDFT implementation in quantum
chemistry has been proposed by Casida,2 which corresponds to a
density-matrix approach according to the classification by Görling
et al.3 and consists in setting up and solving an eigenvalue problem
over a basis of single-particle excitations. In addition to the Casida
one, other TDDFT formulations have been developed and success-
fully implemented, which are briefly summarized as follows. One is
based on an explicit time-propagation technique. This scheme was
introduced in the pioneering work of Yabana and Bertsch4 and is
typically implemented over real space grids, like in the OCTOPUS
code.5 Another possibility is based on a super-operator formula-
tion of TDDFT and has been implemented employing a Lanczos
method and plane wave basis set.6 The third, a more recent scheme,
has been introduced by Grimme, and it consists in a simplified
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Tamm–Dancoff Approximation (TDA)7 and TDDFT.8 A linear-
scaling TDDFT has been developed by Zuehlsdorff et al.9 An effi-
cient method for large systems is the TDDFT time-propagation by
Malola et al.10 Recently, Noda et al. have developed a massively par-
allel implementation of TDDFT based on real time and real space,11

which allowed them to study clusters containing up to 1414 gold
atoms.12 Finally, a complex polarizability algorithm for TDDFT13–15

(called polTDDFT in the following) is particularly suitable for appli-
cation to very large systems and will also be employed in the
present work.16

These methods, especially the more recent ones, have achieved
a high level of computational efficiency, allowing, nowadays, the
treatment of molecules containing several hundreds of atoms at the
TDDFT level.12,16 Accuracy is, however, a more complicated issue at
both DFT and TDDFT levels since it depends crucially on the choice
of the exchange-correlation (xc-) functional employed to derive DFT
Kohn–Sham (KS) orbitals and energies and in the response ker-
nel of TDDFT. Although the search for increasingly more accurate
xc-functionals and kernels is still active and new proposals appear
continuously in the literature,17,18 at the moment, the most accu-
rate and popular choices correspond to hybrid xc-functionals for
both DFT and TDDFT kernels, i.e., functionals containing a vari-
able fraction of the exact [Hartree–Fock (HF)] non-local exchange.
Among hybrid xc-functionals, B3LYP19,20 is the most widely utilized
one. B3LYP has the advantage of being rather versatile, that is, of
performing reasonably well for both ground state (geometry opti-
mization, bonding energy, and vibrational frequencies) and excited
state (photoabsorption spectra) properties. Moreover, B3LYP has
recently proven to be able to successfully describe vibronic effects
in core electron excitations (NEXAFS) at the TDDFT level21 and
core electron ionization (XPS) at the DFT level within the ΔSCF
scheme.22 Some limitations have, however, shown up in special
instances, such as, for example, the absence of Rydberg states due to
the lack of a correct asymptotic Coulombic behavior or the predic-
tion of core-excited spectra shifted by several eV with respect to the
experiment. Both deficiencies can be solved: the former, by adding
Long-range Correction (LC),23 and the latter, by adding Short-range
Correction (SC)24 to B3LYP. In this work, we will, therefore, imple-
ment and test our approach using the B3LYP functional although
the scheme we propose here is quite general and can hold for any
hybrid functionals.

It should be recalled that the use of hybrid functionals may
present severe numerical issues connected with the HF non-local
exchange, whose evaluation over basis sets involves matrix ele-
ments that can be treated efficiently when basis sets of Gaussian
Type Orbitals (GTOs) are employed, but becomes problematic with
other basis sets, such as Slater Type Orbitals (STOs) or Plane
Waves (PWs). It should be observed that when using STO basis
sets and hybrid xc-functionals, the SCF procedure becomes less effi-
cient but is still computationally affordable even for large systems,
whereas the TDDFT problem becomes soon intractable due to the
extremely heavy computational cost of the HF non-local part of
the kernel.

To solve these issues and arrive at an operational and efficient
TDDFT approach employing hybrid xc-functionals, in the present
work, we propose, develop, and validate an approximate treatment
of the TDDFT kernel, which we call Hybrid Diagonal Approx-
imation (HDA), and justify it by simple theoretical arguments.

The HDA is based on utilizing the hybrid exchange only for the
diagonal terms in the response equations: this allows one to limit
the computational cost of the TDDFT simulation while keeping
basically the same accuracy as in the full TDDFT scheme using
hybrid xc-functionals, as we will demonstrate hereafter. We imple-
ment our HDA approach both in the conventional Casida TDDFT
scheme and in the more recent polTDDFT complex polarizability
algorithm,13 within a local version of the Amsterdam Density Func-
tional (ADF) package, which will be distributed in a forthcoming
release. Although the present work focuses on the implementation
of HDA using STO basis sets, the fundamental idea behind the HDA
approach is completely general and can be profitably extended to
other basis sets as well, such as plane waves.

The article is organized as follows: we first provide a the-
oretical justification of the HDA. We then describe its imple-
mentation for both Casida and polTDDFT complex polarizabil-
ity algorithms. Third, we validate and benchmark the method by
comparing its results with respect to a standard Casida approach
employing B3LYP in both DFT and in the TDDFT kernel, as well
as with accurate experimental data for small systems (NH3 and
C6H6). We also validate our approach on a larger system, a medium-
sized metal cluster [Au25(SR)18]−, for which both the x-ray crys-
tal structure and the experimental optical absorption spectrum are
available, in order to demonstrate the computational efficiency and
economy of the HDA. Finally, we test the HDA with respect to
the full kernel at the Casida level for seven other systems, in order
to corroborate the general validity of the suggested approxima-
tion and provide information regarding the errors introduced by
this scheme.

II. THEORETICAL METHOD AND IMPLEMENTATION
A. Casida TDDFT formulation

The standard (and most widely employed) TDDFT formulation
in quantum chemistry consists in expanding the molecular Kohn–
Sham (KS) orbitals as a linear combination of atomic functions and
recast the TDDFT equations in terms of a diagonalization of a matrix
omega (Ω) according to the density-matrix formulation of Casida.2

In practice, the KS equations are first solved,

HKSφi = εiφi . (1)

Then, the Ω matrix is diagonalized,

ΩFI = ω2
IFI , (2)

where the matrix elements of the Ω matrix can be calculated from
the solution of KS equation (1):

Ωia,jb = δijδab(εa − εi)
2 + 2
√
εa − εiKia,jb

√
εb − εj , (3)

and in expression (3), the coupling matrix K ia ,jb is defined as

Kia,jb = ⟨aj∣ ib⟩ + ⟨aj∣ f XCστ ∣ib⟩. (4)

In Eq. (4), f XCστ is the xc-kernel, with σ and τ being spin vari-
ables. The Casida problem consists in finding eigenvalues and eigen-
vectors of Ω, Eq. (2). The eigenvalues of (2) correspond to the
squared excitation energies, while from the eigenvectors, the intensi-
ties (absolute oscillator strengths) can be extracted.2 It is worth not-
ing that the Ω matrix elements span the first-order density matrix,
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which corresponds to all the products between occupied and vir-
tual KS orbitals, so that the dimension of the Ω matrix is Nocc
× Nvirt and can be quite large (≈105) for a cluster containing more
than 100 metal atoms. The Casida approach is efficiently imple-
mented in many quantum chemistry codes, such as, for example,
ADF code,25–27 which takes advantages of the molecular symme-
try (employing the Wigner–Eckart theorem for the TDDFT part),
of the Davidson diagonalization algorithm, of efficient fitting tech-
niques of the first-order density through the use of auxiliary basis
functions to improve matrix-vector multiplication within the David-
son algorithm, and finally of the parallelization of the code which
can exploit modern supercomputer architectures. Although the for-
malism is quite general, issues can arise when hybrid xc-functionals
and xc-kernels are chosen. When GTO are utilized, hybrid func-
tionals and kernels can be implemented without hampering numer-
ical efficiency, due to the availability of analytic formulas for non-
local exchange integrals (although for large molecules, density
fitting techniques28,29 must be used, which can be problematic with
large basis sets). On the contrary, many problems arise when using
non-GTO basis sets, such as STO or PW. When STO are employed,
non-local exchange integrals can be calculated in practice by means
of density fitting techniques,28,29 which allow one to approximate a
product of STO centered on different atoms as a linear combina-
tion of auxiliary functions, employed to fit the electron density. This
allows one to solve the DFT KS equations with a reasonable effort
also for large systems, but in TDDFT, the non-local kernel becomes
soon impracticable. For example, for a moderate-size metal cluster
such as Au25(SR)18, the TDDFT part calculated with hybrid B3LYP
kernel needs 60 times more central processing unit (CPU)-time
than a conventional generalized gradient approximation (GGA),
i.e., non-hybrid calculation. It would then be appealing to reduce
the computational effort of the hybrid xc-kernel without giving up
to the high accuracy afforded by the use of hybrid xc-functionals
for the description of the electronic structure of the systems
under study.

A first possibility would be to employ the hybrid functional only
for the DFT KS part and use the Adiabatic Local Density Approxi-
mation (ALDA)30 for the TDDFT kernel. However, the presence of
the non-local HF exchange in the KS equations causes a relevant shift
(up to several eV) of the virtual orbital eigenvalues to higher ener-
gies rendering the calculated spectrum inaccurate. It is worth noting
at this point that when a hybrid kernel is used, this effect is compen-
sated by a shift in the opposite direction of the diagonal elements of
the matrix, caused by the non-local HF exchange of the xc-kernel.
This is best seen by casting the TDDFT equations in the Random
Phase Approximation (RPA) structure,

(
A B
B∗A∗)(

X
Y) = ω(

1 0
0−1)(

X
Y) , (5)

where the submatrices A and B take the following general form for
hybrid kernels:

Aia,jb = δijδab(εa − εi) + ⟨aj∣ ib⟩ − α⟨aj∣bi⟩ + (1 − α)⟨a∣
∂VXC

∂ρ
j∗b∣i⟩,

(6)

Bia,jb = ⟨ab∣ ij⟩ − α⟨ab∣ ji⟩ + (1 − α)⟨a∣
∂VXC

∂ρ
b∗j∣i⟩, (7)

where in expressions (6) and (7) α represents the fraction of the non-
local HF exchange in the xc-kernel and ALDA is assumed in the last
terms of both equations.

Now, let us consider the diagonal elements of the RPA matrix,
which corresponds to the diagonal elements of the matrix A,

Aia,ia = (εa − εi) + ⟨ai∣ ia⟩ − α⟨ai∣ai⟩ + (1 − α)⟨a∣
∂VXC

∂ρ
i∗a∣i⟩. (8)

The third element in the right-hand side of expression (8) is
responsible for recovering the too high occupied-virtual energy dif-
ference obtained in the KS equation when a hybrid xc-functional,
containing a fraction of the HF exchange, is used. This simple obser-
vation suggests that a possible strategy is to employ the non-local
HF exchange of the kernel only for the diagonal elements of the A
matrix, while treating at the simpler ALDA level (no HF exchange)
all the off-diagonal elements of the A matrix and the full B matrix.
With this choice, which we call Hybrid Diagonal Approximation
(HDA), the matrices A and B take the following expressions:

Aia,jb = δijδab(εa − εi − Δia) + ⟨aj∣ ib⟩ + ⟨a∣
∂VXC

∂ρ
j∗b∣i⟩, (9)

Bia,jb = ⟨ab∣ ij⟩ + ⟨a∣
∂VXC

∂ρ
b∗j∣i⟩, (10)

where in expression (9), we have introduced a diagonal corrective
term,

Δia = α⟨ai∣ai⟩ + α⟨a∣
∂VXC

∂ρ
i∗a∣i⟩. (11)

In expression (11), the second term is much smaller than the
first one and can be safely neglected. With the expressions (9) and
(10) for the A and B matrix, the difference A-B is still diagonal as it is
customary in TDDFT with local kernels, so it is possible to solve the
RPA-like equation with respect to Y and obtain again conventional
Casida equation (3) for the Ω matrix, with the only difference being
limited to the eigenvalue differences, which must be corrected by
term (11).

Importantly, following this approach, the number of needed
exchange integrals is only (Nocc ×Nvirt) instead of (Nocc ×Nvirt)2,
i.e., it is greatly reduced. The implementation of such a scheme start-
ing from a Casida code is straightforward: the elements of the Ω
matrix are calculated according to the conventional ALDA expres-
sions with the exception of the diagonal elements, while the orbital
energy differences are corrected according to Eqs. (9) and (11). In
correction (11), the first term is calculated numerically, while the
second term is neglected. Since the Davidson method is usually
employed to diagonalize the Ω matrix, only the lowest part of the
excitation spectrum is obtained. Therefore, it is not necessary to cor-
rect all the diagonal elements of the A matrix, but only those which
correspond to excitation energies not too far from the energy range
of the spectrum extracted by the Davidson procedure. To this pur-
pose, we have introduced a cutoff parameter that can be chosen in
input.

B. Complex polarizability TDDFT formulation
Despite the efficiency of numerical diagonalization techniques

such as the Davidson one, it becomes hard to calculate valence
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photoabsorption spectra over a wide excitation energy range when
large systems are considered. The Davidson iterative algorithm, gen-
erally employed in all the TDDFT codes, which use the Casida
method, is efficient on large Ω matrices, but is limited to extract-
ing a relatively small number of lowest eigenvalues and eigenvec-
tors. Therefore, the Casida TDDFT algorithm remains efficient for
large systems only when attention is focused on few low-energy
transitions, but cannot be employed in practice to calculate a pho-
toabsorption spectrum over a wide energy range, often necessary
for a thorough simulation of and comparison with an experiment.
As the molecule/cluster size increases, the diagonalization prob-
lem becomes more and more pathological, eventually rendering the
approach unfeasible. In order to overcome this problem, we have
recently proposed the complex polarizability TDDFT (polTDDFT)
algorithm.13 This approach is able to treat very large systems and
avoid the bottleneck of the diagonalization via a direct solution
of the response equations. The reader is referred to the original
work for a detailed description of the algorithm,13 together with its
implementation in the ADF program.14

In practice, the photoabsorption spectrum σ(ω) is calculated
point by point, from the imaginary part of the dynamical polariz-
ability α(ω),

σ(ω) =
4πω
c

Im[α(ω)]. (12)

This expression is of practical interest when the polarizability is
calculated for complex frequency, i.e., ω = ωr + iωi, where the real
part ωr is the scanned photon frequency (energy) and ωi is the imag-
inary part, which corresponds to a broadening of the discrete lines
and can be interpreted as a pragmatic inclusion of the excited states
finite lifetime. The complex dynamical polarizability is calculated by
solving the following non-homogeneous linear system:

[S −M(ω)]b = d. (13)

In Eq. (9), S is the overlap matrix between fitting functions, b
is the unknown vector with the expansion coefficients bμ(ω) of ρ(1)z ,
d is the frequency-dependent vector corresponding to the known
non-homogeneous term, and finally the elements of the frequency-
dependent matrix M are

Mμν = ⟨ fμ∣χKS(ω)K∣fν⟩. (14)

In Eq. (14), χKS refers to the Kohn–Sham frequency-dependent
dielectric function and K to the kernel. Notice that the matrix ele-
ment is between density fitting functions, so the present implemen-
tation of the algorithm allows one to employ only density dependent
kernels. For this reason, the density matrix dependent HF exchange
kernel, which is an ingredient of hybrid functionals, is ruled out.
The original characteristic of the polTDDFT method is the intro-
duction of a simple approximation, which enables the construction
of M(ω) as a linear combination of frequency independent matrices
Gk with frequency-dependent coefficients sk(ω), with the following
expression:

M(ω) = ∑
k
sk(ω)G

k. (15)

With this idea, a set of matrices {Gk} is calculated and stored
only once at the beginning, and then the matrix M(ω) is calculated

very rapidly at each photon energy ω, as a linear combination of the
{Gk} matrices with the following coefficients:

sk(ω) =
4Ek

ω2 − Ē2
k

, (16)

where in expression (16) Ek refers to the center of the interval which
discretizes the excitation energy variable and in the original formu-
lation, corresponds to the difference between virtual and occupied
orbital energies: εa-εi.

The discrepancies observed between the polTDDFT-HDA and
the Casida TDDFT HDA results must be ascribed to the approxi-
mations inherent with the polTDDFT algorithm, namely, the choice
of the fitting functions to represent the matrix of Eq. (13) and the
energy discretization of Eq. (15).

Coming now to the present proposal, in order to apply within
the polTDDFT algorithm the HDA approach already discussed for
the Casida procedure, it is enough to correct the orbital energy dif-
ferences with same corrective term (11) as already carried out for
expression (9): εa-εi-Δia. With this “rescaling” of the excitation ener-
gies, the occupied-virtual pairs will change their position along the
excitation energy axis, and expression (16) can be employed to cal-
culate the coefficients sk(ω) to build matrix (15) at any given photon
energy. Also, in this case, in correction (11), the first term is calcu-
lated numerically, while the second term is neglected and a cutoff
parameter is introduced in order to avoid corrections of terms so
high in energy that do not play a significant role in the calculation.

III. COMPUTATIONAL DETAILS
All the DFT KS calculations reported in this work were per-

formed employing a TZP basis of STO functions (included in the
ADF database) and the B3LYP hybrid xc-functional. The TDDFT
calculations were carried out after the KS section and were per-
formed with the Casida or the polTDDFT algorithms. For the Casida
procedure, both the full B3LYP kernel and the simplified HDA
scheme have been employed and compared, whereas the polHDA-
B3LYP level is the only available scheme for the hybrid functional
within polTDDFT. For both Casida and polTDDFT, the HDA has
been implemented by exploiting the parallelization at the general
Message Passing Interface (MPI) level. The Casida scheme furnishes
the spectra in terms of discrete lines, which have been broadened
with Lorentzian functions of HWHM = 0.075 eV in the figures. The
polTDDFT furnishes spectra which are already broadened, and in
order to be consistent with the Casida broadened profiles, the imag-
inary part of the photon energy [see ωi after Eq. (12)] has been
set to 0.075 eV as well. When comparing with experimental data,
we employed a broadening equal to the experimental resolution
(HWHM = 0.5 eV). All the calculations were performed with a local
version of the ADF code, while the HDA implementation for both
Casida and polTDDFT algorithms will be distributed in a forthcom-
ing ADF release. The calculations for the gold cluster in Sec. IV C
were performed employing the Zero Order Regular Approximation
(ZORA) in order to include relativistic effects at the scalar level.

IV. RESULTS AND DISCUSSION
We have fully tested the performances of the HDA scheme

implemented in this work on two small systems (NH3, C6H6) and

J. Chem. Phys. 152, 184104 (2020); doi: 10.1063/5.0005954 152, 184104-4

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

a medium-sized ligand-protected metal cluster Au25(SR)18. The goal
is to achieve a firm assessment of the accuracy of the HDA at both
Casida and complex polarization algorithms using the hybrid B3LYP
functional with respect to the full B3LYP kernel at the Casida level
as well as to the experiment. For the metal cluster, also an analysis of
the performances in terms of computational saving will be provided.
Moreover, we have also tested the HDA with respect to the full ker-
nel only at the Casida level for an additional set of seven systems, in
order to show the effect of HDA on the excitation energies and the
oscillator strengths, to corroborate the HDA validity and provide at
least an estimate of the expected errors.

At the moment, the program is installed on a HP ProLiant
DL580 Gen10 server (with four processors each with 18 cores
Intel® Xeon® Gold 6140 CPU @ 2.30 GHz, in total, 72 cores and
728 GB of RAM), on which the present calculations were run using
24 cores at most. The implementation is general MPI.

A. NH3

In the upper panel of Fig. 1, we have reported three calcu-
lated spectra for NH3: (1) the Casida profile at the B3LYP level with
the full kernel (blue line), (2) the Casida profile at the B3LYP level
with the HDA kernel (red line), and (3) the polTDDFT profile at

FIG. 1. Valence excitation spectra of NH3. Upper panel: calculated profile with
the Casida approach (blue line), Casida HDA (red line), and polTDDFT (green
line), broadened with HWHM = 0.075 eV. Lower panel: low-resolution experimental
data31 (black line and circles) and calculated profile with polTDDFT (green line),
broadened with HWHM = 0.5 eV.

the B3LYP level with the HDA kernel (green line), which we call
hereafter pol-HDA. To validate the HDA approach, we compare the
Casida full kernel with respect to HDA. As apparent from Fig. 1, the
two profiles are almost superimposed: a very modest discrepancy
is seen for the feature around 13.6 eV, but the difference is mod-
est, the energy difference in peak positions is below 0.1 eV, and the
intensity is also only slightly affected. This observation demonstrates
the accuracy of the HDA scheme. It is worth noting that if a pure
ALDA kernel would have been chosen in the TDDFT procedure
after a B3LYP KS calculation, the first peak around 6 eV would have
been shifted by about 0.7 eV to higher energy. This demonstrates
our working hypothesis that the role of the non-local HF exchange
in the kernel is limited to the diagonal elements, providing a robust
argument to justify the HDA scheme. Also, the pol-HDA profile is
in excellent agreement with the Casida HDA one, suggesting that the
approximations introduced by polTDDFT are adequate for a proper
description of the excitation process.

Although the goal of the present work is to assess the validity
of the HDA with respect to the full kernel for B3LYP, it is also inter-
esting to compare the theoretical excitation spectrum with respect
to the experiment, to have an indication of the adequacy of the
B3LYP xc-functional to describe valence excitation spectra. For this
reason, the low-resolution total photoabsorption experimental mea-
surement from the work of Brion et al.31 has been shown (black line)
in the lower box of Fig. 1, where in the reported calculated pro-
file, the same broadening as the experimental resolution has been
employed (HWHM = 0.5 eV). Note that we have preferred to employ
a much lower broadening (HWHM = 0.075 eV) for comparison
among different computational schemes (upper panel) to amplify
possible differences.

The first band with a maximum at 6.5 eV is assigned by present
calculations to the 3a1 (HOMO) → 4a1 (mixed valence –Rydberg
3s), in line with previous assignments. The energy position is prop-
erly described by theory, with few tenths of eV of error if we take
the vertical values, and the absolute intensity is in fairly good agree-
ment with the experiment as well. The next experimental feature is
a very weak vibrational progression (visible in the high-resolution
experiment reported in Ref. 31) encompassing the region between
7.5 eV and 8.5 eV, which is properly described by theory as a
very weak peak; also, in this case, the transition corresponds to the
excitation of the HOMO 3a1 to the 2e virtual orbital, with mixed
valence, Rydberg nature, but this time of 3p instead of 3s nature.
From 8.8 eV up to 11 eV, at least four different vibrational pro-
gressions have been identified in the experimental data,31 which are
not present in the calculated profiles. This is not surprising since
these correspond to high Rydberg states ns with n > 3, which are
not supported by the present theoretical approach for two reasons:
(1) the B3LYP xc-functional does not have the correct asymptotic
Coulomb behavior and, therefore, cannot support high-lying Ryd-
berg states; (2) even using xc-functionals with the correct asymptotic
behavior, for example Long-range Corrected (LC) ones32 or more
simple models such as LB9433 or SAOP,34 the description of high-
lying Rydberg states requires improved basis set, augmented with
very diffuse functions. Since the present HDA scheme has been pro-
posed in order to save computational efforts when B3LYP is used
in TDDFT calculations of large systems where Rydberg state does
not play a relevant role, we did not try to improve the descrip-
tion of this spectral region. The ionization limit of NH3 is around
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10.85 eV;31 therefore, beyond this energy, the comparison with the
experiment should include photoionization channels which are not
considered in the present TDDFT formalism. Anyway, the “shape
resonance” around 12 eV is properly described by two discrete bands
in the calculated spectrum, and also, the following intensity increase
around 14 eV is consistent with the discrete transition calculated
at 13.7 eV. Therefore, we can conclude the analysis of NH3 say-
ing that B3LYP is adequate for a quantitative description of the
valence excitation spectrum, with errors of few tenths of eV, and
that HDA and polHDA exhibit similar accuracy as the full ker-
nel simulations. Known limitations regarding Rydberg states are
not expected to be important for applications to large systems. In
any case, the possibility to use LC functionals and the basis set
supplemented by diffuse functions is possible also in connection
with the HDA approach, so this limitation is not intrinsic to the
methodology.

B. C6H6

The same analysis pursued for NH3 has been applied to C6H6,
and the results are shown in Fig. 2: in the upper panel, the three cal-
culated profiles broadened with HWHM = 0.075 eV are reported,
while in the lower panel, the polTDDFT calculation broadened with

FIG. 2. Valence excitation spectra of C6H6. Upper panel: calculated profile with
the Casida approach (blue line), Casida HDA (red line), and polTDDFT (green
line), broadened with HWHM = 0.075 eV. Lower panel: low-resolution experimental
data35 (black line and circles) and calculated profile with polTDDFT (green line),
broadened with HWHM = 0.5 eV.

the experimental resolution corresponding to an HWHM of 0.5 eV
is reported together with the low-resolution total photoabsorption
experimental data from Feng et al.35 (black line). This time, the
results of the Casida scheme using the HDA are in good agreement
with the full kernel results, with differences in excitation energies
below 0.3 eV in the worst cases. Intensities are properly reproduced
as well, with modest discrepancies, the largest being an underesti-
mate of 30% of the transition at 9.7 eV, but notice that the intensity
of first strong π–π∗ transition at 7 eV is underestimated by only 5%.
When the pol-HDA is considered, some discrepancies are apparent
above 11 eV, but limited to the intensity of the transitions, whereas
their energy positions remain in excellent agreement with the Casida
results. Anyway, these discrepancies are inherent to the polTDDFT
scheme and not to the HDA approach.

Also, for C6H6, it is interesting to compare the calculated results
with respect to low-resolution measurement, in order to assess the
quality of the B3LYP xc-functional. The first intense experimental
band with a maximum at 6.94 eV has been ascribed35 to the valence
π–π∗ transition 1E1u ←

1A1g, confirmed by present calculations at
6.89 eV in excellent quantitative agreement. Also, the absolute nor-
malization of the first peak is satisfactory, considering the arbitrari-
ness of the broadening and the irregular shape of the experimental
band.

For C6H6, the first vertical ionization energy falls at 9.45 eV,
and the tiny structures in the range 8–9.5 eV have been ascribed to
vibrational progressions of Rydberg transitions,35 not supported by
the present formalism. Beyond the first ionization limit, the pho-
toionization continuum should be included for comparison with
the experiment; however, the simple discrete spectrum here calcu-
lated is nevertheless able to describe with semi-quantitative accuracy
the weak spectral features measured above 9.45 eV. In summary,
also for C6H6, the HDA approximation is proven to be accurate,
and B3LYP is confirmed to be able to describe properly the valence
excitation spectrum, with quantitative agreement for the first π–π∗
transition.

C. [Au25(SCH3)18]−

Finally, we tested the performance of the HDA approach
on a much more complex system, in particular, on a medium-
sized gold cluster protected by thiolate ligands. We choose the
[Au25(SCH3)18]− system for several reasons: first, the structure of
this system has been completely characterized by x-ray diffrac-
tion;36 second, experimental photoabsorption data are available for
comparison;37 and third, this system has been already employed
in our previous work to validate and assess the performances
of computational protocols38 such as xc-functional and basis set
choice, ligand simplification, and geometry optimization protocols
for ligands.

In Fig. 3, we report the results of the Casida full kernel and
HDA, as well as the pol-HDA calculated profiles, together with
experimental data.37 Note that in this case, we did not consider abso-
lute intensity, so we adopt an arbitrary unit intensity scale. Note
also that the calculations have been performed for SR ligands with
R = CH3, to allow us to perform full kernel B3LYP TDDDFT cal-
culations with our computational resources, while the experiment
has been performed with SR′ ligands with R′ = CH2CH2C6H5 (this
simplification will be further discussed below). Figure 3 shows an
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FIG. 3. Valence excitation spectra of [Au25(SCH3)18]−. Calculated profile with the
Casida approach (blue line), Casida HDA (red line), and polTDDFT (green line),
broadened with HWHM = 0.075 eV and experimental data37 (black line).

excellent match between full kernel and HDA TDDDFT Casida pro-
files apart from a minor deviation around 3.4 eV. Regarding the
pol-HDA profile, it follows very well the Casida ones up to 2.6 eV,
with a minor deterioration (less than 0.1 eV) for the first peak at
1.8 eV. Beyond 2.6 eV, the polTDDFT-HDA is in better agreement
with the full kernel Casida than with the HDA one. The compari-
son with respect to the experiment is fairly good: for the first peak at
1.8 eV, the agreement between the Casida results and the experiment
is quantitative, with pol-HDA worsening the agreement by less than
0.1 eV. We can recall that this first peak is quite hard to be prop-
erly reproduced, despite the previous studies38 improving the basis
set, changing the xc-functional, including full ligands (not simplified

methyl residues) in the calculation, and fully or partially optimizing
the geometry. At the moment, the B3LYP seems to be the best xc-
functional to reproduce quantitatively the experimental data. Addi-
tional spectral features appear in the experiment at higher energies,
namely, at 2.75 eV, 3.1 eV, and 3.9 eV, and all of them are properly
reproduced by theory, with deviations of few tenths of eV. It must be
considered that, in the region around 3 eV, the nature of the ligand
is important to properly assess the spectrum, so the simplification
of R′ = CH2CH2C6H5 with the smaller R = CH3 can be the cause
of this deterioration. In fact, it has been shown that, at the SAOP-
TZP level, the substitution of R′ with R induces an energy widening
between the two peaks at 2.47 eV and 3.0 eV, see Fig. 3 and Table I
in Ref. 38.

Finally, it is worth mentioning the CPU time of the calcula-
tions on this cluster. The calculations ran on the hardware described
in the computational details, employing 24 cores for each run. In
terms of elapsed time, the Casida with a full kernel spent 60.6 h,
Casida with an HDA 8.75 h, and polTDDFT 16.4 h. The HDA
allows us to get a factor of seven in the speedup of Casida pro-
cedure, and polTDDFT is four times faster than Casida with full
kernel but allows one to calculate the spectrum to much higher
energies.

D. Specific tests with the Casida method
In order to assess the effect of the HDA approximation, we

decided to compare the B3LYP full kernel results with respect
to the HDA at the Casida level for a set of seven additional
molecules. In order to span different chemical situations, we con-
sidered five paradigmatic organic molecules (taken from Refs. 39
and 40): all-E-hexatriene (C6H8), pyridine (C5H5N), cytosine, 6,6′-
difluoro-indigo, p-benzoquinone (C6H4O2), together with a metal-
lorganic complex ferrocene Fe(C5H5)2, and finally a chiral model
metal cluster, Ag8.15,41 In Figs. 4–6, we have reported the calculated

FIG. 4. Valence excitation spectra of
NH3, C6H8 (all-E-Hexatriene), C6H6, and
C5H5N (pyridine). Calculated profiles
with the Casida full kernel approach
(black lines) and Casida HDA (red
lines); discrete excitations are reported,
together with broadened Lorentzian pro-
files by HWHM = 0.075 eV.
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FIG. 5. Valence excitation spectra of cytosine, 6,6′-difluoro-indigo, and C6H4O2
(p-benzoquinone). Calculated profiles with the Casida full kernel approach (black
lines) and Casida HDA (red lines); discrete excitations are reported, together with
broadened Lorentzian profiles by HWHM = 0.075 eV.

spectra both as discrete lines and as broadened profiles with
Lorentzian functions of HWHM = 0.075 eV by using black lines
for the full kernel and red lines for HDA. Since we add discrete
lines in the chiro-optical spectra, in our analysis, we included also
the three systems considered in Secs. IV A–IV C in order to see
the HDA effects on the individual discrete lines of these systems
as well.

In Fig. 4, NH3 together three small organic molecules (C6H6,
C6H8, and C5H5N) is considered: as a general statement, the dif-
ference between the calculated spectra are modest, although one
should consider that different energy scales have been employed
in the figures since the spectra are quite different from each other.
Only for benzene and pyridine, we have employed the same energy
scale due to their chemical similarity. In general, the errors in exci-
tation energies are of the order of few tenths of eV, not exceed-
ing 0.3 eV. All-E-hexatriene (C6H8) gives the worst agreement;
in this case, the spectrum is dominated by only one transition
around 4.7 eV. It is important to underline that we do not advo-
cate employing HDA for small systems like the present ones, for

which superior methods are available and practicable. We con-
sider here small systems simply to assess HDA performance and
have an idea of its accuracy when it is applied to large sys-
tems, where the B3LYP TDDFT full kernel scheme would be not
practicable at all.

In Fig. 5, larger organic molecules are considered. Apart from
p-benzoquinone, whose spectra appear much more complex and
richer of spectral features, also in this case, all the spectra calcu-
lated at the HDA level show only modest differences with respect
to the full kernel results, and in general, the excitation energy
discrepancies remain below 0.2 eV. In occasional circumstances,
more pronounced deterioration is apparent, such as, for exam-
ple, the feature around 4 eV in 6,6′-difluoro-indigo and the first
strong peak of p-benzoquinone, the latter corresponding to the
largest found disagreement in present study which is 0.4 eV. In
general, the HDA performs better when the molecule is larger
and the spectrum is rich of features, and this is probably due to
the fact that when many transitions are close together in a nar-
row energy interval, their mutual coupling tends to reduce the
effect of the non-local xc-kernel. Such an effect is particularly evi-
dent from Fig. 6, where the largest systems are compared with
each other.

We start the discussion of Fig. 6 noting that the discrete exci-
tation spectrum of the [Au25(SCH3)18]− cluster is characterized by
groups of discrete excitation, well separated by gaps, for exam-
ple, there is a large gap between 1.8 eV and 2.4 eV and two nar-
row ones between 2.6 eV and 2.8 eV and between 3.0 eV and
3.2 eV. The HDA simulates nicely such feature of the excitation
energies, but also the intensity distributions is very well repro-
duced, as demonstrated by the mutual agreement of the broad-
ened profiles as well. The only appreciable yet modest deterio-
ration is around 3.3 eV, where HDA slightly underestimates the
intensity.

For Fe(C5H5)2, the spectrum is dominated by the intense
transition at 6.9 eV, which is shifted by only 0.1 eV and slightly
reduced in intensity when HDA is employed. The remaining spec-
tral features are less prominent and are satisfactorily reproduced
by HDA.

Finally, we have included in the present analysis the bare clus-
ter Ag8, which was already employed previously as a model sys-
tem to study the Circular Dichroism (CD) in chiral metal clus-
ters.15,41 Also, in this case, the photoabsorption oscillator strengths
(left lower panel of Fig. 6) calculated by HDA are in good agreement
with the full kernel B3LYP results, and the first strong transition
at 1.3 eV is underestimated by only 0.1 eV and slightly reduced
in intensity when HDA is introduced. In the right lower panel of
Fig. 6, the Ag8 CD expressed as Rotatory strength (R) is reported.
It is worth noting that the HDA is suitable to reproduce quantita-
tively the peak positions, their sign, and also the R values. For the
HDA scheme, the usual gauge-dependence of the CD spectrum is
expected, so the employment of a good quality basis set is neces-
sary. The present basis set of TZP size has proven to be suitable in a
previous study.15

We conclude from this section that the HDA scheme
has proven suitable to reproduce nicely the photoabsorption
and CD spectra of molecular systems, ranging from small
organic molecules to metallorganic complexes and large metal
clusters.
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FIG. 6. Valence excitation spectra of
[Au25(SCH3)18]−, Fe(C5H5)2, and Ag8.
Calculated profiles with the Casida
full kernel approach (black lines) and
Casida HDA (red lines); discrete excita-
tions are reported, together with broad-
ened Lorentzian profiles by HWHM
= 0.075 eV. For Ag8, also the Rotatory
strengths (R) are reported (right lower
panel) in units of 10−40 esu2 cm2.

V. CONCLUSIONS

We propose and develop an approximate but physically
grounded and accurate approach to greatly accelerate TDDFT
simulations using hybrid xc-functionals, which we name Hybrid
Diagonal Approximation (HDA). It is known that when hybrid xc-
functionals are employed to solve the TDDFT equations, the ker-
nel is called to recover the too wide energy gap introduced in the
occupied-virtual orbital energy differences by the HF exchange. In
this work, we show that this correction is essentially given by the
diagonal part of the kernel, thus justifying the present simplified
HDA scheme, in which the fraction of the HF exchange is employed
only for the diagonal matrix elements, while for off-diagonal matrix
elements, the simple ALDA is assumed. HDA is especially conve-
nient in connection with Slater Type Orbitals (STO) basis sets as in
the present work. In fact, the current TDDFT codes using STO basis
sets are not efficient because the non-local HF exchange contribu-
tion of the kernel needs a CPU-demanding density fitting procedure
to calculate two-electron integrals. Additionally, although the Gaus-
sian Type Orbital (GTO) basis set does not suffer this problem due
to its analytical product expansions,28,29 significant speedups by a
factor larger than four have still been achieved in explorative tests
using GTO and the NWChem suite of codes.42 In fact, HDA is
a general approach and, therefore, can also help accelerate hybrid
calculations on large molecules that use density fitting techniques
for GTOs since density fitting for the exchange terms is known
to be problematic for large basis sets. Moreover, the implementa-
tion of HDA is rather straightforward since it consists in disabling
the calculation of the non-local kernel for the extradiagonal ele-
ments of the omega matrix rescaling the ALDA contribution to
100%, a procedure which should be easily implementable in any
TDDFT code.

We applied the HDA approach to ten different systems,
conducting a full comparison with experiment in particular for
NH3, C6H6, and [Au25(SCH3)18]− as test cases, finding excellent

agreement with respect to both the full kernel and experimen-
tal data. For the metal cluster, a speedup of a factor of 7 has
been obtained with respect to the full kernel implementation. The
TDDFT-HDA/B3LYP protocol, therefore, promises to greatly facil-
itate achieving a quantitative description of the optical proper-
ties of medium-sized and complex systems, thanks to its com-
putational efficiency, especially in the field of nanoclusters. Here,
we have also developed and tested the implementation of the
HDA within the complex polarization algorithm (polTDDFT)
and proved that the approach is equally accurate and efficient,
while allowing for the prediction of the high-energy part of the
spectrum.

In addition to the three systems which we have analyzed in
detail, we have also tested the validity of the HDA within the Casida
approach by comparison with full kernel results for seven additional
systems, ranging from simple to larger organic molecules, one met-
allorganic complex, and one chiral bare metal cluster. In all cases,
the HDA has proven to be a good approximation of the full kernel
results, with deviations with respect to excitation energies usually
well below 0.3 eV and a slight reduction in the calculated intensity.
For the metal cluster, the HDA has given an excellent quantitative
reproduction of the CD spectrum.

As an overall conclusion of this work, we believe that the
HDA is very promising to extend the range of applicability of
TDDFT/B3LYP and in general, TDDFT using hybrid functionals,
to very large systems, when the non-local Fock exchange kernel
becomes prohibitive, a problem that plagues primarily non-GTO
basis set, such as STO and plane waves (PWs), and also GTO basis
sets.

Future extensions of the present methodology will include
xc-functionals with Long-range Correction (LC), which should
improve the description of virtual orbitals or with Short-range Cor-
rection (SC), for example, for applications in core excitation spec-
tra,24 as well as the implementation in codes using GTO and plane
wave basis sets.
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