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## Introduction

This thesis explores possible applications of Quantum continuous measurements in Gravitation and Cosmology.
In the first part of the thesis, we focus on the study of models implementing a hybrid classical-quantum dynamics through the addition of a classical noise. For this purpose, we review the basic formalism of the theory of quantum continuous measurements. In particular, we focus on the stochastic Schrödinger equation that describes the evolution of a system subjected to a continuous measurement of a given observable, and on the Markovian feedback stochastic master equation introduced by Wiseman and Milburn [1].

We review two models implementing Newtonian gravity through a continuous measurement and feedback mechanism. These are the Kafri-Taylor-Milburn (KTM) [2] and the Tilloy-Diósi (TD) [3] models. We study in detail the regularization mechanism proposed in the original work of the TD model, and discuss the conditions that lead to its implementation. We compare the KTM and the TD models in an appropriate limit and explicitly show that the associated decoherence effects are different. Moreover, by analysing the conceptual differences between the two models, we propose a classification of models which implement gravity through a continuous measurement and feedback mechanism based on two main criteria: the type of observable measured and the type of interaction implemented through the feedback. We argue that within these scenarios, the TD model is the only framework implementing a full Newtonian gravitational interaction physically consistent.
In the second part of this thesis, we study how dynamical collapse models have been implemented within a cosmological inflationary context. Dynamical collapse models are phenomenological models that introduce nonlinear and stochastic modifications to the Schrödinger equation. The master equations of collapse models can be understood in terms of quantum continuous measurements of an observable which acts as a collapse operator. We provide a brief review of the main motivations that led to the proposal of dynamical models as an alternative theory to standard Quantum Mechanics, focusing on the so-called measurement problem. In particular, we describe the main properties of the Continuous Spontaneous Localization (CSL) model [4].

We briefly review previous works that analyse the effects of collapse models on scalar cosmological perturbations during inflation. Up to present date, there is not a consistent generalization of the CSL model to the relativistic regime. We discuss relevant aspects for such a generalization, as the choice of the collapse operator and its properties. We propose an approach to treat the dynamical collapse model contribution to the evolution of a system as a perturbation to the standard
cosmological scenario. We analyse the modifications to the power spectrum associated to scalar cosmological perturbations during inflation and the radiationdominated era.

## Chapter 1

## Quantum continuous measurements and feedback

Among the frameworks which have been proposed as alternatives to the quantization of gravity, one can find those models implementing the gravitational interaction through a continuous measurement and feedback mechanism. In this chapter, we will review the main properties characterizing the continuous measurement of an observable, and one of the simplest protocols to implement the feedback, namely, the Wiseman-Milburn feedback. This discussion follows mainly from Refs. [5-7].

### 1.1 Gaussian quantum continuous measurements

In Quantum Mechanics, it is usually assumed that measurements take place instantaneously. However, in some situations, we are interested in describing measurement processes taking an appreciable time, and in which one continuously extracts information from a system. These kind of measurements are referred to as continuous measurements $[5,7]$.

We focus on Gaussian measurements of a continuous observable $\hat{a}$, with associated eigenstates $\{|a\rangle\}$ that satisfy the eigenvalue equation $\hat{a}|a\rangle=a|a\rangle$. We will now construct a measurement record which contains information about the measurement of $\hat{a}$. Let us proceed by dividing the time in which the measurement takes place into intervals of length $\Delta t$, which are assumed to be infinitesimal. For each of these infinitesimal intervals, one can construct a parametrized sum of projectors onto the eigenstates of the quantum operator $\hat{a}$ in the following way:

$$
\begin{equation*}
\hat{A}(r)=\left(\frac{\gamma \Delta t}{2 \pi \hbar^{2}}\right) \int_{-\infty}^{\infty} \mathrm{d} a \exp \left[-\frac{\gamma \Delta t}{4 \hbar^{2}}(\hat{a}-r)^{2}\right]|a\rangle\langle a|, \tag{1.1}
\end{equation*}
$$

where the parameter $\gamma$ encodes the strength of the measurement. The operator of Eq (1.1) constitutes a Gaussian-weighted sum of projections onto the eigenstates of the operator $\hat{a}$ [7]. The continuous index $r$ labels the continuum of measurement results.

From the operator in Eq. (1.1), one can construct the probability density $P(r)$ of the measurement result $r$ as

$$
\begin{equation*}
P(r)=\operatorname{Tr}\left[\hat{A}^{\dagger}(r) \hat{A}(r)|\psi\rangle\langle\psi|\right], \tag{1.2}
\end{equation*}
$$

where $|\psi\rangle$ denotes the initial state of the system. The operator $\hat{A}^{\dagger}(r) \hat{A}(r)$ is the positive operator associated with the result $r$. Therefore, the map in Eq. (1.2) associates a positive operator with every result $r$, and thus constitutes a positiveoperator valued measure (POVM) $[5,8]$. Writing $|\psi\rangle$ in the basis of the operator $\hat{a}$ as $|\psi\rangle=\int \mathrm{d} a \psi(a)|a\rangle$, one can relate the mean and the variance of the parameter $r$ with the mean and the variance of the quantum operator $\hat{a}$. Indeed, it can be shown that the mean value $\langle r\rangle$ of $r$ is given by

$$
\begin{equation*}
\langle r\rangle=\int_{-\infty}^{\infty} r P(r) \mathrm{d} r=\int_{-\infty}^{\infty} a|\psi(a)|^{2} \mathrm{~d} a=\langle\hat{a}\rangle, \tag{1.3}
\end{equation*}
$$

and the variance $\sigma_{r}^{2}$ reads

$$
\begin{equation*}
\sigma_{r}^{2}=\left\langle r^{2}\right\rangle-\langle r\rangle^{2}=\sigma_{\hat{a}}^{2}+\frac{\hbar^{2}}{\gamma \Delta t} . \tag{1.4}
\end{equation*}
$$

By assuming that the intervals $\Delta t$ are infinitesimal, the probability density $P(r)$ can be approximated as

$$
\begin{equation*}
P(r) \approx \frac{1}{\hbar} \sqrt{\frac{\gamma \Delta t}{2 \pi}} \exp \left[-\frac{\gamma \Delta t}{2 \hbar^{2}}(r-\langle\hat{a}\rangle)^{2}\right] . \tag{1.5}
\end{equation*}
$$

From the results of Eq. (1.3), Eq. (1.4) and Eq. (1.5), the measurement result $r$ can be understood as a stochastic quantity

$$
\begin{equation*}
r=\langle\hat{a}\rangle+\frac{\hbar}{\sqrt{\gamma}} \frac{\Delta W_{t}}{\Delta t} \tag{1.6}
\end{equation*}
$$

where $\Delta W_{t}$ is a Gaussian random variable with vanishing mean and variance $\Delta t$.
We are now interested in arriving at a stochastic differential equation which describes how the quantum state of the system $|\psi\rangle$ at a time $t$ changes when performing a continuous measurement of the observable $\hat{a}$. The stochastic equation for $|\psi\rangle$ can be obtained by applying the operator of Eq. (1.1) to the state $|\psi\rangle$, and taking the limit in which $\Delta t \rightarrow 0^{+}$. The dynamical equation for the state $|\psi\rangle$ that preserves the norm is given by

$$
\begin{equation*}
\mathrm{d}|\psi\rangle=\left\{-\frac{\gamma}{8 \hbar^{2}}(\hat{a}-\langle\hat{a}\rangle)^{2} \mathrm{~d} t+\frac{\sqrt{\gamma}}{2 \hbar}(\hat{a}-\langle\hat{a}\rangle) \mathrm{d} W_{t}\right\}|\psi\rangle \tag{1.7}
\end{equation*}
$$

where $\mathrm{d} W_{t}=\lim _{\Delta t \rightarrow 0^{+}} \Delta W_{t}$. The above equation for the continuous measurement of the observable $\hat{a}$ is valid in the Itô sense.

The dynamical evolution of Eq. (1.7) is a stochastic Schrödinger equation [5]. The appearance of the expectation value $\langle\hat{a}\rangle=\langle\psi| \hat{a}|\psi\rangle$ in Eq. (1.7) implies that the dynamical evolution is nonlinear in the state $|\psi\rangle$. This is in contrast with the standard Schrödinger equation, which is linear, and therefore implies that the addition of measurements to the dynamics of a quantum system leads to a nonlinear
evolution.
The corresponding stochastic master equation for the stochastic density operator $\hat{\rho}_{s}=|\psi\rangle\langle\psi|$ is given by

$$
\begin{equation*}
\mathrm{d} \hat{\rho}_{s}=-\frac{\gamma}{8 \hbar^{2}}\left[\hat{a},\left[\hat{a}, \hat{\rho}_{s}\right]\right] \mathrm{d} t+\frac{\sqrt{\gamma}}{2 \hbar}\left(\left\{\hat{a}, \hat{\rho}_{s}\right\}-2\langle\hat{a}\rangle \hat{\rho}_{s}\right) \mathrm{d} W_{t}, \tag{1.8}
\end{equation*}
$$

which explicitly depends on the value that $\mathrm{d} W_{t}$ takes at each time-step [5]. The evolution of $\hat{\rho}_{s}$ over the corresponding time period is called a quantum trajectory [5], and depends on the particular realization of the noise, which can be defined as a given sequence of sample values of $\mathrm{d} W_{t}$ for a given time period. By taking the stochastic average $\mathbb{E}[\cdot]$ over all the realizations, one defines the density operator to be given by $\hat{\rho}=\mathbb{E}[|\psi\rangle\langle\psi|]$. From Eq. (1.8), we thus obtain the master equation

$$
\begin{equation*}
\mathrm{d} \hat{\rho}=-\frac{\gamma}{8 \hbar^{2}}[\hat{a},[\hat{a}, \hat{\rho}]] \mathrm{d} t \tag{1.9}
\end{equation*}
$$

We can interpret the parameter $\gamma$ as the rate at which the information is extracted by the measurement.

Thus far, we have only considered the case in which the system is only subjected to the continuous measurement of $\hat{a}$, and there is not an additional evolution while being measured. If we also consider an additional evolution due to a Hamiltonian $\hat{H}$, the stochastic master equation for the density operator is obtained by simply adding the standard evolution due to the Hamiltonian and the contribution due to the continuous measurement. Therefore, we obtain

$$
\begin{equation*}
\mathrm{d} \hat{\rho}_{s}=-\frac{i}{\hbar}\left[\hat{H}, \hat{\rho}_{s}\right] \mathrm{d} t-\frac{\gamma}{8 \hbar^{2}}\left[\hat{a},\left[\hat{a}, \hat{\rho}_{s}\right]\right] \mathrm{d} t+\frac{\sqrt{\gamma}}{2 \hbar}\left(\left\{\hat{a}, \hat{\rho}_{s}\right\}-2\langle\hat{a}\rangle \hat{\rho}_{s}\right) \mathrm{d} W_{t} . \tag{1.10}
\end{equation*}
$$

The fact that Eq. (1.10) holds independently of whether the operators $\hat{H}$ and $\hat{a}$ commute is a consequence of the fact that Eq. (1.10) is a first-order equation in $\mathrm{d} t$ [5].

A similar argument allows to consider the continuous measurement of more than one observable, and to add each of the contributions to the dynamical evolution of the system. Indeed, let us consider a family of observables $\left\{\hat{a}_{\lambda}\right\}_{\lambda=1}^{\mathcal{M}}$, where each of the measurement results is given as in the continuous limit of Eq. (1.6), i.e.

$$
\begin{equation*}
r_{\lambda}=\left\langle\hat{a}_{\lambda}\right\rangle+\frac{\hbar}{\sqrt{\gamma}_{\lambda}} \frac{\mathrm{d} W_{\lambda, t}}{\mathrm{~d} t}, \tag{1.11}
\end{equation*}
$$

where one assumes that $\mathrm{d} W_{\lambda, t}$ and $\mathrm{d} W_{\lambda^{\prime}, t}$ are independent Wiener noises. At the level of the wave function, the dynamical evolution of the system due to the continuous measurements of the observables $\left\{\hat{a}_{\lambda}\right\}_{\lambda=1}^{\mathcal{M}}$ is given by

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{m}}=\sum_{\lambda=1}^{\mathcal{M}}\left\{-\frac{\gamma_{\lambda}}{8 \hbar^{2}}\left(\hat{a}_{\lambda}-\left\langle\hat{a}_{\lambda}\right\rangle\right)^{2} \mathrm{~d} t+\frac{\sqrt{\gamma_{\lambda}}}{2 \hbar}\left(\hat{a}_{\lambda}-\left\langle\hat{a}_{\lambda}\right\rangle\right) \mathrm{d} W_{\lambda, t}\right\}|\psi\rangle, \tag{1.12}
\end{equation*}
$$

where the label m in the left-hand side in the equation indicates the measurement contribution. We notice that the result in Eq. (1.12) holds independently of whether the operators $\left\{\hat{a}_{\lambda}\right\}_{\lambda=1}^{\mathcal{M}}$ commute or not. This is because at an infinitesimal level, any contribution coming from the commutator of any two operators $\hat{a}_{\lambda}$ and $\hat{a}_{\lambda^{\prime}}$ is of second order in $\mathrm{d} t$. Therefore, it does not contribute to Eq. (1.12), which is of first order in $\mathrm{d} t$. The corresponding stochastic master equation reads

$$
\begin{equation*}
\mathrm{d} \hat{\rho}_{s}=-\frac{i}{\hbar}\left[\hat{H}, \hat{\rho}_{s}\right] \mathrm{d} t-\sum_{\lambda=1}^{\mathcal{M}} \frac{\gamma_{\lambda}}{8 \hbar^{2}}\left[\hat{a}_{\lambda},\left[\hat{a}_{\lambda}, \hat{\rho}_{s}\right] \mathrm{d} t+\sum_{\lambda=1}^{\mathcal{M}} \frac{\sqrt{\gamma_{\lambda}}}{2 \hbar}\left(\left\{\hat{a}_{\lambda}, \hat{\rho}_{s}\right\}-2\left\langle\hat{a}_{\lambda}\right\rangle \hat{\rho}_{s}\right) \mathrm{d} W_{\lambda, t},\right. \tag{1.13}
\end{equation*}
$$

which is a straightforward generalization of Eq. (1.10).

### 1.2 Quantum feedback

The quantum continuous measurement theory described in the previous section is essential to understand the concept of quantum feedback control. Let us consider a detector continuously measuring the system and correspondingly producing an output. Such an output can be exploited to control the system at later times. This process is called feedback control [6]. The system to be controlled is referred to be the primary system, whereas the system that acts as a feedback controller is denominated the auxiliary system [5]. If at least one of the systems is quantum, then one refers to quantum feedback control.

One of the ways to implement feedback control is through the use of continuous measurements. The idea is to take the continuum limit of the process in which one performs a sequence of measurements on a system, and in response to the result obtained from each of the measurements performed, one modifies the Hamiltonian. Therefore, in the continuum limit, the sequence of measurements turns into a continuous measurement, and we obtain also a continuous modification of the Hamiltonian of the system.
A single cycle of the feedback control process can be described by a continuous measurement performed over an infinitesimal time interval $\mathrm{d} t$, followed by an unitary operation. If $\hat{\rho}(t)$ is the density operator at a given time $t$, then for a time $t+\mathrm{d} t$, we have [5]

$$
\begin{equation*}
\hat{\rho}_{\lambda}(t+\mathrm{d} t)=\frac{\hat{U}_{\lambda} \hat{A}_{\lambda} \hat{\rho}(t) \hat{A}_{\lambda}^{\dagger} \hat{U}_{\lambda}^{\dagger}}{\operatorname{tr}\left[\hat{A}_{\lambda}^{\dagger} \hat{A}_{\lambda}\right]}, \tag{1.14}
\end{equation*}
$$

where the index $\lambda$ labels the measurement result, the set $\left\{\hat{A}_{\lambda}\right\}$ are the measurement operators for a continuous measurement over $\mathrm{d} t$, and $\hat{U}_{\lambda}=\exp \left(-\frac{i}{\hbar} \hat{H}_{\lambda} \mathrm{d} t / \hbar\right)$, where $\hat{H}_{\lambda}$ is the control Hamiltonian. When implementing the feedback using continuous measurements, the Hamiltonian $\hat{H}_{\mathrm{fb}}$ becomes a functional of the measurement record [5]. Usually, we have $\hat{H}_{\mathrm{fb}}=\sum_{n} \mu_{n} \hat{H}_{n}$, where some among the $\hat{H}_{n}$ operators can be modified by the controller. The parameters $\mu_{n}$, which are real quantities, are called control parameters.

The corresponding stochastic master equation for the system, which includes feedback from a continuous measurement of an operator $\hat{a}$, is
$\mathrm{d} \hat{\rho}_{s}=-\frac{i}{\hbar}\left[\hat{H}_{0}+\sum_{n} \mu_{n}\left(\hat{\rho}_{s}\right) \hat{H}_{n}, \hat{\rho}_{s}\right] \mathrm{d} t-\frac{\gamma}{8 \hbar^{2}}\left[\hat{a},\left[\hat{a}, \hat{\rho}_{s}\right]\right] \mathrm{d} t+\frac{\sqrt{\gamma}}{2 \hbar}\left(\left\{\hat{a}, \hat{\rho}_{s}\right\}-2\langle\hat{a}\rangle \hat{\rho}_{s}\right) \mathrm{d} W_{t}$,
where we also included the action of the free Hamiltonian $\hat{H}_{0}$.
As the amount of computational resources required to process the measurement output and to update the density operator $\hat{\rho}$ at each time-step of the dynamical evolution may be prohibitive, there is an interest in developing feedback protocols where a complete knowledge of the density operator $\hat{\rho}$ is not required [5]. Among the proposed protocols, Wiseman and Milburn introduced a quantum treatment which consists in feeding the measurement record directly back to control the system, and therefore, performing no processing of the signal $[1,6,9$, 10]. The Wiseman-Milburn Markovian feedback stochastic master equation is obtained by fixing a single control Hamiltonian and letting the corresponding control parameter $\mu$ in Eq. (1.15) be directly proportional to the measurement record $r$ [cf. Eq. (1.6)]. Thus, the feedback Hamiltonian $\hat{H}_{\mathrm{fb}}$ reads

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=r \hat{b}, \tag{1.16}
\end{equation*}
$$

with $\hat{b}$ being a Hermitian operator.
In order to derive the master equation, let us first calculate, at the level of the wave function, the evolution of the system due to the Hamiltonian $\hat{H}_{\mathrm{fb}}$. The feedback evolution can be obtained by unitarily evolving the state of the system [11, 12], yielding

$$
\begin{equation*}
\exp \left[-\frac{i}{\hbar} \hat{H}_{\mathrm{fb}} \mathrm{~d} t\right]|\psi\rangle=|\psi\rangle+(\mathrm{d}|\psi\rangle)_{\mathrm{fb}} \tag{1.17}
\end{equation*}
$$

where the label fb indicates the feedback contribution to the dynamics, which reads

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}=\left\{\left[-\frac{i}{\hbar}\langle\hat{a}\rangle \hat{b}-\frac{1}{2 \gamma} \hat{b}^{2}\right] \mathrm{d} t-\frac{i}{\sqrt{\gamma}} \hat{b} \mathrm{~d} W_{t}\right\}|\psi\rangle . \tag{1.18}
\end{equation*}
$$

We notice the presence of a term which is quadratic in the Hermitian operator $\hat{b}$. This is a consequence of the fact that in the expansion of the exponential in Eq. (1.17), there is a contribution that comes from the second order term in $\hat{H}_{\mathrm{fb}}$, specifically from the noise term in the measurement record $r$ of Eq. (1.6).

The wave function of the system undergoing the continuous measurement of the observable $\hat{a}$ and the subsequent feedback control driven by $\hat{H}_{\mathrm{fb}}$ reads

$$
\begin{equation*}
|\psi(t+\mathrm{d} t)\rangle=|\psi\rangle+(\mathrm{d}|\psi\rangle)_{\mathrm{m}}+(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}+(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}(\mathrm{~d}|\psi\rangle)_{\mathrm{m}} . \tag{1.19}
\end{equation*}
$$

From the above result, and using the expressions of Eq. (1.7) and Eq. (1.18), we have that the stochastic differential equation for the wave function $|\psi\rangle$ reads

$$
\begin{align*}
\mathrm{d}|\psi\rangle= & \left\{-\frac{\gamma}{8 \hbar^{2}}(\hat{a}-\langle\hat{a}\rangle)^{2} \mathrm{~d} t+\frac{\sqrt{\gamma}}{2 \hbar}(\hat{a}-\langle\hat{a}\rangle) \mathrm{d} W_{t}+\left[-\frac{i}{\hbar}\langle\hat{a}\rangle \hat{b}-\frac{1}{2 \gamma} \hat{b}^{2}\right] \mathrm{d} t-\frac{i}{\sqrt{\gamma}} \hat{b} \mathrm{~d} W_{t}\right. \\
& \left.-\frac{i}{2 \hbar} \hat{b}(\hat{a}-\langle\hat{a}\rangle) \mathrm{d} t\right\}|\psi\rangle, \tag{1.20}
\end{align*}
$$

where we see that the last term comes from the noise term of the feedback $(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}$ applied to the state $(\mathrm{d}|\psi\rangle)_{\mathrm{m}}$ resulting of the continuous measurement.
In order to obtain the master equation for the density operator, $\hat{\rho}=\mathbb{E}[|\Psi\rangle\langle\Psi|]$, we consider that

$$
\begin{equation*}
\mathrm{d} \hat{\rho}=\mathrm{d}(\mathbb{E}[|\psi\rangle\langle\psi|])=\mathbb{E}[(\mathrm{d}|\psi\rangle)\langle\psi|+|\psi\rangle(\mathrm{d}|\psi\rangle)+(\mathrm{d}|\psi\rangle)(\mathrm{d}|\psi\rangle)] . \tag{1.21}
\end{equation*}
$$

Therefore, we can use the result of Eq. (1.20), and obtain the master equation

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{2 \hbar}[\hat{b},\{\hat{a}, \hat{\rho}\}]-\frac{\gamma}{8 \hbar^{2}}[\hat{a},[\hat{a}, \hat{\rho}]]-\frac{1}{2 \gamma}[\hat{b},[\hat{b}, \hat{\rho}]] . \tag{1.22}
\end{equation*}
$$

Let us now consider the continuous measurement of the family of observables $\{\hat{a}\}_{\lambda=1}^{N}$, with associated measurement records as in Eq. (1.11), and implement a feedback Hamiltonian of the form

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=\sum_{\lambda=1}^{\mathcal{M}} r_{\lambda} \hat{b}_{\lambda}, \tag{1.23}
\end{equation*}
$$

with $\left\{\hat{b}_{\lambda}\right\}_{\lambda=1}^{\mathcal{M}}$ a family of Hermitian operators. Then, the stochastic differential equation for the feedback is given by

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}=\sum_{\lambda=1}^{\mathcal{M}}\left\{\left[-\frac{i}{\hbar}\left\langle\hat{a}_{\lambda}\right\rangle \hat{b}_{\lambda}-\frac{1}{2 \gamma_{\lambda}} \hat{b}_{\lambda}^{2}\right] \mathrm{d} t-\frac{i}{\sqrt{\gamma_{\lambda}}} \hat{b}_{\lambda} \mathrm{d} W_{\lambda}\right\}|\psi\rangle \tag{1.24}
\end{equation*}
$$

From Eq. (1.19), we can determine the stochastic differential equation for the wave function, and using Eq. (1.21), we can derive the master equation. After straightforward calculations, we obtain

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=\sum_{\lambda=1}^{\mathcal{M}}\left(-\frac{i}{\hbar}\left[\hat{b}_{\lambda},\left\{\hat{a}_{\lambda}, \hat{\rho}\right\}\right]-\frac{\gamma_{\lambda}}{8 \hbar^{2}}\left[\hat{a}_{\lambda},\left[\hat{a}_{\lambda}, \hat{\rho}\right]\right]-\frac{1}{2 \gamma_{\lambda}}\left[\hat{b}_{\lambda},\left[\hat{b}_{\lambda}, \hat{\rho}\right]\right]\right) . \tag{1.25}
\end{equation*}
$$

We can go one step further and generalize this master equation to describe the continuous measurement of an observable $\hat{a}(\boldsymbol{x})$ defined at each point in space. In
this case, the measurement record reads

$$
\begin{equation*}
a(\boldsymbol{x})=\langle\hat{a}(\boldsymbol{x})\rangle+\hbar \int \mathrm{d} \boldsymbol{y} \gamma^{-1}(\boldsymbol{x}, \boldsymbol{y}) \xi_{a, t}(\boldsymbol{y}), \tag{1.26}
\end{equation*}
$$

where the noise $\xi_{a, t}(\boldsymbol{x})$ is defined through the relations

$$
\begin{align*}
\mathbb{E}\left[\xi_{a, t}(\boldsymbol{x})\right] & =0, \\
\mathbb{E}\left[\xi_{a, t}(\boldsymbol{x}) \xi_{a, t^{\prime}}(\boldsymbol{y})\right] & =\gamma(\boldsymbol{x}, \boldsymbol{y}) \delta\left(t-t^{\prime}\right) . \tag{1.27}
\end{align*}
$$

The inverse kernel $\gamma^{-1}(\boldsymbol{x}, \boldsymbol{y})$ appearing in the stochastic term of the measurement record in Eq. (1.26) is related to the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$ appearing in Eq. (1.27) by [13]

$$
\begin{equation*}
\left(\gamma \circ \gamma^{-1}\right)(\boldsymbol{x}, \boldsymbol{y})=\int \mathrm{d} \boldsymbol{r} \gamma(\boldsymbol{x}, \boldsymbol{r}) \gamma^{-1}(\boldsymbol{r}, \boldsymbol{y})=\delta(\boldsymbol{x}-\boldsymbol{y}) . \tag{1.28}
\end{equation*}
$$

At the level of the wavefunction, the contribution to the dynamic evolution due to the continuous measurement of the observable $\hat{a}(\boldsymbol{x})$ is given by

$$
\begin{align*}
(\mathrm{d}|\psi\rangle)_{\mathrm{m}} & =\left\{-\frac{1}{8 \hbar^{2}} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \gamma(\boldsymbol{x}, \boldsymbol{y})(\hat{a}(\boldsymbol{x})-\langle\hat{a}(\boldsymbol{x})\rangle)(\hat{a}(\boldsymbol{y})-\langle\hat{a}(\boldsymbol{y})\rangle) \mathrm{d} t\right.  \tag{1.29}\\
& \left.+\frac{1}{2 \hbar} \int \mathrm{~d} \boldsymbol{x}(\hat{a}(\boldsymbol{x})-\langle\hat{a}(\boldsymbol{x})\rangle) \xi_{a, t}(\boldsymbol{x}) \mathrm{d} t\right\}|\psi\rangle .
\end{align*}
$$

Let us consider now a feedback Hamiltonian of the form

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=\int \mathrm{d} \boldsymbol{x} a(\boldsymbol{x}) \hat{b}(\boldsymbol{x}), \tag{1.30}
\end{equation*}
$$

with $\hat{b}(\boldsymbol{x})$ a Hermitian operator, which is also defined at each point of space. The feedback contribution can be calculated using Eq. (1.17). Explicit calculation yields

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}=\left\{-\frac{i}{\hbar} \int \mathrm{~d} \boldsymbol{x} a(\boldsymbol{x}) \hat{b}(\boldsymbol{x}) \mathrm{d} t-\frac{1}{2} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \gamma^{-1}(\boldsymbol{x}, \boldsymbol{y}) \hat{b}(\boldsymbol{x}) \hat{b}(\boldsymbol{y}) \mathrm{d} t\right\}|\psi\rangle \tag{1.31}
\end{equation*}
$$

Therefore, the full evolution of the wave function is obtained by merging the contributions of the continuous measurement in Eq. (1.29) and of the feedback in

Eq. (1.31). We obtain

$$
\begin{align*}
\mathrm{d}|\psi\rangle & =\left\{-\frac{1}{8 \hbar^{2}} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \gamma(\boldsymbol{x}, \boldsymbol{y})(\hat{a}(\boldsymbol{x})-\langle\hat{a}(\boldsymbol{x})\rangle)(\hat{a}(\boldsymbol{y})-\langle\hat{a}(\boldsymbol{y})\rangle) \mathrm{d} t\right. \\
& +\frac{1}{2 \hbar} \int \mathrm{~d} \boldsymbol{x}(\hat{a}(\boldsymbol{x})-\langle\hat{a}(\boldsymbol{x})\rangle) \xi_{a, t}(\boldsymbol{x}) \mathrm{d} t \\
& -\frac{i}{\hbar} \int \mathrm{~d} \boldsymbol{x} a(\boldsymbol{x}) \hat{b}(\boldsymbol{x}) \mathrm{d} t-\frac{1}{2} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \gamma^{-1}(\boldsymbol{x}, \boldsymbol{y}) \hat{b}(\boldsymbol{x}) \hat{b}(\boldsymbol{y}) \mathrm{d} t  \tag{1.32}\\
& \left.-\frac{i}{2 \hbar} \int \mathrm{~d} \boldsymbol{x} \hat{b}(\boldsymbol{x})(\hat{a}(\boldsymbol{x})-\langle\hat{a}(\boldsymbol{x})\rangle) \mathrm{d} t\right\}|\psi\rangle,
\end{align*}
$$

and from this, the master equation is obtained through a straightforward application of the Itô calculus. Thus, one obtains

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}= & -\frac{i}{2 \hbar} \int \mathrm{~d} \boldsymbol{x}[\hat{b}(\boldsymbol{x}),\{\hat{a}(\boldsymbol{x}), \hat{\rho}\}]-\frac{1}{8 \hbar^{2}} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \gamma(\boldsymbol{x}, \boldsymbol{y})[\hat{a}(\boldsymbol{x}),[\hat{a}(\boldsymbol{y}), \hat{\rho}]]  \tag{1.33}\\
& -\frac{1}{2} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \gamma^{-1}(\boldsymbol{x}, \boldsymbol{y})[\hat{b}(\boldsymbol{x}),[\hat{b}(\boldsymbol{y}), \hat{\rho}]] .
\end{align*}
$$

These results represent the basic ingredients behind the implementation of the models proposed by Kafri, Taylor and Milburn [2], and by Tilloy and Diósi [3]. We will also see how one of the most robust dynamical collapse models, the continuous spontaneous localization (CSL) model [4], can be understood within the quantum continuous measurement theory.

## Chapter 2

## Is Gravity necessarily Quantum?

### 2.1 The efforts to merge Quantum Mechanics and Gravity

The characterization of the gravitational interaction started with the works of Galileo and Newton, which date back to the 16th century. In the 20th century, the theory of General Relativity by Einstein provided a more robust description of gravity as an effect of the space-time deformation due to the presence of a mass [14]. Some years after General Relativity appeared, the works of Schrödinger and Heisenberg, among others, provided the theory of Quantum Mechanics, which constitutes a general framework for describing interactions between microscopic particles [15]. Up to date, there is no experimental evidence conflicting with either General Relativity or Quantum Mechanics [16].

All the forces have been successfully incorporated into the framework of Quantum Mechanics; but the gravitational one. Although there is no observation requiring a quantum theory of gravity for its explanation [16], efforts to quantize general relativity date back to the early 1930s [17]. However, up to the present day, there is no quantum theory of gravity which is both fundamental and consistent. Indeed, theories which result from the quantization of gravity by the standard procedures, are non-renormalizable. Thus, they are not fundamental and, in the best scenario, they can be taken only as effective theories [18]. In this regard, it was shown in 1986 that conventional quantum field theory techniques fail [19].

The key reason for the failure of quantization of gravity could be the fundamental difference between the frameworks of the two theories. On one hand, Quantum Mechanics indicates that all dynamical fields have quantum properties, while, on the other hand, in General Relativity the gravitational field is assumed to be a classical deterministic dynamical field. Moreover, Quantum Field Theory relies on the existence of a non-dynamical background spacetime metric, but General Relativity indicates that such metric simply does not exist in Nature [20]. This shows that the conceptual foundations of both theories contradict each other, which makes it difficult to reconcile them.

Some of the main motivations to find a single framework for both theories include the following situations. In the first place, that although quantum particles can exist in superposition states of different positions, we do not know which would
be the corresponding gravitational field, as the latter does not exist in superpositions [18]. Secondly, General Relativity leads to the existence of singularities, instances of infinite energy density and gravitational forces [18]. The unphysical character of these singularities shows that General Relativity cannot be true at the most fundamental level [15]. In addition, the loss of information from the initial configuration of a black hole through thermal radiation until its evaporation is incompatible with Quantum Mechanics. This is known as the black hole information loss problem or black hole information paradox [18]. It is expected that quantum gravity will provide a fundamental understanding of both the early Universe and the final stages of black-hole evolution [15].

We notice that the problems which General Relativity and Quantum Mechanics address typically arise at very different length and energy scales [19]. It is widely expected that the scale at which the effects of quantum gravity become relevant is the Planck scale. This means that the classical description of spacetime provided by General Relativity is expected to hold at scales larger than the Planck length $l_{p}=\sqrt{\hbar G / c^{3}} \sim 10^{-33} \mathrm{~cm}$. In contrast, once one approaches the Planck scale, the full structure of a "quantum spacetime" should become relevant and General Relativity should break down [20].

Another aspect that is expected to be resolved with a fundamental theory of quantum gravity would be the role of time, as the concepts of time (and space-time) in Quantum Mechanics and General Relativity are incompatible [15]. In standard Quantum Mechanics, time is treated as an external parameter, which is not described by an operator. In General Relativity, the coordinate time is a gauge variable, which is not observable [20], and in general, space-time is a dynamical object. Some scenarios suggest that the fundamental equations of Quantum Gravity might not be written as evolution equations in terms of an observable time variable [20], and that the metric has to be turned into an operator [15].

### 2.2 A semiclassical approach

From a theoretical point of view, the semiclassical Einstein equations have constituted a key approach to study the theory of quantum fields on an external spacetime. In order to introduce them, following Ref. [15], let us recall the EinsteinHilbert action

$$
\begin{equation*}
S_{\mathrm{EH}}=\frac{c^{4}}{16 \pi G} \int_{\mathcal{M}} \mathrm{d}^{4} x \sqrt{-g}(R-2 \Lambda)-\frac{c^{4}}{8 \pi G} \int_{\partial \mathcal{M}} \mathrm{d}^{3} x \sqrt{h} \mathcal{K}, \tag{2.1}
\end{equation*}
$$

where the first integral covers a region $\mathcal{M}$ of the space-time manifold. In this integral, $R$ stands for the Ricci scalar, $\Lambda$ is the cosmological constant, and $g$ is the determinant of the metric with components $g_{\mu \nu}$. The second integral is added to obtain a consistent variational principle that leads to Einstein field equations, and is carried out on the boundary $\partial \mathcal{M}$ of the region $\mathcal{M}$. The boundary is assumed to be spacelike [15]. In this surface term, $h$ is the determinant of the induced threedimensional metric on the boundary, and $\mathcal{K}$ is the trace of the extrinsic curvature
of $\partial \mathcal{M}$ [21]. The action in Eq. (2.1) defines the formalism of General Relativity, along with the action for non-gravitational fields $S_{\mathrm{m}}$ (the so-called 'matter action'), which in turn leads to the energy-momentum tensor

$$
\begin{equation*}
T_{\mu \nu}=\frac{2}{\sqrt{-g}} \frac{\partial S_{m}}{\partial g^{\mu \nu}}, \tag{2.2}
\end{equation*}
$$

that constitutes a source of the gravitational field. The variation of the sum of the actions $S_{\text {EH }}$ of Eq. (2.1) and $S_{\mathrm{m}}$ leads to the Einstein field equations

$$
\begin{equation*}
G_{\mu \nu}+\Lambda g_{\mu \nu}=\frac{8 \pi G}{c^{4}} T_{\mu \nu}, \quad \text { where } \quad G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R \tag{2.3}
\end{equation*}
$$

In the above relation, the Einstein tensor $G_{\mu \nu}$ is defined in terms of the Ricci scalar $R$ and the Ricci tensor $R_{\mu \nu}$. If we replace the energy-momentum tensor of Eq. (2.3) with the expectation value of the energy-momentum operator $T_{\mu \nu}$ with respect to some quantum state $|\Psi\rangle$, we obtain the semiclassical Einstein equations

$$
\begin{equation*}
G_{\mu \nu}+\Lambda g_{\mu \nu}=\frac{8 \pi G}{c^{4}}\langle\Psi| \hat{T}_{\mu \nu}|\Psi\rangle \tag{2.4}
\end{equation*}
$$

These equations give the back reaction of the matter fields on the space-time [22]. In semiclassical gravity, the metric $g_{\mu \nu}$ is treated classically, while all the other forms of matter are assumed to be quantized [22,23]. This semiclassical model implies a nonlinearity in Quantum Mechanics, as the Schrödinger equation for the wave function $|\Psi\rangle$ depends on the metric, which in turn depends on the wave function $|\Psi\rangle$ through Eq. (2.4) [19]. As the quantum field that defines the stressenergy tensor is an operator-valued distribution, the operator $\hat{T}_{\mu \nu}$ is ill-defined and the corresponding expectation value $\langle\Psi| \hat{T}_{\mu \nu}|\Psi\rangle$ is formally infinite [24]. This leads to the implementation of renormalization techniques [25]. Under very general assumptions, the expectation value $\left\langle\hat{T}_{\mu \nu}\right\rangle$ is independent of the details of the regularization and renormalization procedures employed [26].
It should be remarked out that several issues with semiclassical gravity have been pointed out. Among these issues, one finds inequivalent quantizations of a given classical theory as result of field redefinition ambiguities [17]. Furthermore, when the quantum state $|\Psi\rangle$ is in a superposition of two macroscopically distinct states, the measured gravitational field is given by the actual measured value of the energy-momentum, and not by its average in the state $|\Psi\rangle$ [23]. If one introduces a time-dependence to tackle this issue, one is led to a violation of the conservation equation $\nabla^{\mu}\left\langle\hat{T}_{\mu \nu}\right\rangle=0$, which leads to an inconsistency, as the Einstein tensor is conserved [17, 23].
Given the high degree of complexity of the semiclassical Einstein equations shown in Eq. (2.4), some authors [27, 28] consider their Newtonian limit restriction,
which leads to the so-called Schrödinger-Newton equation

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d} \Psi}{\mathrm{~d} t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \Psi-m \Phi \Psi, \quad \text { where } \quad \nabla^{2} \Phi=4 \pi G m|\Psi|^{2} \tag{2.5}
\end{equation*}
$$

In the model of Eq. (2.5), the expectation value of the mass density sources the classical Newtonian potential $\Phi$, which describes gravity [19]. However, in analogy to the violation of local energy-momentum conservation in the semiclassical Einstein equations [cf. Eq. 2.4], taking the Schrödinger-Newton equation together with the standard collapse postulate leads to superluminal effects [29].

In the case of semi-classical quantum theories of gravity, it is also important to remark that they may or may not include quantum backreactions. The latter are defined as the quantum fluctuations induced by the gravitational field by its coupling to the quantum fields and matter [30]. The possibility of a semi-classical quantum theory of gravity with quantum backreactions seems to be precluded in Ref. [31].

In general, the different approaches followed to merge both Quantum Mechanics and General Relativity into a fundamental Quantum Gravity theory show the need of the new theory to predict all phenomena at the low-energy regime. In order to classify the approaches to construct a consistent framework for Quantum Gravity, a distinction between primary and secondary theories has been proposed (see Ref. [15] and references within). According to this classification, in the primary theories, heuristic quantization rules are applied to a given classical theory. If at the classical level, there is a split of space-time into space and time, then the approach is said to be canonical, whereas if four-dimensional covariance is preserved at each step, the approach is referred to as covariant. In contrast with primary theories, in secondary theories one tries to derive General Relativity starting with a fundamental quantum framework which describes all interactions.

### 2.3 Hybrid classical and quantum dynamics

Although there are diverse arguments that support the idea of a gravitational field which is of quantum nature at a fundamental level, the difficulties to deal with Quantum Mechanics and General Relativity within a single framework have led to ask if the quantization of the gravitational field is necessary at all. Moreover, it is argued that various results demonstrating that the gravitational field must be quantized in reality show the inconsistency of particular theories where quantum-mechanical matter interacts with a classical gravitational field [32]. In general, the question of the quantization of the gravity field tackles the issue of constructing a consistent hybrid dynamics which couples quantum with classical systems. These alternative approaches also have difficulties of their own. For example, some authors [33] have studied the particular case of the coupling between a classical gravitational wave and a quantum system, pointing the inconsistencies that arise if the quantum nature of the measuring apparatus is not taken
into account. Namely, if gravitational measurements do not cause wave function collapse, then the gravitational interactions with quantum matter could be used to transmit observable signals faster than light; and if a measurement by a gravitational wave leads to a wave function collapse, then the uncertainty relations are incompatible with the momentum conservation [19]. However, it has been argued that even if the proposed gedankenexperiments of Ref. [33] could be performed (there is already a discussion about the possibility of performing them), the need for a quantized gravity does not follow from these experiments. From an experimental perspective, some works have discussed the possibility of detecting a single graviton, concluding that, although there are no basic principles ruling out a detection, standard physics experiments in four dimensions do not seem to favour the detection, both because the characteristics of eventual detectors are well-beyond the current technological developments, and because of the presence of background noise, due to neutrinos and cosmic rays [34].

In standard quantum theory, the influence of classical macro-systems upon quantized micro-systems is taken into account as external forces, and the corresponding back-reaction of the micro-systems upon the macro-systems is usually ignored [35]. This is true only under the Markov approximation. Some proposals to construct a hybrid dynamics [36] introduce a Hamiltonian in the form

$$
\begin{equation*}
\hat{H}(x, p)=\hat{H}_{Q}+H_{C}(x, p) \hat{1}+\hat{H}_{I}(x, p) \tag{2.6}
\end{equation*}
$$

where $\hat{H}_{Q}$ is the Hamilton operator appearing in the von Neumann equation describing the evolution of the density operator $\hat{\rho}_{Q}, H_{C}(x, p)$ is the Hamilton function corresponding to the Liouville equation of motion of the phase-space density $\rho_{C}(x, p)$ of a classical canonical system, $\hat{1}$ is the identity operator, and the interaction term $\hat{H}_{I}(x, p)$ is a Hermitian operator for the quantum system, which depends on the phase-space coordinates $(x, p)$ of the classical system.

Other works [37] have proposed a formalism which, in the case of no interaction between quantum and classical systems, reduces to standard classical and quantum mechanics, but that leads to a violation of the correspondence principle in the presence of an interaction. The emergence of the classical behaviour from the underlying quantum structure has also been studied in Gaussian quantum systems, which behave classically in some respects [38].

Some other proposals offering quantum theories of gravity, do not involve a quantization of the gravitational field, as they regard gravity as an induced rather than a fundamental force [30]. Some work in this line of research include recovering gravity from Quantum Field Theory [39] by assuming a Lorentzian manifold as a background on which performing Quantum Field Theory [30], or recovering Einstein equations from black hole thermodynamics [40] inversely to the usual approach. In addition, other works [41] have constructed states of a quantum particle, called Ehrenfest monopole wavefunctions, for which there is an emergence, at an effective level, of a classical particle following a Newtonian trajectory in space-time.

From the previous discussion, one sees that the formulation of a consistent hybrid classical-quantum theories has followed several attempts. In Ref. [42], the following classification was suggested: (a) Theories where the description of the quantum sector and trajectories for the classical sector are implemented by the use of quantum states; (b) theories that formulate the quantum sector as a classical theory and then work with a completely classical system; (c) theories that formulate the classical sector as a quantum theory and then work with a completely quantum system; (d) theories that describe both quantum and classical sectors in a common formalism and then extend it to include interactions. It is argued that the proposals of Diósi [43] and Penrose [44], as well as that of Ghirardi et al. [45] find additional justification in light of these models. In what follows, we briefly discuss the Diósi-Penrose model.

### 2.3.1 Diósi-Penrose model

The works of Diósi and Penrose modify ordinary Quantum Mechanics with the inclusion of a gravitational contribution in order to cure some of the problems of the macroscopic quantum theory $[43,44]$. By working in the Newtonian limit, and assuming the gravitational potential $\phi(\boldsymbol{r}, t)$ to be a stochastic variable defined through

$$
\begin{align*}
\mathbb{E}[\phi(\boldsymbol{r}, t)] & =0, \\
\mathbb{E}\left[\phi(\boldsymbol{r}, t) \phi\left(\boldsymbol{r}^{\prime}, t^{\prime}\right)\right] & =\hbar \frac{G}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} \delta\left(t-t^{\prime}\right), \tag{2.7}
\end{align*}
$$

one imposes the following equation for the state vector $|\psi\rangle$ [43]

$$
\begin{equation*}
\mathrm{d}|\psi(t)\rangle=-i \hbar\left(\hat{H}_{0}+\int \mathrm{d} \boldsymbol{r} \phi(\boldsymbol{r}, t) \hat{\mu}(\boldsymbol{r})\right) \mathrm{d} t|\psi(t)\rangle \tag{2.8}
\end{equation*}
$$

where $\hat{H}_{0}$ is the Hamiltonian of the system without gravity, and $\hat{\mu}(\boldsymbol{r})$ stands for the mass density of the system. A straightforward application of stochastic calculus rules leads to the following equation

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}(t)}{\mathrm{d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}, \hat{\rho}\right]-\frac{G}{2 \hbar} \int \frac{\mathrm{~d} \boldsymbol{r} \mathrm{~d} \boldsymbol{r}^{\prime}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}\left[\hat{\mu}(\boldsymbol{r}),\left[\hat{\mu}\left(\boldsymbol{r}^{\prime}\right), \hat{\rho}\right]\right] . \tag{2.9}
\end{equation*}
$$

The second term in the above Markovian master equation modifies the standard unitary evolution of the system. Following a state-reduction proposal, according to which superposed gravitational fields are unstable, Penrose determined the deviations from the standard Schrödinger unitary evolution due to gravitational effects [44], obtaining results compatible with the proposal of Diósi. Regarding the short-distance behaviour of the Newtonian potential, both authors acknowledged the necessity to implement a regularization mechanism to avoid divergences. One of these mechanisms consists in the introduction of a coarse-grained mass density [46], such as Gaussianly smeared mass density [47]. The evolution for $\hat{\rho}$ in Eq. (2.9), together with the regularization mechanism, constitutes the

Diósi-Penrose model [43, 44, 48]. We point out that the model by Ghirardi et al. in Ref. [45], constructed from considerations involving dynamical collapse models, is encoded within the Diósi-Penrose model. Indeed, it suffices to take

$$
\begin{equation*}
\hat{\mu}(\boldsymbol{r})=\sum_{i} m_{i}\left(\frac{\alpha_{i}}{2 \pi}\right)^{3 / 2} \sum_{s_{i}} \int \mathrm{~d} \boldsymbol{r}^{\prime} e^{-\left(\alpha_{i} / 2\right)\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}\right)^{2}} \hat{a}^{\dagger}\left(\boldsymbol{r}^{\prime}, s_{i}\right) \hat{a}\left(\boldsymbol{r}^{\prime}, s_{i}\right) \tag{2.10}
\end{equation*}
$$

where $\hat{a}^{\dagger}\left(\boldsymbol{r}^{\prime}, s_{i}\right)$ and $\hat{a}\left(\boldsymbol{r}^{\prime}, s_{i}\right)$ are the creation and annihilation operators of a particle at point $\boldsymbol{r}^{\prime}$ with spin component $s_{i}$ [45], and $\alpha_{i}$ are parameters of the model. The index $i$ runs over the different species of particles.

The Diósi-Penrose model in Eq. (2.9) model turns out to be encoded within the formalism of the Tilloy-Diósi model [3], which we describe in the following chapter.

## Chapter 3

## Gravity through a continuous measurement and feedback mechanism

Among the proposals which merge Quantum Mechanics and Gravity without requiring the latter to be quantized one can find some models in which gravity is treated as classical and matter as quantum [43, 44, 49-58]. Among these we focus on two implementing the gravitational interaction through a continuous measurement and feedback mechanism, which were proposed respectively by Kafri, Taylor and Milburn (KTM) [2] and by Tilloy and Diósi (TD) [3]. In what follows, we study them in detail, and describe their relation, with the aim of studying viable scenarios for an implementation of a full Newtonian interaction through a feedback mechanism. The results in this section follow from our work in Ref. [59].

### 3.1 The Kafri-Taylor-Milburn Model

The KTM model considers gravity as a classical interaction and implements it through a continuous measurement and feedback mechanism. In the first step of this process, one implements a weak continuous measurement of the positions $\hat{x}$ of the masses constituting the system. After this measurement, one effectively implements the gravitational interaction by feeding the measurement record of the position of one particle to the other. The continuous measurement and feedback mechanism induces decoherence effects along-side the desired effective gravitational interaction between the constituents of the system. Concretely, KTM considered a system composed of a pair of point-like particles of masses $m_{1}$ and $m_{2}$ respectively. These particles are harmonically suspended at an initial distance $d$ as it is shown in Fig. (3.1). The existence of only two masses allows to study the problem in one dimension. If one assumes that the initial distance $d$ is greater than the fluctuations $q_{1}, q_{2}$ around the initial positions of the two masses, one can Taylor expand the gravitational interaction to second order in the relative displacement. Therefore, we have

$$
\begin{equation*}
V\left(q_{1}-q_{2}\right)=-G m_{1} m_{2}\left(\frac{1}{d}+\frac{1}{d^{2}}\left(q_{1}-q_{2}\right)+\frac{1}{d^{3}}\left(q_{1}-q_{2}\right)^{2}\right) . \tag{3.1}
\end{equation*}
$$



Figure 3.1: Figure adapted from Ref. [59]. Two particles harmonically trapped are separated by an initial distance $d$. The measurement records $r_{1}$ and $r_{2}$ are used to implement a Newtonian gravitational interaction between them.

Let us define the following change of coordinates [60]

$$
\begin{align*}
& x_{1}=q_{1}+\frac{G m_{2} \Omega_{2}^{2} d}{2 G\left(m_{2} \Omega_{2}^{2}+m_{1} \Omega_{1}^{2}\right)-\Omega_{2}^{2} \Omega_{1}^{2} d^{3}},  \tag{3.2}\\
& x_{2}=q_{2}+\frac{G m_{1} \Omega_{1}^{2} d}{\Omega_{2}^{2} \Omega_{1}^{2} d^{3}-2 G\left(m_{2} \Omega_{2}^{2}+m_{1} \Omega_{1}^{2}\right)},
\end{align*}
$$

where $\Omega_{1}$ and $\Omega_{2}$ are the frequencies of the harmonic motion of the two particles. After quantizing the system, the Hamiltonian now reads

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{H}_{\mathrm{grav}} \tag{3.3}
\end{equation*}
$$

where $\hat{H}_{0}$ is the Hamiltonian of a pair of uncoupled harmonic oscillators

$$
\begin{equation*}
\hat{H}_{0}=\sum_{\alpha=1}^{2} \frac{\hat{p}_{\alpha}^{2}}{2 m_{\alpha}}+\frac{1}{2} m_{\alpha} \omega_{\alpha}^{2} \hat{x}_{\alpha}^{2}, \quad \text { with } \quad \omega_{\alpha}^{2}=\Omega_{\alpha}^{2}-\frac{2 G m_{\alpha}}{d^{3}} \tag{3.4}
\end{equation*}
$$

and $\hat{H}_{\text {grav }}$ encodes the linearized gravitational interaction between the masses:

$$
\begin{equation*}
\hat{H}_{\text {grav }}=K \hat{x}_{1} \hat{x}_{2}, \quad \text { with } \quad K=\frac{2 G m_{1} m_{2}}{d^{3}} \tag{3.5}
\end{equation*}
$$

where $G$ is the gravitational constant. The proposal of KTM consists in replacing the Hamiltonian operator $\hat{H}_{\text {grav }}$ with an appropriate mechanism that effectively provides the gravitational interaction due to this term. In what follows, we describe the two steps that constitute this mechanism.

The first step consists in a weak continuous measurement of the positions of the two masses. Following the result of Eq. (1.12), we have that the stochastic differential equation that encodes this process is

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{m}}=\sum_{\alpha=1}^{2}\left(-\frac{\gamma_{\alpha}}{8 \hbar^{2}}\left(\hat{x}_{\alpha}-\left\langle\hat{x}_{\alpha}\right\rangle\right)^{2} \mathrm{~d} t+\frac{\sqrt{\gamma_{\alpha}}}{2 \hbar}\left(\hat{x}_{\alpha}-\left\langle\hat{x}_{\alpha}\right\rangle\right) \mathrm{d} W_{\alpha, t}\right)|\psi\rangle . \tag{3.6}
\end{equation*}
$$

After the continuous measurements, the system undergoes the feedback evolution. In this step, one replaces the Hamiltonian $\hat{H}_{\text {grav }}$ with the following feedback

Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=\chi_{12} r_{1} \hat{x}_{2}+\chi_{21} r_{2} \hat{x}_{1}, \tag{3.7}
\end{equation*}
$$

where $\chi_{12}$ and $\chi_{21}$ are parameters and the measurement records $r_{\alpha}$ are defined as

$$
\begin{equation*}
r_{\alpha}=\left\langle\hat{x}_{\alpha}\right\rangle+\frac{\hbar}{\sqrt{\gamma_{\alpha}}} \frac{\mathrm{d} W_{\alpha, t}}{\mathrm{~d} t} . \tag{3.8}
\end{equation*}
$$

which follows Eq. (1.11). The Wiener processes $W_{\alpha, t}$ of the measurement records in Eq. (3.8) satisfy

$$
\begin{align*}
\mathbb{E}\left[\mathrm{d} W_{\alpha, t}\right] & =0, \\
\mathbb{E}\left[\mathrm{~d} W_{\alpha, t} \mathrm{~d} W_{\beta, t}\right] & =\delta_{\alpha \beta} \mathrm{d} t . \tag{3.9}
\end{align*}
$$

We notice that the feedback Hamiltonian $\hat{H}_{\mathrm{fb}}$ in Eq. (3.7) is of the form of Eq. (1.23). Therefore, according to Eq. (1.24), the corresponding stochastic differential equation describing the evolution due to the feedback is

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}=-\sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{2}\left[\frac{i}{\hbar} r_{\alpha}+\frac{\chi_{\alpha \beta} \hat{x}_{\beta}}{2 \gamma_{\alpha}}\right] \chi_{\alpha \beta} \hat{x}_{\beta} \mathrm{d} t|\psi\rangle . \tag{3.10}
\end{equation*}
$$

From Eq. (3.6) and Eq. (3.10), the full evolution of the system is given by

$$
\begin{align*}
\mathrm{d}|\psi\rangle & =\left\{-\sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{2}\left[\frac{i}{\hbar} r_{\alpha}+\frac{\chi_{\alpha \beta} \hat{x}_{\beta}}{2 \gamma_{\alpha}}\right] \chi_{\alpha \beta} \hat{x}_{\beta} \mathrm{d} t+\sum_{\alpha=1}^{2}\left[-\frac{\gamma_{\alpha}}{8 \hbar^{2}}\left(\hat{x}_{\alpha}-\left\langle\hat{x}_{\alpha}\right\rangle\right)^{2} \mathrm{~d} t\right.\right. \\
& \left.\left.+\frac{\sqrt{\gamma_{\alpha}}}{2 \hbar}\left(\hat{x}_{\alpha}-\left\langle\hat{x}_{\alpha}\right\rangle\right) \mathrm{d} W_{\alpha, t}\right]-\frac{i}{2 \hbar} \sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{2} \chi_{\alpha \beta} \hat{x}_{\beta}\left(\hat{x}_{\alpha}-\left\langle\hat{x}_{\alpha}\right\rangle\right) \mathrm{d} t\right\}|\psi\rangle . \tag{3.11}
\end{align*}
$$

From the above result, one obtains the corresponding master equation for the density operator by averaging over the Wiener processes

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}, \hat{\rho}\right]-\frac{i}{2 \hbar} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{2} \chi_{\alpha \beta}\left[\hat{x}_{\beta},\left\{\hat{x}_{\alpha}, \hat{\rho}\right\}\right]-\sum_{\alpha=1}^{2}\left(\frac{\gamma_{\alpha}}{8 \hbar^{2}}+\sum_{\substack{\beta=1 \\ \beta \neq \alpha}}^{2} \frac{\chi_{\beta \alpha}^{2}}{2 \gamma_{\beta}}\right)\left[\hat{x}_{\alpha},\left[\hat{x}_{\alpha}, \hat{\rho}\right]\right] . \tag{3.12}
\end{equation*}
$$

In this equation, which agrees with the general result of Eq. (1.25), we also included the evolution due to $\hat{H}_{0}$. The last term in Eq. (3.12) leads to decoherence effects as a result of the noise part in the dynamics of the system. The second term will allow, under the particular choices of the parameters $\chi_{\alpha \beta}=K$, to effectively
mimic the gravitational interaction. In this case, Eq. (3.12) becomes

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}+K \hat{x}_{1} \hat{x}_{2}, \hat{\rho}\right]-\sum_{\alpha=1}^{2}\left(\frac{\gamma_{\alpha}}{8 \hbar^{2}}+\sum_{\substack{\beta=1 \\ \beta \neq \alpha}}^{2} \frac{K^{2}}{2 \gamma_{\beta}}\right)\left[\hat{x}_{\alpha},\left[\hat{x}_{\alpha}, \hat{\rho}\right]\right] . \tag{3.13}
\end{equation*}
$$

Hence, we see that we recover the gravitational interaction defined by $\hat{H}_{\text {grav }}$ in Eq. (3.5), and thus the KTM model indeed retrieves the gravitational interaction through a continuous measurement and feedback mechanism. This constitutes an example of a local operation and classical communication (LOCC) dynamics [61-64]. In this case, the local operations are the continuous measurements and the feedback dynamics works as a classical communication. This scheme allows to simulate the action of a gravitational field. However, this particular mechanism also includes the appearance of terms which lead to decoherence effects, whose strength is quantified by $\gamma_{\alpha}$. For equal masses, it is reasonable to assume that the measurement processes have the same rate [2], so one can set $\gamma_{1}=\gamma_{2}=\gamma$. Although the value of $\gamma$ can be obtained only through experiments, one can theoretically determine the value of $\gamma$ that minimizes such decoherence effects. The structure of the decoherence terms in Eq. (3.13) allows a minimization procedure with respect to $\gamma$. Under this procedure, Eq. (3.13) becomes

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}+\hat{H}_{\text {grav }}\right]-\frac{K}{2 \hbar} \sum_{\alpha=1}^{2}\left[\hat{x}_{\alpha},\left[\hat{x}_{\alpha}, \hat{\rho}\right]\right] . \tag{3.14}
\end{equation*}
$$

This result corresponds to an information gain rate equal to $\gamma_{\min }=2 \hbar K$ [2].

### 3.2 Generalizations of the KTM model

The KTM model describes the gravitational interaction of two particles and provides a one-dimensional master equation [cf. Eq. (3.13)]. It is natural to ask whether one may generalize this model to describe an arbitrary finite number of particles in three dimensions, within a linearized Newtonian interaction context. In what follows, we consider two possible generalizations of the KTM model. The difference between them is given by the way the measurement is performed.

### 3.2.1 Pairwise KTM model

We define a pairwise model to be a framework in which the interaction between the constituents of the systems is established in pairs. Namely, we define measurement records for each pair of particles. Consequently, the information about a given particle depends also on the particle receiving such an information. A pairwise generalization of the KTM model was first proposed by Altamirano et al. [55]. In their work, which is based on a quantum collisional approach [55, 65] rather than a continuous measurement and feedback formalism, they describe the interaction between two bodies of $N_{1}$ and $N_{2}$ constituents of the system. In their


Figure 3.2: Figure adapted from Ref. [59]. In the pairwise generalization of KTM, the measurement records $r_{\alpha \beta}$ (solid arrows) link the particles in pairs. The position of each particle is measured by all the others, and allows to implement Newtonian gravity through the feedback interaction (dashed arrows).
approach, the system interacts with a Markovian environment in a suitably chosen parameter regime [65]. The particular system studied in their work allowed an effective one-dimensional description of the system dynamics. The master equation of Altamirano et al. [55] reads

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}+\frac{1}{2} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N_{1}+N_{2}} \hat{V}_{\alpha \beta}, \hat{\rho}\right]-\frac{1}{2} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N_{1}+N_{2}} \Gamma_{\alpha \beta}\left(\left[\hat{x}_{\alpha},\left[\hat{x}_{\alpha}, \hat{\rho}\right]\right]+\left[\hat{x}_{\beta},\left[\hat{x}_{\beta}, \hat{\rho}\right]\right]\right) \tag{3.15}
\end{equation*}
$$

where $\hat{V}_{\alpha \beta}$ stands for the gravitational potential expanded up to the second order in the positions $\hat{x}_{\alpha}$, and the constants $\Gamma_{\alpha \beta}$ are the decoherence rates.

Now, we proceed to lift the one-dimensional effective restriction and generalize the KTM model to describe the gravitational interaction for $N$ particles in three dimensions. A scheme of this pairwise generalization of the KTM model is shown in Fig. (3.2). For any two particles, the gravitational potential $V\left(\boldsymbol{x}_{\alpha}, \boldsymbol{x}_{\beta}\right)$ can be approximated in the following form

$$
\begin{align*}
V\left(\boldsymbol{x}_{\alpha}, \boldsymbol{x}_{\beta}\right)= & -\frac{G m_{\alpha} m_{\beta}}{\left|\mathbf{d}_{\alpha \beta}-\boldsymbol{x}_{\alpha}+\boldsymbol{x}_{\beta}\right|} \\
\approx & -G m_{\alpha} m_{\beta}\left(\frac{1}{\left|\mathbf{d}_{\alpha \beta}\right|}-\frac{1}{\left|\mathbf{d}_{\alpha \beta}\right|} \mathbf{d}_{\alpha \beta} \cdot\left(-\boldsymbol{x}_{\alpha}+\boldsymbol{x}_{\beta}\right)\right.  \tag{3.16}\\
& \left.-\frac{1}{2} \frac{1}{\left|\mathbf{d}_{\alpha \beta}\right|^{3}}\left(-\boldsymbol{x}_{\alpha}+\boldsymbol{x}_{\beta}\right)^{2}+\frac{3}{2} \frac{1}{\left|\mathbf{d}_{\alpha \beta}\right|^{5}}\left(\mathbf{d}_{\alpha \beta} \cdot\left(-\boldsymbol{x}_{\alpha}+\boldsymbol{x}_{\beta}\right)\right)^{2}\right),
\end{align*}
$$

where the vector $\mathbf{d}_{\alpha \beta}$ joins the positions of the two particles of masses $m_{\alpha}$ and $m_{\beta}$ respectively. One can redefine the coordinates $\boldsymbol{x}_{\alpha}$ in such a way that, after
quantization, the potential $\hat{V}\left(\hat{\boldsymbol{x}}_{\alpha}, \hat{\boldsymbol{x}}_{\beta}\right)$ reads

$$
\begin{equation*}
\hat{V}\left(\hat{\boldsymbol{x}}_{\alpha}, \hat{\boldsymbol{x}}_{\beta}\right) \approx \sum_{\alpha=1}^{N} \hat{Y}_{\alpha}+\frac{1}{2} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \sum_{l, j=1}^{3} K_{\alpha \beta l j} \hat{x}_{\alpha l} \hat{x}_{\beta j}, \tag{3.17}
\end{equation*}
$$

where the Latin indices denote the directions in space. In the above equations, $\hat{Y}_{\alpha}$ denotes a second-order polynomial in the components of the position operator $\hat{\boldsymbol{x}}_{\alpha}$. The constants $K_{\alpha \beta l j}$ are defined as

$$
\begin{equation*}
K_{\alpha \beta l j}=G m_{\alpha} m_{\beta}\left[\frac{3 d_{\alpha \beta l} d_{\alpha \beta j}}{\left|\mathbf{d}_{\alpha \beta}\right|^{5}}-\frac{\delta_{l j}}{\left|\mathbf{d}_{\alpha \beta}\right|^{3}}\right] . \tag{3.18}
\end{equation*}
$$

The above expression is the generalization of the constant $K$ defined in Eq. (3.5).
From this expansion of the gravitational potential, one can follow in a straightforward way the original approach of KTM. The stochastic differential equation for the wave function that describes the continuous measurements of the positions $\hat{x}_{\alpha l}$ is given by

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{m}}=\sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \sum_{l, j=1}^{3}\left(-\frac{\gamma_{\alpha \beta l j}}{8 \hbar^{2}}\left(\hat{x}_{\alpha l}-\left\langle\hat{x}_{\alpha l}\right\rangle\right)^{2} \mathrm{~d} t+\frac{\sqrt{\gamma_{\alpha \beta l j}}}{2 \hbar}\left(\hat{x}_{\alpha l}-\left\langle\hat{x}_{\alpha l}\right\rangle\right) \mathrm{d} W_{\alpha \beta l j, t}\right)|\psi\rangle, \tag{3.19}
\end{equation*}
$$

where the parameters $\gamma_{\alpha \beta l j}$ encode the information gain rate of the measurements. The standard Wiener processes $W_{\alpha \beta l j, t}$ in the above equation are defined through the following relations

$$
\begin{align*}
\mathbb{E}\left[\mathrm{d} W_{\alpha \beta l j} j_{t}\right] & =0,  \tag{3.20}\\
\mathbb{E}\left[\mathrm{~d} W_{\alpha \beta l j, t} \mathrm{~d} W_{\alpha^{\prime} \beta^{\prime} l^{\prime} j^{\prime}, t}, t\right. & =\delta_{\alpha \alpha^{\prime}} \delta_{\beta \beta^{\prime}} \delta_{l l^{\prime}} \delta_{j j^{\prime}} \mathrm{d} t .
\end{align*}
$$

The measurement records now read

$$
\begin{equation*}
r_{\alpha \beta l j}=\left\langle\hat{x}_{\alpha l}\right\rangle+\frac{\hbar}{\sqrt{\gamma_{\alpha \beta l j}}} \frac{\mathrm{~d} W_{\alpha \beta l j, t}}{\mathrm{~d} t}, \tag{3.21}
\end{equation*}
$$

and manifestly show that the information about the position of the particle $\alpha$ along the $l$-th direction influences the dynamics of the particle $\beta$ along the $j$-th direction. Moreover, they describe a pairwise implementation of the continuous measurement and feedback mechanism. As mentioned before, the measurement record links the particles in pairs: those whose position is measured (identified with the index $\alpha$ in Eq. (3.21)), and those receiving the information encoded in the measurement record. For a fixed particle, the other particles receive the information about its position through a different measurement record.

From the measurement records in Eq. (3.21), we can define the following feedback Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=\sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \sum_{l, j=1}^{3} \chi_{\alpha \beta l j} r_{\alpha \beta l j} \hat{x}_{\beta j}, \tag{3.22}
\end{equation*}
$$

where we assume that the symmetries $\chi_{\alpha \beta l j}=\chi_{\beta \alpha l j}=\chi_{\alpha \beta j l}$ hold. The above Hamiltonian indicates that, for a given value of $\alpha$, the measurement record $r_{\alpha \beta l j}$ influences the evolution of the positions of the rest of the masses constituting the system. From Eq. (3.22), one obtains the following evolution due to the feedback

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}=-\sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \sum_{1 l, j=1}^{3}\left[\frac{i}{\hbar} r_{\alpha \beta l j}+\frac{\chi_{\alpha \beta l j} \hat{x}_{\beta j}}{2 \gamma_{\alpha \beta l j}}\right] \chi_{\alpha \beta l j} \hat{x}_{\beta j} \mathrm{~d} t|\psi\rangle . \tag{3.23}
\end{equation*}
$$

From Eq. (3.19) and Eq. (3.22), one obtains

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}= & -\frac{i}{\hbar}\left[\hat{H}_{0}, \hat{\rho}\right]-\frac{i}{2 \hbar} \sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{N} \sum_{l, j=1}^{3} K_{\alpha \beta l j}\left[\hat{x}_{\alpha l} \hat{x}_{\beta j}, \hat{\rho}\right]  \tag{3.24}\\
& -\sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{N} \sum_{l, j=1}^{3}\left(\frac{\gamma_{\alpha \beta l j}}{8 \hbar^{2}}+\frac{1}{2} \frac{K_{\alpha \beta l j}^{2}}{\gamma_{\alpha \beta l j}}\right)\left[\hat{x}_{\alpha l},\left[\hat{x}_{\alpha l}, \hat{\rho}\right]\right],
\end{align*}
$$

where we assumed that $\gamma_{\alpha \beta l j}=\gamma_{\beta \alpha l j}=\gamma_{\alpha \beta j l}$, and the operators $\hat{Y}_{\alpha}$ were absorbed in the Hamiltonian $\hat{H}_{0}$.

Although the model is mathematically consistent, it was ruled out through comparison with results from experiment [55].

### 3.2.2 Universal KTM model

In contrast with the pairwise approach that leads to Eq. (3.24), we can consider the scenario in which, once a given particle is measured, the remaining constituents of the system receive the same information about the measurement. We will refer to this approach as a universal one. The situation is depicted in Fig. (3.3). For simplicity, one can consider a one-dimensional scenario. In this case, the measurement record is given as in Eq. (3.8), and the continuous measurement contribution to the evolution of the system is described in Eq. (3.6). One implements the gravitational interaction through the following feedback Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=\sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \chi_{\alpha \beta} r_{\alpha} \hat{x}_{\beta} . \tag{3.25}
\end{equation*}
$$



Figure 3.3: Figure adapted from Ref. [59]. In the universal generalization of the KTM model, there is a single measurement record $r_{\alpha}$ (solid arrows) of the position of each particle. Newtonian gravity is implemented through the feedback interaction (dashed arrows).

This leads to the master equation

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}= & -\frac{i}{\hbar}\left[\hat{H}_{0}, \hat{\rho}\right]-\frac{i}{2 \hbar} \sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{N} \chi_{\alpha \beta}\left[\hat{x}_{\beta},\left\{\hat{x}_{\alpha}, \hat{\rho}\right\}\right]-\sum_{\alpha=1}^{N} \frac{\gamma_{\alpha}}{8 \hbar^{2}}\left[\hat{x}_{\alpha},\left[\hat{x}_{\alpha}, \hat{\rho}\right]\right]  \tag{3.26}\\
& -\sum_{\substack{\alpha, \beta, \epsilon=1 \\
\beta, \epsilon \neq \alpha}}^{N} \frac{\chi_{\alpha \beta} \chi_{\alpha \epsilon}}{2 \gamma_{\alpha}}\left[\hat{x}_{\beta},\left[\hat{x}_{\epsilon}, \hat{\rho}\right]\right] .
\end{align*}
$$

Although this model reduces to the KTM model for the case of $N=2$ particles, one can show that if one has two bodies of $N_{1}$ and $N_{2}$ constituents respectively, an considers them as two single objects, with center of mass position operators $\hat{x}_{1}$ and $\hat{x}_{2}$, inconsistencies arise at the level of the master equation. Namely, after tracing the relative degrees of freedom of the two bodies, one does not recover the KTM master equation for two particles, as one gets extra contributions proportional to $\left[\hat{x}_{1},\left[\hat{x}_{2}, \hat{\rho}\right]\right]$. Therefore, this approach for implementing the gravitational interaction is also discarded.

### 3.3 TD model

The Tilloy-Diósi (TD) model retakes the KTM idea of implementing gravity through a continuous measurement and feedback mechanism to the full Newtonian interaction. Instead of the measurements of the position, they focus on those of the mass density $\hat{\mu}(\boldsymbol{x})$ of the system. The Hamiltonian that describes the gravitational interaction of the system is

$$
\begin{equation*}
\hat{H}_{\text {grav }}=\frac{1}{2} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \boldsymbol{\mathcal { V }}(\boldsymbol{x}-\boldsymbol{y}) \hat{\mu}(\boldsymbol{x}) \hat{\mu}(\boldsymbol{y}), \quad \text { where } \quad \mathcal{V}(\boldsymbol{x}-\boldsymbol{y})=-\frac{G}{|\boldsymbol{x}-\boldsymbol{y}|} . \tag{3.27}
\end{equation*}
$$

The TD model implements a continuous measurement and feedback mechanism to replace $\hat{H}_{\text {grav }}$ in Eq. (3.27), and effectively recover the gravitational interaction at the level of the master equation. The contribution due to the continuous measurement of the mass density is

$$
\begin{align*}
(\mathrm{d}|\psi\rangle)_{\mathrm{m}} & =\left[-\frac{1}{8 \hbar^{2}} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \gamma(\boldsymbol{x}, \boldsymbol{y})(\hat{\mu}(\boldsymbol{x})-\langle\hat{\mu}(\boldsymbol{x})\rangle)(\hat{\mu}(\boldsymbol{y})-\langle\hat{\mu}(\boldsymbol{y})\rangle) \mathrm{d} t\right. \\
& \left.+\frac{1}{2 \hbar} \int \mathrm{~d} \boldsymbol{x}(\hat{\mu}(\boldsymbol{x})-\langle\hat{\mu}(\boldsymbol{x})\rangle) \xi_{\mu, t}(\boldsymbol{x}) \mathrm{d} t\right]|\psi\rangle \tag{3.28}
\end{align*}
$$

In the above equation, the noise $\xi_{\mu, t}(\boldsymbol{x})$ is defined through the relations [cf. Eq. (1.27)]

$$
\begin{align*}
\mathbb{E}\left[\xi_{\mu, t}(\boldsymbol{x})\right] & =0, \\
\mathbb{E}\left[\xi_{\mu, t}(\boldsymbol{x}) \xi_{\mu, t^{\prime}}(\boldsymbol{y})\right] & =\gamma(\boldsymbol{x}, \boldsymbol{y}) \delta\left(t-t^{\prime}\right) . \tag{3.29}
\end{align*}
$$

In this case, the measurement record at each point of space is defined as

$$
\begin{equation*}
\mu(\boldsymbol{x})=\langle\hat{\mu}(\boldsymbol{x})\rangle+\hbar \int \mathrm{d} \boldsymbol{y} \gamma^{-1}(\boldsymbol{x}, \boldsymbol{y}) \xi_{\mu, t}(\boldsymbol{y}) \tag{3.30}
\end{equation*}
$$

where $\gamma^{-1}(\boldsymbol{x}, \boldsymbol{y})$ is the inverse kernel of $\gamma(\boldsymbol{x}, \boldsymbol{y})$ [cf. Eq. (1.28)]. From the measurement record, we can define the corresponding feedback Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=\int \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \boldsymbol{\mathcal { V }}(\boldsymbol{x}-\boldsymbol{y}) \hat{\mu}(\boldsymbol{x}) \mu(\boldsymbol{y}) \tag{3.31}
\end{equation*}
$$

The Hamiltonian in Eq. (3.31) constitutes a universal implementation of the full Newtonian interaction, as all the constituents receive the same information about the mass density at a given point. This Hamiltonian leads to the following contribution to the total dynamics of the system

$$
\begin{equation*}
(\mathrm{d}|\psi\rangle)_{\mathrm{fb}}=-\int \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}\left\{\frac{i}{\hbar} \mathcal{V}(\boldsymbol{x}-\boldsymbol{y}) \mu(\boldsymbol{y})+\frac{1}{2}\left(\mathcal{V} \circ \gamma^{-1} \circ \mathcal{V}\right)(\boldsymbol{x}, \boldsymbol{y}) \hat{\mu}(\boldsymbol{y})\right\} \hat{\mu}(\boldsymbol{x}) \mathrm{d} t|\psi\rangle . \tag{3.32}
\end{equation*}
$$

We obtain the full stochastic differential equation for the wave function from the results of Eq. (3.28) and Eq. (3.32). Straightforward calculations lead to

$$
\begin{align*}
& \mathrm{d}|\psi\rangle=\left(-\frac{i}{\hbar} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \mathcal{V}(\boldsymbol{x}-\boldsymbol{y}) \hat{\mu}(\boldsymbol{x}) \mu(\boldsymbol{y}) \mathrm{d} t-\frac{1}{2} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}\left(\mathcal{V} \circ \gamma^{-1} \circ \mathcal{V}\right)(\boldsymbol{x}, \boldsymbol{y}) \hat{\mu}(\boldsymbol{x}) \hat{\mu}(\boldsymbol{y}) \mathrm{d} t\right. \\
& -\frac{1}{8 \hbar^{2}} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}(\hat{\mu}(\boldsymbol{x})-\langle\hat{\mu}(\boldsymbol{x})\rangle)(\hat{\mu}(\boldsymbol{y})-\langle\hat{\mu}(\boldsymbol{y})\rangle) \mathrm{d} t+\frac{1}{2 \hbar} \int \mathrm{~d} \boldsymbol{x}(\hat{\mu}(\boldsymbol{x})-\langle\hat{\mu}(\boldsymbol{x})\rangle) \xi_{\mu, t}(\boldsymbol{x}) \mathrm{d} t \\
& \left.-\frac{i}{2 \hbar} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \boldsymbol{\mathcal { V }}(\boldsymbol{x}-\boldsymbol{y}) \hat{\mu}(\boldsymbol{x})(\hat{\mu}(\boldsymbol{y})-\langle\hat{\mu}(\boldsymbol{y})\rangle) \mathrm{d} t\right)|\psi\rangle . \tag{3.33}
\end{align*}
$$

The above evolution leads to the following master equation

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}+\hat{H}_{\text {grav }}, \hat{\rho}\right]-\int \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} D(\boldsymbol{x}, \boldsymbol{y})[\hat{\mu}(\boldsymbol{x}),[\hat{\mu}(\boldsymbol{y}), \hat{\rho}]], \tag{3.34}
\end{equation*}
$$

where we included the free Hamiltonian $\hat{H}_{0}$. The decoherence kernel $D(\boldsymbol{x}, \boldsymbol{y})$ appearing in Eq. (3.34) is defined as

$$
\begin{equation*}
D(\boldsymbol{x}, \boldsymbol{y})=\left[\frac{\gamma}{8 \hbar^{2}}+\frac{1}{2}\left(\mathcal{V} \circ \gamma^{-1} \circ \mathcal{V}\right)\right](\boldsymbol{x}, \boldsymbol{y}) \tag{3.35}
\end{equation*}
$$

### 3.3.1 The divergences in the decoherence term

Thus far, we have not specified the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$ in Eq. (3.35). Under the assumption of invariance under translations $(D(\boldsymbol{x}, \boldsymbol{y})=D(\boldsymbol{x}-\boldsymbol{y})$ ), one can show that any choice of $\gamma$ leads to divergences in the decoherence term in Eq. (3.34). In order to proceed, we consider a system constituted of point-like particles. Therefore, the mass density reads

$$
\begin{equation*}
\hat{\mu}(\boldsymbol{x})=\sum_{\alpha=1}^{N} m_{\alpha} \delta\left(\boldsymbol{x}-\hat{\boldsymbol{x}}_{\alpha}\right) . \tag{3.36}
\end{equation*}
$$

In Fourier space, the decoherence term of Eq. (3.34) with the mass density of Eq. (3.36) is given by

$$
\begin{equation*}
\int \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} D(\boldsymbol{x}, \boldsymbol{y})[\hat{\mu}(\boldsymbol{x}),[\hat{\mu}(\boldsymbol{y}), \hat{\rho}]]=\sum_{\alpha, \beta=1}^{N} m_{\alpha} m_{\beta} \int \frac{\mathrm{d} \boldsymbol{k} \widetilde{D}(\boldsymbol{k})}{(2 \pi \hbar)^{3 / 2}}\left[e^{-\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{\alpha}},\left[e^{\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{\beta}}, \hat{\rho}\right]\right], \tag{3.37}
\end{equation*}
$$

where $\widetilde{D}(\boldsymbol{k})$ is the Fourier transform of the decoherence kernel $D(\boldsymbol{x}-\boldsymbol{y})$. The divergences in the decoherence term come from the contributions in the above sum corresponding to the same particle $(\alpha=\beta)$. They are proportional to

$$
\begin{equation*}
\int \mathrm{d} \boldsymbol{k} \widetilde{D}(\boldsymbol{k})\left(2 \hat{\rho}-e^{-\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{\alpha}} \hat{\rho} e^{\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{\alpha}}-e^{\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{\alpha}} \hat{\rho} e^{-\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{\alpha}}\right) . \tag{3.38}
\end{equation*}
$$

Let us focus on the first term of the above expression. Explicit calculations show that

$$
\begin{equation*}
\int \mathrm{d} \boldsymbol{k} \widetilde{D}(\boldsymbol{k})=\int \mathrm{d} \boldsymbol{k}\left(\frac{\widetilde{\gamma}(\boldsymbol{k})}{8 \hbar^{2}}+\frac{\hbar G^{2}}{\pi} \frac{1}{k^{4} \widetilde{\gamma}(\boldsymbol{k})}\right) \tag{3.39}
\end{equation*}
$$

where we used the property $\widetilde{\gamma}(\boldsymbol{k}) \widetilde{\gamma^{-1}}(\boldsymbol{k})=(2 \pi \hbar)^{-3}$. Tilloy and Diósi proceeded to minimize the decoherence kernel $\widetilde{D}(\boldsymbol{k})$ with respect to $\widetilde{\gamma}(\boldsymbol{k})$. The minimum is achieved for

$$
\begin{equation*}
\widetilde{\gamma}(\boldsymbol{k})=G(2 \pi \hbar)^{3 / 2} /\left(\pi^{2} k^{2}\right) \Rightarrow \gamma(\boldsymbol{x}, \boldsymbol{y})=-2 \hbar \mathcal{V}(\boldsymbol{x}-\boldsymbol{y}) \tag{3.40}
\end{equation*}
$$

The above correlation kernel leads to the decoherence rate of the Diósi-Penrose model [43, 44], and in particular to

$$
\begin{equation*}
\int \mathrm{d} \boldsymbol{k} \widetilde{D}(\boldsymbol{k})=\frac{2(2 \pi \hbar)^{1 / 2} G}{\hbar} \int_{0}^{\infty} \mathrm{d} k \rightarrow \infty \tag{3.41}
\end{equation*}
$$

which is divergent and has been regularized by smearing the mass density [48]. Therefore, without a regularization mechanism, such as the one proposed by Tilloy and Diósi, which we describe in the following subsection, any choice of $\gamma(\boldsymbol{x}, \boldsymbol{y})$ in the decoherence kernel in Eq. (3.35) leads to divergences in the corresponding master equation.

### 3.3.2 Regularization in the TD formalism

The regularization mechanism for the master equation [cf. Eq. (3.34)] must include both the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$ as well as the Newtonian interaction $\mathcal{V}(\boldsymbol{x}, \boldsymbol{y})$. Indeed, a regularization of the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$ alone would result in another correlation which would still lead to divergences, as seen in the previous subsection. On the other hand, if one regularizes only the Newtonian potential $\mathcal{V}(\boldsymbol{x}, \boldsymbol{y})$, one may eventually remove the divergences on the contribution in the decoherence term due to the feedback, but not those due to the measurement. These arguments lead to consider a regularization mechanism which involves both the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$ and the Newtonian potential $\mathcal{V}(\boldsymbol{x}, \boldsymbol{y})$.

A possible regularization mechanism consists in smearing the mass density operator [3]. Under this approach, one replaces the mass density $\hat{\mu}(\boldsymbol{x})$ with the smeared one. The latter is given by

$$
\begin{equation*}
\hat{\nu}(\boldsymbol{r})=\int \mathrm{d} \boldsymbol{x} g(\boldsymbol{x}-\boldsymbol{r}) \hat{\mu}(\boldsymbol{x}) \tag{3.42}
\end{equation*}
$$

where $g(\boldsymbol{x}-\boldsymbol{r})$ is a smearing function. Explicit substitution of the above expression in Eq. (3.34) shows that this approach is formally equivalent to the regularization of the Newtonian potential $\mathcal{V}(\boldsymbol{x}-\boldsymbol{y})$ and the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$ with the smearing function $g(\boldsymbol{x}, \boldsymbol{y})$. One implements this approach through the replacements

$$
\begin{equation*}
\gamma \rightarrow g \circ \gamma \circ g, \quad \text { and } \quad \mathcal{V} \rightarrow g \circ \mathcal{V} \circ g, \tag{3.43}
\end{equation*}
$$

where the smearing function $g(\boldsymbol{x}, \boldsymbol{y})$ should be chosen to avoid all the divergences in Eq. (3.34) for any choice of the mass density and the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$. The Hamiltonian $\hat{H}_{\text {grav }}$ becomes

$$
\begin{equation*}
\hat{H}_{\text {grav }}^{\prime}=\frac{1}{2} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}(g \circ \mathcal{V} \circ g)(\boldsymbol{x}, \boldsymbol{y}) \hat{\mu}(\boldsymbol{x}) \hat{\mu}(\boldsymbol{y}) \tag{3.44}
\end{equation*}
$$

and the decoherence kernel $D(\boldsymbol{x}, \boldsymbol{y})$ in Eq. (3.35) now reads

$$
\begin{equation*}
D^{\prime}(\boldsymbol{x}, \boldsymbol{y})=\left[\frac{g \circ \gamma \circ g}{8 \hbar^{2}}+\frac{1}{2} g \circ\left(\mathcal{V} \circ \gamma^{-1} \circ \mathcal{V}\right) \circ g\right](\boldsymbol{x}, \boldsymbol{y}) . \tag{3.45}
\end{equation*}
$$

Therefore, the master equation (3.34) now reads

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}+\hat{H}_{\mathrm{grav}}^{\prime}\right]-\int \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} D^{\prime}(\boldsymbol{x}, \boldsymbol{y})[\hat{\mu}(\boldsymbol{x}),[\hat{\mu}(\boldsymbol{y}), \hat{\rho}]] . \tag{3.46}
\end{equation*}
$$

From now on, we refer to Eq. (3.46) as the master equation of the Tilloy-Diósi formalism. We remark that the choice $\gamma(\boldsymbol{x}, \boldsymbol{y})=-2 \hbar \mathcal{V}(\boldsymbol{x}, \boldsymbol{y})$, together with the regularization mechanism described above, completely specifies the TD model.

### 3.3.3 A model within the TD formalism

In Ref. [51], Kafri, Milburn and Taylor study the dynamical evolution of $N$ particles of mass $m$ forming a lattice. In order to avoid confusion with the model described in Section 3.1, we refer to their model as the KTM2 model. The mass density operator is taken as

$$
\begin{equation*}
\hat{\mu}(\boldsymbol{x})=m \sum_{\alpha} \hat{n}_{\alpha} \delta\left(\boldsymbol{x}-\boldsymbol{x}_{\alpha}\right), \tag{3.47}
\end{equation*}
$$

where $\hat{n}_{\alpha}$ stands for the number density of the $\alpha$-th lattice site at the position $\boldsymbol{x}_{\alpha}$. They considered a smeared Newtonian potential $\hat{V}_{\alpha \beta}=\chi_{\alpha \beta} \hat{n}_{\alpha} \hat{n}_{\beta}$, where the coefficients $\chi_{\alpha \beta}$ are defined as $\chi_{\alpha \beta}=-G m^{2} /\left[2\left(\left|\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right|+a\right)\right]$, with $a$ representing a length cutoff. By defining an ancillary field that stores a weak measurement result of the mass $m \hat{n}_{\alpha}$ at a given location, they implemented a measurement and feedback approach [51]. Therefore, as in the TD model, the KTM2 model implements the Newtonian interaction between the constituents of the system through the measurement of the mass density; in this case, through the use of the number operator. The corresponding master equation of the KTM2 model reads

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{i}{\hbar}\left[\hat{H}_{0}+\frac{1}{2} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \hat{V}_{\alpha \beta}, \hat{\rho}\right]-\frac{\gamma}{2} \sum_{\alpha=1}^{N}\left[\hat{n}_{\alpha},\left[\hat{n}_{\alpha}, \hat{\rho}\right]\right]-\frac{1}{2 \gamma} \sum_{\substack{\alpha, \beta, \epsilon=1 \\ \beta, \epsilon \neq \alpha}}^{N} \chi_{\alpha \beta} \chi_{\alpha \epsilon}\left[\hat{n}_{\beta},\left[\hat{n}_{\epsilon}, \hat{\rho}\right]\right], \tag{3.48}
\end{equation*}
$$

where we also included the evolution due to the free Hamiltonian $\hat{H}_{0}$, and the parameter $\gamma$ stands for the information rate gained by the measurement. The KTM2 model in Eq. (3.48) can be derived from the TD master equation [cf. Eq. (3.46)]. In order to see this, let us work first with the decoherence terms in both models, and denote them by $\mathcal{L}(\hat{\rho})$. For the KTM2 model, we have

$$
\begin{equation*}
\mathcal{L}(\hat{\rho})=-\sum_{\alpha=1}^{N}\left(\frac{\gamma}{2}+\frac{1}{2 \gamma} \sum_{\substack{\beta=1 \\ \beta \neq \alpha}}^{N} \chi_{\beta \alpha}^{2}\right)\left[\hat{n}_{\alpha},\left[\hat{n}_{\alpha}, \hat{\rho}\right]\right]-\frac{1}{2 \gamma} \sum_{\alpha=1}^{N} \sum_{\substack{\beta=1 \\ \beta \neq \alpha}}^{N} \sum_{\substack{\epsilon=1 \\ \beta \neq \alpha, \beta}}^{N} \chi_{\epsilon \alpha} \chi_{\epsilon \beta}\left[\hat{n}_{\alpha},\left[\hat{n}_{\beta}, \hat{\rho}\right]\right], \tag{3.49}
\end{equation*}
$$

where we are separating the double commutators terms that involve the same particle and those that mix different particles. On the other hand, by substituting the mass density in Eq. (3.47) in the master equation of the TD model
[cf. Eq. (3.46)], one obtains

$$
\begin{equation*}
\mathcal{L}(\hat{\rho})=-\sum_{\alpha=1}^{N} m^{2} D^{\prime}(\mathbf{0})\left[\hat{n}_{\alpha},\left[\hat{n}_{\alpha}, \hat{\rho}\right]\right]-\sum_{\substack{\alpha=1 \\ \beta=1 \\ \beta \neq \alpha}}^{N} m^{2} D^{\prime}\left(\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right)\left[\hat{n}_{\alpha},\left[\hat{n}_{\beta}, \hat{\rho}\right]\right] . \tag{3.50}
\end{equation*}
$$

From the results of Eq. (3.49) and Eq. (3.50), we can establish the following map between the KTM2 and the TD models

$$
\begin{align*}
m^{2} D^{\prime}(\mathbf{0}) & =\frac{\gamma}{2}+\frac{1}{2 \gamma} \sum_{\substack{\beta=1 \\
\beta \neq \alpha}}^{N} \chi_{\beta \alpha}^{2},  \tag{3.51}\\
m^{2} D^{\prime}\left(\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right) & =\frac{1}{2 \gamma} \sum_{\substack{\epsilon=1 \\
\epsilon \neq \alpha, \beta}}^{N} \chi_{\epsilon \alpha} \chi_{\epsilon \beta} .
\end{align*}
$$

Regarding the unitary part of both models, we will denote it by $U(\hat{\rho})$. For the KTM2 model, this term is given by

$$
\begin{equation*}
U(\hat{\rho})=-\frac{i}{2 \hbar} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \chi_{\alpha \beta}\left[\hat{n}_{\alpha} \hat{n}_{\beta}, \hat{\rho}\right], \tag{3.52}
\end{equation*}
$$

whereas for the TD model we have

$$
\begin{equation*}
U(\hat{\rho})=-\frac{i}{2 \hbar} m^{2} \sum_{\alpha=1}^{N} \mathcal{V}^{\prime}(\mathbf{0})\left[\hat{n}_{\alpha}^{2}, \hat{\rho}\right]-\frac{i}{2 \hbar} m^{2} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \mathcal{V}^{\prime}\left(\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right)\left[\hat{n}_{\alpha} \hat{n}_{\beta}, \hat{\rho}\right], \tag{3.53}
\end{equation*}
$$

where $\mathcal{V}^{\prime}=g \circ \mathcal{V} \circ g$. Comparing the results of Eq. (3.52) and Eq. (3.53), we obtain the following relation

$$
\begin{equation*}
m^{2} \mathcal{V}^{\prime}\left(\boldsymbol{x}_{\alpha}-\boldsymbol{x}_{\beta}\right)=\chi_{\alpha \beta} . \tag{3.54}
\end{equation*}
$$

The results of Eq. (3.51) and Eq. (3.54) show that the KTM2 model can be understood within the TD formalism. The self-interaction terms that appear in the TD master equation are removed by construction in the implementation of the KTM2 model as in the definition of the feedback operator in Ref. [51], they are explicitly excluded.

### 3.4 Comparison between the KTM and TD models

Let us compare the master equation of the TD model [cf. Eq. (3.46)] and that of the KTM model [cf. Eq. (3.13)]. In order to do this, let us reduce the TD model to a linearized Newtonian potential regime. We consider the position operator of each particle to be given as

$$
\begin{equation*}
\hat{\boldsymbol{x}}_{\alpha}=\boldsymbol{x}_{\alpha}^{(0)}+\Delta \hat{\boldsymbol{x}}_{\alpha}, \tag{3.55}
\end{equation*}
$$



Figure 3.4: Figure adapted from Ref. [59]. In the TD model, one measures the mass density at each point of space (solid arrows). Each particle receives the same same information about the mass density of the constituents. A full Newtonian-gravity is implemented through a feedback interaction (dashed arrows).
where $\Delta \hat{\boldsymbol{x}}_{\alpha}$ stands for the quantum displacement from the initial position $\boldsymbol{x}_{\alpha}^{(0)}$. Working with the Fourier representation of the mass density of the system [cf. Eq. (3.36)], one can directly substitute the position operator $\hat{\boldsymbol{x}}_{\alpha}$ with the expression in Eq. (3.55). In the case of small displacements, the TD model in Eq. (3.46) can be approximated as

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}= & -\frac{i}{\hbar}\left[\hat{H}_{0}, \hat{\rho}\right]+\frac{2 i \pi G}{\hbar} \sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{N} \sum_{l, j=1}^{3} m_{\alpha} m_{\beta} \eta_{\alpha \beta 2 l j}\left[\hat{x}_{\alpha l} \hat{x}_{\beta j}, \hat{\rho}\right]  \tag{3.56}\\
& -\sum_{\alpha, \beta=1}^{N} \sum_{l, j=1}^{3} m_{\alpha} m_{\beta} \eta_{\alpha \beta l j}\left[\hat{x}_{\alpha l},\left[\hat{x}_{\beta j}, \hat{\rho}\right]\right],
\end{align*}
$$

where $\hat{x}_{\alpha l}$ is the component in the $l$ direction of $\Delta \hat{\boldsymbol{x}}_{\alpha}$. We show a representation of the TD model in Fig. (3.4). The terms corresponding to the same particle ( $\alpha=\beta$ ) in $\hat{H}_{\text {grav }}^{\prime}$ were absorbed in the Hamiltonian $\hat{H}_{0}$. The parameters $\eta_{\alpha \beta l j}$ are defined as

$$
\begin{equation*}
\eta_{\alpha \beta l j}=\left(\frac{\pi^{3}}{8 \hbar^{5}}\right)^{1 / 2} \eta_{\alpha \beta 0 l j}+(8 \pi \hbar)^{1 / 2} G^{2} \eta_{\alpha \beta 4 l j}, \tag{3.57}
\end{equation*}
$$

where we set the coefficients $\eta_{\alpha \beta n l j}$ to be given by

$$
\begin{align*}
& \eta_{\alpha \beta 0 l j}=\int \mathrm{d} \boldsymbol{k} \widetilde{g}^{2}(\boldsymbol{k}) \widetilde{\gamma}(\boldsymbol{k}) k_{l} k_{j} e^{-\frac{i}{\hbar} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\alpha}^{(0)}-\boldsymbol{x}_{\beta}^{(0)}\right)}, \\
& \eta_{\alpha \beta 2 l j}=\int \frac{\mathrm{d} \boldsymbol{k}}{k^{2}} \widetilde{g}(\boldsymbol{k}) k_{l} k_{j} e^{-\frac{i}{\hbar} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\alpha}^{(0)}-\boldsymbol{x}_{\beta}^{(0)}\right)},  \tag{3.58}\\
& \eta_{\alpha \beta 4 l j}=\int \frac{\mathrm{d} \boldsymbol{k}}{k^{4}} \frac{\widetilde{g}^{2}(\boldsymbol{k})}{\widetilde{\gamma}(\boldsymbol{k})} k_{l} k_{j} e^{-\frac{i}{\hbar} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\alpha}^{(0)}-\boldsymbol{x}_{\beta}^{(0)}\right)},
\end{align*}
$$

and we are assuming that both the smearing function $g(\boldsymbol{x}, \boldsymbol{y})$ and the correlation kernel $\gamma(\boldsymbol{x}, \boldsymbol{y})$ are both given, in order to completely characterize the coefficients $\eta_{\alpha \beta n l j}$ in the above equation.

Let us now consider the particular case of the linearized TD model in one dimension, for a system of two particles. From Eq. (3.56), we get

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}= & -\frac{i}{\hbar}\left[\hat{H}_{0}-2 \pi G m_{1} m_{2}\left(\eta_{122}+\eta_{212}\right) \hat{x}_{1} \hat{x}_{2}, \hat{\rho}\right]-\sum_{\alpha=1}^{N} m_{\alpha}^{2} \eta_{\alpha \alpha}\left[\hat{x}_{\alpha},\left[\hat{x}_{\alpha}, \hat{\rho}\right]\right]  \tag{3.59}\\
& -m_{1} m_{2}\left(\eta_{12}\left[\hat{x}_{1},\left[\hat{x}_{2}, \hat{\rho}\right]\right]+\eta_{21}\left[\hat{x}_{2},\left[\hat{x}_{1}, \hat{\rho}\right]\right]\right) .
\end{align*}
$$

The above expression clearly differs from the KTM model in Eq. (3.13). In the KTM model, the double commutator terms contain only position operators corresponding to the same particle. In contrast, in the TD model, Eq. (3.59) mixes the position operators of different particles, as it is shown in the second line. Although both generalizations of the KTM model reduce to the result in Eq. (3.13) for two particles, the TD model and the KTM model are fundamentally different models [59].

Let us notice that one of the key aspects that explains the difference between these models relies in the definition of the noise in each model. In the KTM model, as well as its corresponding generalizations, the noises are intrinsically related to the positions of the particles, and follow them while they move in space. In the TD model, the particle feels different noises while moving in space, as by construction, there is one noise for each point of space. Moreover, the noise term in the measurement record in the KTM model [cf. Eq. (3.8)] monitors the fluctuations in the positions of a particle, whereas, in the TD model, the measurement record [cf. Eq. (3.30)] accounts for the fluctuations of the density in space without a direct reference to the particle that produces such mass density.

### 3.5 Full Newtonian gravity through a feedback mechanism

It is natural to ask if there are other possible ways to implement a full Newtonian gravity through a continuous measurement and feedback framework, as in the TD model. In order to address this issue, let us first consider the choice of the operator which is measured. For a system of point-like particles, it is morally the same to measure the position of the particles or the mass density of the system. However, from the physical point of view, the master equations are different as they correspond to different measurement schemes. If we measure the position as in the pairwise KTM model, then the noise is attached to the particle, while if we measure the mass density as in the TD model, then different noises act for a given particle, as the noise is defined at each point of space. Furthermore, in the case of a continuous measurement of the mass density, it is straightforward to apply the Wiseman-Milburn [1, 6] feedback formalism, as shown in Eq. (3.32). However, when one measures the position, it is not clear how to implement this prescription. Indeed, for a system of point-like particles, the Hamiltonian in Eq. (3.27)
reduces to

$$
\begin{equation*}
\hat{H}_{\text {grav }}=-\frac{1}{2} \sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \frac{G m_{\alpha} m_{\beta}}{\left|\hat{\boldsymbol{x}}_{\alpha}-\hat{\boldsymbol{x}}_{\beta}\right|}, \tag{3.60}
\end{equation*}
$$

once we remove the self-interactions. The application of the continuous measurement and feedback protocol would imply the replacement of the position operators $\hat{\boldsymbol{x}}_{\alpha}$ with the measurement records $\mathbf{r}_{\alpha}$. In this case, the feedback Hamiltonian would read

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=-\sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \frac{G m_{\alpha} m_{\beta}}{\left|\hat{\boldsymbol{x}}_{\alpha}-\mathbf{r}_{\beta}\right|} . \tag{3.61}
\end{equation*}
$$

We notice that the measurement records appear in a nonlinear form which, in particular, does not allow to implement the Wiseman-Milburn prescription to obtain the feedback contribution to the dynamics. Thus, there is not a clear procedure to construct a stochastic equation that leads to a completely positive dynamics [66]. Then, there is no guarantee that the resulting master equation for the density operator will be of the Lindblad form. This may result in faster-than-light signalling, which is an unacceptable feature for any consistent theory. Therefore, within a Markovian feedback framework, we are led to consider the mass density measurement in order to implement a full Newtonian interaction.

The second point to address is the protocol to be used. In the TD model, the whole system is measured and the information about the measurement is used to drive the dynamics of the system. This is the universal approach described before. In what follows, we show that a pairwise approach does not lead to a consistent model. Indeed, let us consider a system of $N$ point-like particles of mass density $\hat{\mu}_{\alpha}(\boldsymbol{x})$, and corresponding pairwise measurement records

$$
\begin{equation*}
\mu_{\alpha \beta}(\boldsymbol{x})=\left\langle\hat{\mu}_{\alpha}(\boldsymbol{x})\right\rangle+\hbar \int \mathrm{d} \mathbf{z} \gamma_{\alpha \beta}^{-1}(\boldsymbol{x}, \mathbf{z}) \xi_{\mu, \alpha \beta, t}(\mathbf{z}), \tag{3.62}
\end{equation*}
$$

where the noises are defined as

$$
\begin{align*}
\mathbb{E}\left[\xi_{\mu, \alpha \beta, t}(\boldsymbol{x})\right] & =0,  \tag{3.63}\\
\mathbb{E}\left[\xi_{\mu, \alpha \beta, t}(\boldsymbol{x}) \xi_{\mu, \alpha^{\prime} \beta^{\prime}, t^{\prime}}(\boldsymbol{y})\right] & =\delta_{\alpha \alpha^{\prime}} \delta_{\beta \beta^{\prime}} \gamma_{\alpha \beta}(\boldsymbol{x}, \boldsymbol{y}) \delta\left(t-t^{\prime}\right) .
\end{align*}
$$

If we consider the following feedback Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{fb}}=\sum_{\substack{\alpha, \beta=1 \\ \beta \neq \alpha}}^{N} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \mathcal{V}(\boldsymbol{x}, \boldsymbol{y}) \hat{\mu}_{\beta}(\boldsymbol{x}) \mu_{\alpha \beta}(\boldsymbol{y}) \tag{3.64}
\end{equation*}
$$

we arrive to the master equation

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}= & -\frac{i}{2 \hbar} \sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{N} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \mathcal{V}^{\prime}(\boldsymbol{x}, \boldsymbol{y})\left[\hat{\mu}_{\alpha}(\boldsymbol{x}) \hat{\mu}_{\beta}(\boldsymbol{y}), \hat{\rho}\right]  \tag{3.65}\\
& -\sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{N} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} D_{\alpha \beta}^{\prime}(\boldsymbol{x}, \boldsymbol{y})\left[\hat{\mu}_{\alpha}(\boldsymbol{x}),\left[\hat{\mu}_{\alpha}(\boldsymbol{y}), \hat{\rho}\right]\right],
\end{align*}
$$

with

$$
\begin{align*}
\mathcal{V}^{\prime}(\boldsymbol{x}, \boldsymbol{y}) & =(g \circ \mathcal{V} \circ g)(\boldsymbol{x}, \boldsymbol{y}), \\
D_{\alpha \beta}^{\prime}(\boldsymbol{x}, \boldsymbol{y}) & =\left(g \circ D_{\alpha \beta} \circ g\right)(\boldsymbol{x}, \boldsymbol{y}), \tag{3.66}
\end{align*}
$$

where the decoherence kernel $D_{\alpha \beta}(\boldsymbol{x}, \boldsymbol{y})$ reads

$$
\begin{equation*}
D_{\alpha \beta}(\boldsymbol{x}, \boldsymbol{y})=\left[\frac{\gamma_{\alpha \beta}}{8 \hbar^{2}}+\frac{1}{2}\left(\mathcal{V} \circ \gamma_{\beta \alpha}^{-1} \circ \mathcal{V}\right)\right](\boldsymbol{x}, \boldsymbol{y}) . \tag{3.67}
\end{equation*}
$$

The model in Eq. (3.65) successfully recovers the quantum Hamiltonian dynamics due to the Newtonian interaction between the constituents of the system, but also leads to decoherence effects. If we assume that all the correlation kernels $\gamma_{\alpha \beta}(\boldsymbol{x}, \boldsymbol{y})$ are equal, then we obtain that $D_{\alpha \beta}(\boldsymbol{x}, \boldsymbol{y})=D(\boldsymbol{x}, \boldsymbol{y})$ for all $\alpha, \beta$. One can perform a minimization procedure of the decoherence effects, which leads to $\gamma(\boldsymbol{x}, \boldsymbol{y})=-2 \hbar \mathcal{V}(\boldsymbol{x}, \boldsymbol{y})$, as in the TD model. Let us now consider the interaction between two systems, constituted by $N_{1}=1$ (with mass $m_{1}$ ) and $N_{2}$ particles, respectively, and a Gaussian smearing $g(\mathbf{z})=\left(2 \pi \sigma^{2}\right)^{-3 / 2} \exp \left(-\mathbf{z}^{2} / 2 \sigma^{2}\right)$. Working in Fourier space, tracing out over the degrees of freedom of the system with $N_{2}$ particles leads to

$$
\begin{align*}
& \operatorname{Tr}_{N_{2}}\left(-\sum_{\substack{\alpha, \beta=1 \\
\beta \neq \alpha}}^{N} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} D_{\alpha \beta}^{\prime}(\boldsymbol{x}, \boldsymbol{y})\left[\hat{\mu}_{\alpha}(\boldsymbol{x}),\left[\hat{\mu}_{\alpha}(\boldsymbol{y}), \hat{\rho}\right]\right]\right)  \tag{3.68}\\
& =\sum_{\beta=2}^{N} \frac{2 G m_{1}^{2}}{4 \pi^{2} \hbar^{2}} \int \frac{\mathrm{~d} \boldsymbol{k}}{k^{2}} e^{-\frac{\sigma^{2}}{\hbar^{2}} \boldsymbol{k}^{2}}\left(e^{\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{1}} \hat{\rho}_{1} e^{-\frac{i}{\hbar} \boldsymbol{k} \cdot \hat{\boldsymbol{x}}_{1}}-\hat{\rho}_{1}\right),
\end{align*}
$$

where we are setting $\hat{\rho}_{1}=\int \mathrm{d} \boldsymbol{x}_{2} \cdots \mathrm{~d} \boldsymbol{x}_{N}\left\langle\boldsymbol{x}_{2}\right| \otimes \cdots \otimes\left\langle\boldsymbol{x}_{N}\right| \hat{\rho}\left|\boldsymbol{x}_{N}\right\rangle \otimes \cdots \otimes\left|\boldsymbol{x}_{2}\right\rangle$. For a delocalized state such that the second term in Eq. (3.68) is dominant over the first one, the coherence decays with a rate $\Gamma$ given by

$$
\begin{equation*}
\Gamma=\sum_{\beta=2}^{N} \frac{2 G m_{1}^{2}}{4 \pi^{2} \hbar^{2}} \int \frac{\mathrm{~d} \boldsymbol{k}}{k^{2}} e^{-\frac{\sigma^{2}}{\hbar^{2}} \boldsymbol{k}^{2}}=\frac{N_{2} G m_{1}^{2}}{\sqrt{\pi} \hbar \sigma} . \tag{3.69}
\end{equation*}
$$

The above result indicates that the rate depends on the second system through its number of constituents [59]. This result is unphysical, since one can consider the
second system to be the whole Universe, and therefore, the above result would yield a vastly large decoherence rate. Therefore, unless one introduces major changes in the construction of the model, the pairwise approach is inconsistent. Let us notice that for the TD model, this inconsistency does not arise, as under the same approximations one finds that the coherence rate is given by

$$
\begin{equation*}
\Gamma_{\mathrm{TD}}=\frac{G m_{1}^{2}}{\sqrt{\pi} \hbar \sigma}, \tag{3.70}
\end{equation*}
$$

and therefore, depends only on the single particle of mass $m_{1}$ and not on the other system. These results indicate that, under the most natural constructions which implement gravity through a continuous measurement and Markovian feedback framework, the only physically consistent one is the Tilloy-Diósi model.

## Chapter 4

## Inflation and Cosmological Perturbations Theory

In this chapter we briefly review the basic aspects of inflation and the theory of cosmological perturbations, focusing on the scalar sector. The discussion mainly follows Refs. [67-69] Throughout the rest of this thesis, we work in reduced Planck units ( $\hbar=1, c=1$ ).

### 4.1 Inflation: Basic Concepts

Let us recall that the Cosmological Principle on which standard Cosmology is constructed states that, at each epoch, the Universe is homogeneous and isotropic [70]. This principle is valid for scales larger than 100 Mpc . In the case of smaller scales, one has well developed models describing the inhomogeneous structure [68].

The metric encoding the geometry resulting from the Cosmological Principle, when expressed in comoving coordinates, is the Robertson-Walker metric [70]. This metric corresponds to the unperturbed Universe. The time coordinate $t$ is chosen so that spacetime slices of fixed $t$ are homogeneous and isotropic [69]. Let us consider the time-ordered sequence of three-dimensional space-like hypersurfaces which are the natural choice for surfaces of constant time and are homogeneous and isotropic. The concept of homogeneity implies that at every point of any given hypersurface the physical conditions are the same. In addition, the isotropy requirement implies that the physical conditions are identical in all directions when viewed from a given point on the hypersurface [68]. These two assumptions lead to the construction of the Robertson-Walker line element $\mathrm{d} s^{2}$, which, in terms of the system $(x, \theta, \phi)$ of spatial coordinates, is described by

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t)\left[\frac{\mathrm{d} x^{2}}{1-K x^{2}}+x^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right)\right], \tag{4.1}
\end{equation*}
$$

where $a(t)$ is the dimensionless scale factor, and $K$ is the curvature constant [71]. In inflationary cosmology the value $K=0$, which corresponds to a flat (Euclidean) space, is favoured by observations [68]. In this case, we can use comoving Cartesian coordinates $(x, y, z)$ and set the line element as

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t)\left(\mathrm{d} x^{2}+\mathrm{d} y^{2}+\mathrm{d} z^{2}\right) . \tag{4.2}
\end{equation*}
$$

In terms of conformal time $\eta$, which is defined through the relation

$$
\begin{equation*}
\mathrm{d} t=a \mathrm{~d} \eta \tag{4.3}
\end{equation*}
$$

the Robertson-Walker metric is given by

$$
\begin{equation*}
\mathrm{d} s^{2}=a^{2}(\eta)\left[-\mathrm{d} \eta^{2}+\mathrm{d} x^{2}+\mathrm{d} y^{2}+\mathrm{d} z^{2}\right] . \tag{4.4}
\end{equation*}
$$

The standard Friedmann-Lemaître-Robertson Walker cosmology is a very successful model which describes the evolution and the composition of the Universe. However, it faces some problematic aspects which can be explained by the cosmic inflation theory. Let us recall these problems [69]:
i) Flatness problem: The density parameter $\Omega$ is defined as

$$
\begin{equation*}
\Omega-1=\frac{K}{a^{2} H^{2}}, \tag{4.5}
\end{equation*}
$$

where $H$ is the Hubble parameter. At the present time, $\Omega$ is very close to unity, which implies an even closer value to 1 in the past. The present Universe requires the condition $\left|\Omega\left(t_{\text {nuc }}\right)-1\right| \leq 10^{-16}$ to hold, where $t_{\text {nuc }}$ is the time at nucleosynthesis. Such finely initial condition seems extremely unlikely.
This problem is also known as the initial velocities problem, as it can be equivalently be rephrased by saying that for a given energy density distribution, the initial Hubble velocities must be adjusted to an accuracy of $10^{-56}$ in order to allow the negative gravitational energy of the matter to be compensated by a positive kinetic energy (due to Hubble expansion) [68]. The importance of the initial conditions is that if this fine-tuning is not present, almost all initial conditions lead to basically two scenarios. In the first of them, the outcome is a closed universe with an almost immediate recollapse. In the other scenario, one is led to an open universe in which the density parameter $\Omega$ becomes smaller than what is compatible with observations.
ii) Horizon problem: The comoving distance that the radiation travels after decoupling is considerably larger than the comoving distance over which causal interactions can occur before the cosmic microwave background (CMB) is released. Furthermore, the Universe must be homogeneous on scales much larger than the horizon size at the time of nucleosynthesis [72]. In general, it is not clear how to explain that the observable Universe is so nearly homogeneous at early times.

Concretely, at the initial Planckian time, the size of the Universe exceeded the causality scale by 28 orders of magnitude. The energy density $\epsilon$ was distributed with a fractional variation not greater than $\delta \epsilon / \epsilon \sim 10^{-4}$ within $10^{84}$ causally disconnected regions. No causal physical process (i.e., those in which signals do not propagate faster than light) can explain such distribution. For this reason, this problem is also called the homogeneity problem [68]. The Big Bang model did not offer a satisfactory explanation of the observed near homogeneity in the temperature seen in different regions of the sky.

Inflation provided an explanation to these problems of the FLRW model. It is defined as an initial era during which the expansion rate $\dot{a}$ is accelerating [69]. Therefore, inflation requires

$$
\begin{equation*}
\ddot{a}>0 \text {. } \tag{4.6}
\end{equation*}
$$

The above condition can be expressed as requiring that $\frac{\mathrm{d}}{\mathrm{d} t}\left(\frac{1}{H a}\right)<0$, which can be interpreted in a more straightforward way, as it indicates that the comoving Hubble length is decreasing with time.
Inflation solves both the flatness and the horizon problems. For the former, inflation allows to stretch any initial curvature of space to virtual flatness. For reasonable values of the density parameter $\Omega$, inflation guarantees that it will evolve to unity to very high precision. Therefore, the flatness problem is solved by inflation, as long as the observable Universe starts well inside the horizon ( $a H \ll H_{0}$ ). For the latter, inflation allows causal contact between two points further apart than the apparent horizon length [70].

The simplest scenario to implement cosmic inflation is through the consideration of a scalar field, which is denominated inflaton [68]. From the energy-momentum tensor of a classical field with potential $V(\varphi)$

$$
\begin{equation*}
T_{\beta}^{\alpha}=\varphi^{, \alpha} \varphi_{, \beta}-\left(\frac{1}{2} \varphi^{, \gamma} \varphi_{, \gamma}-V(\varphi)\right) \delta_{\beta}^{\alpha}, \tag{4.7}
\end{equation*}
$$

we obtain the energy density

$$
\begin{equation*}
\varepsilon=\frac{1}{2} \dot{\varphi}^{2}+V(\varphi), \tag{4.8}
\end{equation*}
$$

and pressure

$$
\begin{equation*}
p=\frac{1}{2} \dot{\varphi}^{2}-V(\varphi), \tag{4.9}
\end{equation*}
$$

where the dot indicates a derivate with respect to cosmic time $t$. In order to successfully implement inflation, one requires to keep $\dot{\varphi}^{2}$ small compared to $V(\varphi)$ during a sufficiently long time interval, which must last at least 75 e-folds (i.e. 75 Hubble times). Under this condition, we have that $p \approx-\varepsilon$.

The inflaton, being a homogeneous classical scalar field, obeys the following equation of motion [68]

$$
\begin{equation*}
\ddot{\varphi}+3 H \dot{\varphi}+\frac{\partial V}{\partial \varphi}=0 \tag{4.10}
\end{equation*}
$$

which can be obtained from requiring that $T_{\beta ; \alpha}^{\alpha}=0$. The above equation, as well the Friedmann equation

$$
\begin{equation*}
H^{2}=\frac{8 \pi G}{3}\left(\frac{1}{2} \dot{\varphi}^{2}+V(\varphi)\right) \tag{4.11}
\end{equation*}
$$

both describe the evolution of the inflaton. Notice that in the above equation, we have already assumed a flat universe $K=0$.

In the case of a massive scalar field $\left(V(\varphi)=\frac{1}{2} m^{2} \varphi^{2}\right)$, the above equation coincides with the equation for a harmonic oscillator with a friction term which is proportional to the Hubble parameter $H$. For the cases in which the friction is large, the acceleration can be neglected, enforcing the so-called slow-roll regime.

For a generic potential $V$, one has that $H \propto \sqrt{V}$ and, in the particular case of large values of the potential, the friction term can also lead to a slow-roll stage [68]. Moreover, during inflation the slow-roll is practically always satisfied [69]. We can assume that inflation is almost-exponential, which leads to consider

$$
\begin{equation*}
\frac{|\dot{H}|}{H^{2}} \ll 1 . \tag{4.12}
\end{equation*}
$$

From Eq. (4.12) and Eq. (4.11), we get the following condition

$$
\begin{equation*}
3 H \dot{\varphi}+\frac{\partial V}{\partial \varphi} \simeq 0 \tag{4.13}
\end{equation*}
$$

which is equivalent to neglecting the acceleration term in Eq. (4.10), i.e. setting the inequality $|\ddot{\varphi}| \ll 3 H|\dot{\varphi}|$. This is the condition required for slow-roll, and it indicates that $\dot{\varphi}$ does not change appreciably in one Hubble time [69]. Taking the time derivative of Eq. (4.13), we obtain

$$
\begin{equation*}
\ddot{\varphi} \simeq-\frac{\dot{H}}{H} \dot{\varphi}-\frac{\dot{\varphi}}{3 H} \frac{\partial^{2} V}{\partial \varphi^{2}} . \tag{4.14}
\end{equation*}
$$

This condition, along with Eq. (4.12) and Eq. (4.13), constitute the slow-roll approximation [69], which in turn implies the so-called flatness conditions:

$$
\begin{align*}
\epsilon_{\mathrm{f}}(\varphi) & \ll 1 & \text { where } & \epsilon_{\mathrm{f}}
\end{align*}
$$

where $M_{\mathrm{Pl}}=(8 \pi G)^{-1 / 2}$ is the reduced Planck mass. The importance of the flatness conditions relies on two facts. The first one is that inflation will not take place if these conditions are violated and that they are necessary for almost-exponential inflation. And the second one is that, for any reasonable initial value of $\dot{\varphi}$, the flatness conditions are sufficient for having a slow-roll inflation [69].

### 4.2 Cosmological perturbations

A more realistic representation of the Universe includes the presence of perturbations. If we denote by $g_{\mu \nu}^{(0)}$ the Robertson-Walker metric described in Eq. (4.1), which constitutes the background, then the full metric can be written as

$$
\begin{equation*}
g_{\mu \nu}=g_{\mu \nu}^{(0)}+\delta g_{\mu \nu} . \tag{4.16}
\end{equation*}
$$

We will limit ourselves to consider only scalar perturbations, which in general, may lead to growing inhomogeneities that in turn have effects on the dynamical evolution of matter. For a spatially flat universe, scalar quantities may enter into $\delta g_{i j}$ by taking ordinary partial derivatives of a scalar function. This is possible as, in the flat universe, the ordinary partial derivatives coincide with the covariant ones. In what follows, using the notation in Ref. [67], the (background) three-dimensional covariant derivative of a function $f$ with respect to some coordinate $i$ will be denoted as $f_{\mid i}$. The most general form of the line element for the background and scalar perturbations is given by

$$
\begin{equation*}
\mathrm{d} s^{2}=a^{2}(\eta)\left\{(1+2 \phi) \mathrm{d} \eta^{2}-2 B_{\mid i} \mathrm{~d} x^{i} \mathrm{~d} \eta-\left[(1-2 \psi) \gamma_{i j}+2 E_{\mid i j}\right] \mathrm{d} x^{i} \mathrm{~d} x^{j}\right\}, \tag{4.17}
\end{equation*}
$$

where $\phi, \psi, B$ and $E$ are four scalar quantities, which depend both on the spatial and time coordinates, and $\gamma_{i j}$ is the spatial background metric tensor. These four functions allow to construct gauge-invariant quantities. The simplest of them were introduced by Bardeen [73] and span the two-dimensional space of gaugeinvariant variables. They read

$$
\begin{align*}
& \Phi=\phi+\frac{1}{a}\left[\left(B-E^{\prime}\right) a\right]^{\prime}, \\
& \Psi=\psi+\frac{a^{\prime}}{a}\left(B-E^{\prime}\right), \tag{4.18}
\end{align*}
$$

where the prime indicates a derivative with respect to conformal time $\eta$. In general, the freedom of gauge choice allows to impose two conditions on the four functions $\phi, \psi, B$ and $E$.

For a metric with small perturbations, the Einstein tensor $G^{\mu}{ }_{\nu}$ can be written in the form

$$
\begin{equation*}
G^{\mu}{ }_{\nu}={ }^{(0)} G^{\mu}{ }_{\nu}+\delta G^{\mu}{ }_{\nu}, \tag{4.19}
\end{equation*}
$$

and similarly for the energy-momentum tensor $T^{\mu}{ }_{\nu}$. For small perturbations linearized around the background metric, the equations of motion read

$$
\begin{equation*}
\delta G^{\mu}{ }_{\nu}=\frac{1}{M_{\mathrm{Pl}}^{2}} \delta T^{\mu}{ }_{\nu} . \tag{4.20}
\end{equation*}
$$

Although both sides of the perturbed Einstein equations are not separately invariant under gauge transformations, one can construct gauge-invariant variables for both tensors through the gauge-invariant variables $\Phi$ and $\Psi$ in Eq. (4.18).
For the case of a scalar field minimally coupled to gravity, the action reads

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[\frac{1}{2} \varphi^{; \alpha} \varphi_{; \alpha}-V(\varphi)\right] . \tag{4.21}
\end{equation*}
$$

If one considers a homogeneous and isotropic universe with scalar perturbations as in Eq. (4.17), then the field $\varphi(\eta, \boldsymbol{x})$ can be decomposed as

$$
\begin{equation*}
\varphi(\eta, \boldsymbol{x})=\varphi_{0}(\eta)+\delta \varphi(\eta, \boldsymbol{x}) \tag{4.22}
\end{equation*}
$$

In this case, the gauge-invariant perturbations of the energy-momentum tensor can be written in terms of the Bardeen variable $\Phi$ [cf. Eq. (4.18)] and the gaugeinvariant perturbation of the scalar field

$$
\begin{equation*}
\delta \varphi^{(\mathrm{gi})}=\delta \varphi+\varphi_{0}^{\prime}\left(B-E^{\prime}\right) \tag{4.23}
\end{equation*}
$$

In what follows, we will work under the assumption $K=0$ [cf. Eq. (4.1)].
If we now consider a theory with total action

$$
\begin{equation*}
S=-\frac{M_{\mathrm{Pl}}^{2}}{2} \int \mathrm{~d}^{4} x \sqrt{-g} R+\int \mathrm{d}^{4} x \sqrt{-g}\left(\frac{1}{2} \varphi_{, \alpha} \varphi^{, \alpha}-V(\varphi)\right), \tag{4.24}
\end{equation*}
$$

the corresponding background equations read

$$
\begin{gather*}
\mathcal{H}^{2}=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\frac{1}{2}{\varphi_{0}^{\prime}}^{2}+V\left(\varphi_{0}\right) a^{2}\right),  \tag{4.25}\\
2 \mathcal{H}^{\prime}+\mathcal{H}^{2}=\frac{1}{M_{\mathrm{Pl}}^{2}}\left(-\frac{1}{2}{\varphi_{0}^{\prime}}^{2}+V\left(\varphi_{0}\right) a^{2}\right), \tag{4.26}
\end{gather*}
$$

where $\mathcal{H}$ is the Hubble parameter in conformal time. From the results of Eq. (4.25) and Eq. (4.26), one can derive the following relation

$$
\begin{equation*}
\mathcal{H}^{2}-\mathcal{H}^{\prime}=\frac{1}{2 M_{\mathrm{Pl}}^{2}} \varphi_{0}^{\prime 2} \tag{4.27}
\end{equation*}
$$

Let us now define the first Hubble flow parameter

$$
\begin{equation*}
\epsilon=1-\frac{\mathcal{H}^{\prime}}{\mathcal{H}^{2}} \tag{4.28}
\end{equation*}
$$

From Eq. (4.27), $\epsilon$ can be recast in the following form

$$
\begin{equation*}
\epsilon=\frac{\varphi_{0}^{\prime 2}}{2 M_{\mathrm{Pl}}^{2} \mathcal{H}^{2}} \tag{4.29}
\end{equation*}
$$

Let us introduce the gauge-invariant potential

$$
\begin{equation*}
v=a\left[\delta \varphi+\left(\frac{\varphi_{0}^{\prime}}{\mathcal{H}}\right) \psi\right]=a\left[\delta \varphi^{(\mathrm{gi})}+\frac{\varphi_{0}^{\prime}}{\mathcal{H}} \Psi\right] \tag{4.30}
\end{equation*}
$$

where the gauge-invariant scalar field variation $\delta \varphi^{(\mathrm{gi})}$ is given in Eq. (4.23). The gauge invariant quantity in Eq. (4.30) is called Mukhanov-Sasaki variable [67, 74]. In terms of this quantity, the expansion of the action in Eq. (4.24) up to the second order in the perturbations reads

$$
\begin{equation*}
\delta S=\frac{1}{2} \int \mathrm{~d}^{4} x\left(v^{\prime 2}-v_{, i} v_{, i}+\frac{z^{\prime \prime}}{z} v^{2}\right) \tag{4.31}
\end{equation*}
$$

In the above expression, we defined

$$
\begin{equation*}
z=a M_{\mathrm{Pl}} \sqrt{2 \epsilon} / c_{s}=\frac{a \varphi_{0}^{\prime}}{\mathcal{H}}, \tag{4.32}
\end{equation*}
$$

where $c_{s}$ is the speed of sound ( $c_{s}=1$ during inflation and $c_{s}=1 / \sqrt{3}$ during the radiation-dominated era). We remark that the first equality in the above equation is a general expression, valid at any stage of the evolution of the Universe, and the last equality is valid in the inflationary stage. The action in Eq. (4.31) is a particular case of the more general expression

$$
\begin{equation*}
\delta S=\int \mathcal{L} \mathrm{d}^{4} x=\frac{1}{2} \int \sqrt{\gamma} \mathrm{~d}^{4} x\left(v^{\prime 2}-c_{s}^{2} \gamma^{i j} v_{, i} v_{, j}+\frac{z^{\prime \prime}}{z} v^{2}\right), \tag{4.33}
\end{equation*}
$$

where $\gamma^{i k}$ is the metric on the background hypersurfaces of constant conformal time $\eta, \gamma$ the corresponding determinant, and we assume that the parameter $c_{s}^{2}$ is time-independent. Moreover, for the case of a flat universe, we have that $\gamma^{i k}=\delta^{i k}$, and therefore $\sqrt{\gamma}=1$. In order to quantize the action in Eq. (4.33), one needs to define the momentum $\pi$ canonically conjugate to $v$, which is given by $\partial \mathcal{L} / \partial v^{\prime}$. From the expression for the Lagrangian in Eq. (4.33), one obtains

$$
\begin{equation*}
\pi(\eta, \boldsymbol{x})=v^{\prime}(\eta, \boldsymbol{x}) . \tag{4.34}
\end{equation*}
$$

From Eq. (4.34) and Eq. (4.30), in the case of a flat universe, the Hamiltonian reads

$$
\begin{equation*}
H=\frac{1}{2} \int \mathrm{dx} \sqrt{\gamma}\left(\pi^{2}+c_{s}^{2} \delta^{i j} v_{, i} v_{, j}-\frac{z^{\prime \prime}}{z} v^{2}\right) . \tag{4.35}
\end{equation*}
$$

In order to quantize the Mukhanov-Sasaki variable $v$ and the conjugate momentum $\pi$, one requires the associated operators $\hat{v}$ and $\hat{\pi}$ to satisfy the following equal time commutation relations

$$
\begin{align*}
{\left[\hat{v}(\eta, \boldsymbol{x}), \hat{v}\left(\eta, \boldsymbol{x}^{\prime}\right)\right] } & =0 \\
{\left[\hat{\pi}(\eta, \boldsymbol{x}), \hat{\pi}\left(\eta, \boldsymbol{x}^{\prime}\right)\right] } & =0  \tag{4.36}\\
{\left[\hat{v}(\eta, \boldsymbol{x}), \hat{\pi}\left(\eta, \boldsymbol{x}^{\prime}\right)\right] } & =i \delta\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) .
\end{align*}
$$

From the variation of the action Eq. (4.33) with respect to the variable $v$, one gets the field equation for the operator $\hat{v}$, which reads

$$
\begin{equation*}
\hat{v}^{\prime \prime}-c_{s}^{2} \nabla^{2} \hat{v}-\frac{z^{\prime \prime}}{z} \hat{v}=0 \tag{4.37}
\end{equation*}
$$

It is convenient to work with the Fourier mode decomposition of the operator $\hat{v}$, namely:

$$
\begin{equation*}
\hat{v}(\eta, \boldsymbol{x})=\frac{1}{\sqrt{2}} \int \frac{\mathrm{~d} \boldsymbol{k}}{(2 \pi)^{3 / 2}}\left[v_{\boldsymbol{k}}^{*}(\eta) e^{i \boldsymbol{k} \cdot \boldsymbol{x}} \hat{a}_{\boldsymbol{k}}+v_{\boldsymbol{k}}(\eta) e^{-i \boldsymbol{k} \cdot \boldsymbol{x}} \hat{a}_{\boldsymbol{k}}^{\dagger}\right], \tag{4.38}
\end{equation*}
$$

where the creation $\left(\hat{a}_{k}^{\dagger}\right)$ and annihilation operators $\left(\hat{a}_{\boldsymbol{k}}\right)$ obey the following bosonic commutation relations

$$
\begin{align*}
{\left[\hat{a}_{\boldsymbol{k}}, \hat{a}_{\boldsymbol{k}^{\prime}}\right] } & =0 \\
{\left[\hat{a}_{\boldsymbol{k}}^{\dagger}, \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}\right] } & =0,  \tag{4.39}\\
{\left[\hat{a}_{\boldsymbol{k}}, \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}\right] } & =\delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime \prime}\right) .
\end{align*}
$$

Here, we defined the mode functions $v_{\boldsymbol{k}}(\eta)$, which satisfy the relation

$$
\begin{equation*}
v_{\boldsymbol{k}}^{\prime \prime}(\eta)+\omega_{k}^{2}(\eta) v_{\boldsymbol{k}}(\eta)=0, \quad \text { where } \quad \omega_{k}^{2}(\eta) \equiv c_{s}^{2} k^{2}-\frac{z^{\prime \prime}}{z} \tag{4.40}
\end{equation*}
$$

and we see the explicit time dependence in the frequency $\omega_{k}(\eta)$. The commutation relations defined for the canonical variable $\hat{v}$ and its conjugate momentum $\hat{\pi}$ in Eq. (4.36) are consistent with the commutation relations for the creation and annihilation operators in Eq. (4.39) as long as the modes $v_{k}(\eta)$ obey the condition

$$
\begin{equation*}
v_{\boldsymbol{k}}^{\prime}(\eta) v_{\boldsymbol{k}}^{*}(\eta)-v_{\boldsymbol{k}}(\eta) v_{\boldsymbol{k}}^{* \prime}(\eta)=2 i . \tag{4.41}
\end{equation*}
$$

To fully characterize the mode solution $v_{k}(\eta)$, one needs to set initial conditions for the mode as well as for its derivative, for the initial time $\eta=\eta_{0}$. In addition, it is necessary to define the vacuum state $|0\rangle$, which is the quantum state that satisfies

$$
\begin{equation*}
\hat{a}_{\boldsymbol{k}}|0\rangle=0, \quad \forall \boldsymbol{k} . \tag{4.42}
\end{equation*}
$$

During inflation one has $c_{s}^{2}=1$. Moreover, if we consider a constant Hubble parameter $H_{\mathrm{inf}}$, the scale factor reads

$$
\begin{equation*}
a(\eta)=-\frac{1}{\eta H_{\mathrm{inf}}}, \tag{4.43}
\end{equation*}
$$

and therefore the solution to Eq. (4.40) with the initial condition

$$
\begin{equation*}
v_{\boldsymbol{k}}(\eta)=\frac{1}{\sqrt{2 k}} e^{-i k \eta} \tag{4.44}
\end{equation*}
$$

is given by

$$
\begin{equation*}
v_{\boldsymbol{k}}(\eta)=\frac{1}{\sqrt{2 k}} e^{-i k \eta}\left(1-\frac{i}{k \eta}\right) \tag{4.45}
\end{equation*}
$$

We are interested in calculating the curvature perturbation $\hat{\mathcal{R}}$ [75], which is related to the variable $\hat{v}$ as

$$
\begin{equation*}
\hat{\mathcal{R}}=-\frac{\hat{v}}{z}, \tag{4.46}
\end{equation*}
$$

in the comoving gauge. The comoving curvature perturbation $\hat{\mathcal{R}}$ represents the
gravitational potential on constant $-\varphi$ surfaces. The corresponding power spectrum $\mathcal{P}_{\hat{\mathcal{R}}}(k)$ is related to the expectation value of the operator $\hat{\mathcal{R}}^{2}$ as

$$
\begin{equation*}
\langle 0| \hat{\mathcal{R}}^{2}(\eta, \boldsymbol{x})|0\rangle=\langle 0| \frac{\hat{v}^{2}(\boldsymbol{x}, \eta)}{z^{2}}|0\rangle=\int \mathrm{d} \ln k \mathcal{P}_{\hat{\mathcal{R}}}(k), \tag{4.47}
\end{equation*}
$$

where $k=|\mathbf{k}|$. These results will allow us to calculate the modifications to the power spectrum of $\hat{\mathcal{R}}$ due to the inclusion of dynamical collapse models.

## Chapter 5

## Dynamical Collapse Models

Dynamical collapse models are phenomenological models which propose the addition of nonlinear and stochastic terms to the standard Schrödinger evolution, in order to account for the collapse of the wave function of the system without imposing it through a postulate. In this chapter, we briefly review the basic concepts which define this alternative theory to Quantum Mechanics. We also discuss their connection with Quantum Measurement Theory and, in particular, with Quantum continuous measurements. This discussion follows mainly from Ref. [76].

### 5.1 An alternative to Quantum Mechanics

Quantum Mechanics is undoubtedly one of the most successful theories in Physics, as it has been able to explain a wide spectrum of phenomena, and is not yet disproved by experimental evidence. However, at the level of its foundations, there are issues for which the standard Copenhagen interpretation does not provide full and incontrovertible explanations. Among these issues, one has the lack of a mass scale that divides microscopic from macroscopic objects [76]. This is important because the superposition principle holds for microscopic objects, but there are no observed superpositions in different position states of macroscopic systems. Although at the pragmatical level, one can implement without problems the postulates of Quantum Mechanics and compare the predictions of the theory with the experimental evidence, at a theoretical level the separation between micro and macro is artificial and ill-defined.

Moreover, the Copenhagen interpretation postulates that the evolution of a system takes place in two different forms, depending if it is being measured or not [76, 77]. During a measurement, the evolution is nondeterministic and probabilistic. At any other time, the evolution is deterministic, and it follows the Schrödinger equation. This framework does not solve the so-called quantum measurement problem [78].

The above issues have given rise to either alternative interpretations of standard Quantum Mechanics, or to the proposal of alternative theories [79-81]. In particular, we will focus on the works in Refs. [4, 82, 83], which have pointed out that there must be a universal dynamics to which both Quantum and Classical Mechanics are approximations in appropriate limits. They proposed that this universal dynamics should be stochastic and nonlinear. On one hand, the nonlinearity allows the breakdown of superpositions during a measurement. On the other hand, the stochasticity of the dynamics indicates that the outcomes of the
measurement occur randomly. It is necessary in order to avoid faster-than-light communication due to the presence of the nonlinear terms. Both of these characteristics should be negligible for microscopic systems, in order to reproduce the experimentally observed superposition in quantum systems, and to preserve the deterministic Schrödinger evolution [76].

The acknowledgement of the need to introduce a nonlinear equation to describe the quantum evolution of a system [84], instead of the standard Schrödinger equation, led to the Quantum Mechanics with Spontaneous Localization (QMSL) model. This model, which is also referred to as Ghirardi-Rimini-Weber (GRW) model, constructs a dynamical reduction model based on two main lines [82]. The first one is to guarantee the definite position in space to macroscopic objects, through the choice of a preferred basis in which the reduction takes place. The other one is the existence of an amplification mechanism that appears when going from a microscopic to a macroscopic level. This mechanism allows to recover the classical-like behaviour of macroscopic objects, as the wave function of an object collapses with a rate which is proportional to the size of the system [76]. The GRW model relies on two assumptions, which are applied to a system of $N$ distinguishable particles. The first one is that each of these particles experiences a sudden spontaneous localization process. The second one is that between successive spontaneous processes, the system evolves following the Schrödinger equation.

In the context of dynamical collapse models one should also refer to the DiósiPenrose model [43, 44], which proposes a different dynamics, derived from gravitational considerations, in place of that described by the Schrödinger equation. Moreover, to explain the lack of universal macroscopic quantum fluctuations, the Quantum Mechanics with Universal Density Localization (QMUDL) model was proposed. The latter is based on density localization processes whose strength is proportional to the gravitational constant $[4,49]$. This construction resembles the localization processes implemented in the Quantum Mechanics with Universal Position Localization (QMUPL) proposal, which in turn presents slight differences with respect to the GRW model [49].

The ideas of the GRW model were retaken and refined in the Continuous Spontaneous Localization (CSL) model [4, 83]. In this proposal, one implements the collapse towards one of the spatially localized eigenstates of the particle number density operator of a quantum system, through the assumption of the existence of a randomly fluctuating field that couples with the particle number density operator. In its mass proportional version, this model is defined at the level of the wave function through the following stochastic differential equation [76]

$$
\begin{align*}
\mathrm{d}|\psi\rangle & =\left[-\frac{i}{\hbar} \hat{H} \mathrm{~d} t+\frac{\sqrt{\gamma}}{m_{0}} \int \mathrm{~d} \boldsymbol{x}[\hat{M}(\boldsymbol{x})-\langle\hat{M}(\boldsymbol{x})\rangle] \mathrm{d} W_{t}(\boldsymbol{x})\right.  \tag{5.1}\\
& \left.-\frac{\gamma}{2 m_{0}^{2}} \int \mathrm{~d} \boldsymbol{x}[\hat{M}(\boldsymbol{x})-\langle\hat{M}(\boldsymbol{x})\rangle]^{2} \mathrm{~d} t\right]|\psi\rangle,
\end{align*}
$$

where $\hat{H}$ is the standard quantum Hamiltonian of the system and the parameter
$\gamma$ is a coupling constant that encodes the strength of the collapse process. In addition, $W_{t}(\boldsymbol{x})$ denotes an ensemble of independent Wiener processes, one defined at each space point $\boldsymbol{x}$. They are characterized through the correlation

$$
\begin{equation*}
\mathbb{E}\left[\xi_{t}(\boldsymbol{x}) \xi_{t^{\prime}}(\boldsymbol{y})\right]=\delta(\boldsymbol{x}-\boldsymbol{y}) \delta\left(t-t^{\prime}\right) \tag{5.2}
\end{equation*}
$$

where $\xi(t, \boldsymbol{x})=\mathrm{d} W_{t}(\boldsymbol{x}) / \mathrm{d} t$ is the associated white-noise field, and $\mathbb{E}[\cdot]$ denotes the stochastic average, as before. Finally, the operator $\hat{M}(\boldsymbol{x})$ in Eq. (5.1) is a smeared mass density operator

$$
\begin{equation*}
\hat{M}(\boldsymbol{x})=\sum_{j} m_{j} \hat{N}_{j}(\boldsymbol{x}), \quad \hat{N}_{j}(\boldsymbol{x})=\frac{1}{\left(\sqrt{2 \pi} r_{c}\right)^{3}} \int \mathrm{~d} \boldsymbol{y} e^{-(\boldsymbol{y}-\boldsymbol{x})^{2} / 2 r_{c}^{2}} \hat{a}_{j}^{\dagger}(\boldsymbol{y}) \hat{a}_{j}(\boldsymbol{y}) \tag{5.3}
\end{equation*}
$$

where $\hat{a}_{j}^{\dagger}(\boldsymbol{y})$ and $\hat{a}_{j}(\boldsymbol{y})$ are the creation and annihilation operators of a particle of type $j$ in the space point $\boldsymbol{y}$, and $r_{c}$ is a second phenomenological parameter of the model. The collapse operators are the density number operators $\hat{a}_{j}^{\dagger}(\boldsymbol{y}) \hat{a}_{j}(\boldsymbol{y})$. This leads to the suppression of superpositions containing different number of particles in different points of space.

An equivalent form of writing the stochastic differential equation for the wave function of the CSL model is the following

$$
\begin{align*}
\mathrm{d}|\psi\rangle & =\left[-\frac{i}{\hbar} \hat{H} \mathrm{~d} t+\frac{\sqrt{\gamma}}{m_{0}} \int \mathrm{~d} \boldsymbol{x}[\hat{\mathcal{M}}(\boldsymbol{x})-\langle\hat{\mathcal{M}}(\boldsymbol{x})\rangle] \mathrm{d} \bar{W}_{t}(\boldsymbol{x})\right. \\
& \left.-\frac{\gamma}{2 m_{0}^{2}} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}[\hat{\mathcal{M}}(\boldsymbol{x})-\langle\hat{\mathcal{M}}(\boldsymbol{x})\rangle] G(\boldsymbol{x}-\boldsymbol{y})[\hat{\mathcal{M}}(\boldsymbol{y})-\langle\hat{\mathcal{M}}(\boldsymbol{y})\rangle] \mathrm{d} t\right]|\psi\rangle \tag{5.4}
\end{align*}
$$

where now the mass density operator $\hat{\mathcal{M}}(\boldsymbol{x})$ is not smeared. Namely, it has the form

$$
\begin{equation*}
\hat{\mathcal{M}}(\boldsymbol{x})=\sum_{j} m_{j} \hat{\mathcal{N}}_{j}(\boldsymbol{x})=\sum_{j} m_{j} \hat{a}_{j}^{\dagger}(\boldsymbol{x}) \hat{a}_{j}(\boldsymbol{x}), \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
G(\boldsymbol{x})=\frac{1}{\left(4 \pi r_{c}^{2}\right)^{3 / 2}} e^{-\boldsymbol{x}^{2} / 4 r_{c}^{2}} . \tag{5.6}
\end{equation*}
$$

The noises $\bar{W}_{t}(\boldsymbol{x})$ are now correlated as

$$
\begin{equation*}
\mathbb{E}\left[\bar{\xi}_{t}(\boldsymbol{x}) \bar{\xi}_{t^{\prime}}(\boldsymbol{y})\right]=G(\boldsymbol{x}-\boldsymbol{y}) \delta\left(t-t^{\prime}\right) . \tag{5.7}
\end{equation*}
$$

The importance of this equivalent form of expressing the stochastic differential equation of the CSL model is that one can provide a physical interpretation to the noise assumed in the model. Namely, it can be interpreted as a classical random field filling space, which is Gaussian correlated in space.

To see the connection between the CSL model as described in Eq. (5.1) and Quantum Measurement Theory, let us consider once again the stochastic differential equation that describes the continuous measurement of a quantum observable,
namely Eq. (1.29), and set

$$
\begin{equation*}
\hat{a}(\boldsymbol{x})=\hat{M}(\boldsymbol{x}), \quad \delta a_{t}(\boldsymbol{x})=\frac{2 \hbar \sqrt{\gamma}}{m_{0}} \xi_{t}(\boldsymbol{x}) \Rightarrow \gamma(\boldsymbol{x}, \boldsymbol{y})=\frac{4 \hbar^{2} \gamma}{m_{0}^{2}} \delta(\boldsymbol{x}-\boldsymbol{y}) . \tag{5.8}
\end{equation*}
$$

In this way, we arrive at the stochastic differential equation of the CSL model [cf. Eq. (5.1)]. This shows that formally, the CSL model is indistinguishable from a Quantum continuous measurement of the smeared mass density operator defined in Eq. (5.3), and therefore, we can use the concepts of Quantum Measurement Theory in order to describe the properties of the CSL model. The relation between spontaneous collapse models and continuous measurements was already pointed out in Ref [85]. From Eq. (1.33), we have that the CSL master equation reads

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t}=-\frac{\gamma}{2 m_{0}^{2}} \int \mathrm{~d} \boldsymbol{x}[\hat{M}(\boldsymbol{x}),[\hat{M}(\boldsymbol{x}), \hat{\rho}]] . \tag{5.9}
\end{equation*}
$$

For completeness, let us notice that the alternative stochastic differential equation of the CSL model [cf. Eq. (5.4)] can be obtained from Eq. (1.29) by setting

$$
\begin{equation*}
\hat{a}(\boldsymbol{x})=\hat{\mathcal{M}}(\boldsymbol{x}), \quad \delta a_{t}(\boldsymbol{x})=\frac{2 \hbar \sqrt{\gamma}}{m_{0}} \bar{\xi}_{t}(\boldsymbol{x}) \Rightarrow \gamma(\boldsymbol{x}, \boldsymbol{y})=\frac{4 \hbar^{2} \gamma}{m_{0}^{2}} G(\boldsymbol{x}-\boldsymbol{y}) \tag{5.10}
\end{equation*}
$$

which makes manifest the fact that in the equivalent form the correlation is redefined as a Gaussian one, and therefore the mass density operator $\hat{\mathcal{M}}(\boldsymbol{x})$ is just the standard one.

Let us finally notice the following property about the expectation values of operators. For an arbitrary operator $\hat{O}$, the expectation value $\bar{O}=\mathbb{E}[\langle\psi| \hat{O}|\psi\rangle]$ can be calculated in terms of the density operator $\hat{\rho}$ as $\bar{O}=\operatorname{Tr}[\hat{O} \hat{\rho}]$. This allows to use any unravelling that yields the same master equation of the CSL model in order to calculate the expectation values of the observables. In particular, let us consider the following unravelling, which is equivalent to that in Eq. (5.4):

$$
\begin{align*}
\mathrm{d}|\psi\rangle & =\left[-\frac{i}{\hbar} \hat{H} \mathrm{~d} t-i \frac{\sqrt{\gamma}}{m_{0}} \int \mathrm{~d} \mathbf{x} \hat{\mathcal{M}}(\boldsymbol{x}) \mathrm{d} \bar{W}_{t}(\boldsymbol{x})\right. \\
& \left.-\frac{\gamma}{2 m_{0}^{2}} \int \mathrm{~d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} G(\boldsymbol{y}-\boldsymbol{x}) \hat{\mathcal{M}}(\boldsymbol{x}) \hat{\mathcal{M}}(\boldsymbol{y}) \mathrm{d} t\right]|\psi\rangle . \tag{5.11}
\end{align*}
$$

Thus far, the stochastic differential equations for the wave function have been expressed in the Itô formalism. Let us now consider the corresponding Stratonovich form of the unravelling in Eq. (5.11). We have

$$
\begin{equation*}
\frac{\mathrm{d}|\psi\rangle}{\mathrm{d} t}=-\frac{i}{\hbar}\left[\hat{H}+\frac{\hbar \sqrt{\gamma}}{m_{0}} \int \mathrm{~d} \boldsymbol{x} \hat{\mathcal{M}}(\boldsymbol{x}) \bar{\xi}_{t}(\boldsymbol{x})\right]|\psi\rangle . \tag{5.12}
\end{equation*}
$$

From the above equation we can interpret the CSL model to be a modification of the standard Schrödinger evolution by the addition of the following stochastic

Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{CSL}}=\frac{\hbar \sqrt{\gamma}}{m_{0}} \int \mathrm{~d} \boldsymbol{x} \hat{\mathcal{M}}(\boldsymbol{x}) \bar{\xi}_{t}(\boldsymbol{x}) \tag{5.13}
\end{equation*}
$$

The use of $\hat{H}_{\text {CSL }}$ in order to calculate the expectation value of a quantum operator $\bar{O}$ is known as the noise trick [86], and will prove to be a key element in the implementation of dynamical collapse models in a Cosmological scenario that is presented in Chapter 6.

### 5.2 Dynamical Collapse models and Cosmology

One of the open problems of dynamical collapse models is to derive a consistent generalization that is valid within a relativistic scenario [87-92]. However, different implementations of dynamical collapse models (or of the need of describing a collapse of the wavefunction), and in particular of the CSL model, have been proposed within a cosmological context [93-114]. The choice to work with the CSL model follows from its robustness and the fact that it is regarded as the most advanced collapse model [76]. We recall that the Cosmological Principle leads to consider the existence of a privileged frame, namely the frame comoving with the cosmic fluid, in which the Robertson-Walker metric is defined. This indicates that, within a cosmological context, there is a natural notion of time [115]. Moreover, let us recall that one of the main motivations which led in the first place to the construction of dynamical collapse models was to find solutions to the quantum measurement problem [78]. In this regard, it is argued that, in a cosmological context, this issue becomes more manifest and, in addition, concepts such as "observers" and "detectors" do not have precise definitions within a primordial Universe [112]. The fact that dynamical collapse models do not depend on the existence of an observer in order to describe the dynamical evolution of a system constitutes an appealing feature for considering them within a cosmological context, where the origin of the noise which is assumed in the model might be explained [116]. In addition, collapse models are falsifiable models, and therefore the theoretical predictions can be verified with observations.

As mentioned before, the CSL model leaves two parameters to be determined, namely $\lambda$ and $r_{c}$. Among the constraints of these parameters, some have considered Cosmology related phenomena to compare the theoretical predictions due to the CSL model with observations. These works obtained bounds from a consideration of the heating of the intergalactic medium [94, 95]. In addition, the importance of the collapse of the state vector has been acknowledged in works implementing the construction of chronogenesis and cosmogenesis models [102]. Moreover, collapse models have been considered as a candidate to implement an effective cosmological constant [117]. Here, one exploits the fact that the narrowing of the wavefunction amounts to violations of energy conservation [76]. However, most of the work in this area is related to possible effects of collapse models during inflation and the emergence of the cosmic structure in the Universe. Regarding the latter, several works remark the necessity of a collapse mechanism to provide a satisfactory explanation of the origin of the observed
structure $[93,98,99,103,104]$. As for the former, the work is focused on the study of the modifications to the spectra of primordial perturbations, either at a scalar or at a tensorial level [105-107, 109, 111, 112].

Despite the research that has already been developed, several doubts have arisen about how to implement dynamical collapse models within a cosmological context. The origin of these problems lies, as mentioned before, in the lack of a consistent and universal generalization of dynamical collapse models, and in particular of the CSL model. Concretely, the choice of what should be the proper collapse operator that generalizes the non-relativistic collapse models is unclear [113,114]. We took into account these problems when proposing an implementation of collapse model within an inflationary context, as described in the following chapter.

## Chapter 6

## Dynamical Collapse Models effects on the Evolution of the Comoving Curvature Perturbation

In this chapter we present a framework to account for the effects of dynamical collapse models on the power spectrum of the comoving curvature perturbation $\hat{\mathcal{R}}$. We apply such a framework to the inflationary stage of the evolution of the Universe, as well as to the radiation-dominated era. The results in this section follow from Ref. [118].

### 6.1 An interaction picture approach

Following previous works which discuss the effects of the CSL model on the power spectrum of the comoving curvature perturbation $\hat{\mathcal{R}}$ during inflation [112114], we tackle the same problem. In order to do so, let us consider that the total Hamiltonian describing the system is given by

$$
\begin{equation*}
\hat{H}_{\text {total }}=\hat{H}+\hat{H}_{\mathrm{DC}}, \tag{6.1}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian of the scalar perturbations in standard Cosmology, i.e. in absence of dynamical collapse model effects; while the Hamiltonian $\hat{H}_{\mathrm{DC}}$ encodes the contribution to dynamical collapse models to the evolution of the perturbations.

Let us denote with $\hat{U}$ and $\hat{U}_{\mathrm{DC}}$ the evolution operators due to the Hamiltonians $\hat{H}$ and $\hat{H}_{\mathrm{DC}}$, respectively. The evolution operators are explicitly given by

$$
\begin{gather*}
\hat{U}=\mathcal{T}\left\{\exp \left[-i \int_{\eta_{0}}^{\eta} \mathrm{d} \eta^{\prime} \hat{H}\left(\eta^{\prime}\right)\right]\right\}  \tag{6.2}\\
\hat{U}_{\mathrm{DC}}=\mathcal{T}\left\{\exp \left[-i \int_{\eta_{0}}^{\eta} \mathrm{d} \eta^{\prime} \hat{H}_{\mathrm{DC}}\left(\eta^{\prime}\right)\right]\right\}, \tag{6.3}
\end{gather*}
$$

where $\eta_{0}$ is some initial (conformal) time.

In general, the interaction picture form of an arbitrary operator $\hat{O}^{I}(\eta)$ and state $\left|\psi^{I}(\eta)\right\rangle$ is respectively given by [119]

$$
\begin{align*}
& \hat{O}^{I}(\eta)=\hat{U}^{-1}\left(\eta, \eta_{0}\right) \hat{O} \hat{U}\left(\eta, \eta_{0}\right),  \tag{6.4}\\
& \left|\psi^{I}(\eta)\right\rangle=\hat{U}_{\mathrm{DC}}\left(\eta, \eta_{0}\right)\left|\psi\left(\eta_{0}\right)\right\rangle . \tag{6.5}
\end{align*}
$$

Thus far, we have not specified the form of the Hamiltonian $\hat{H}_{\mathrm{DC}}$. Following the noise trick, described in the previous chapter, we consider in analogy to Eq. (5.13), that $\hat{H}_{\mathrm{DC}}$ in the Schrödinger picture is defined as

$$
\begin{equation*}
\hat{H}_{\mathrm{DC}}=\frac{\sqrt{\gamma}}{m_{0}} \int \mathrm{~d} \boldsymbol{x} \xi_{\eta}(\boldsymbol{x}) \hat{\mathcal{H}}_{\mathrm{DC}}(\eta, \boldsymbol{x}) . \tag{6.6}
\end{equation*}
$$

In the above equation, the Hamiltonian density $\hat{\mathcal{H}}_{D C}$ is a non-stochastic operator. Furthermore, the noise $\xi_{\eta}(\boldsymbol{x})$ in Eq. (6.6) is characterized through the following properties

$$
\begin{align*}
\mathbb{E}\left[\xi_{\eta}(\boldsymbol{x})\right] & =0, \\
\mathbb{E}\left[\xi_{\eta}(\boldsymbol{x}) \xi_{\eta^{\prime}}(\boldsymbol{y})\right] & =\frac{\delta\left(\eta-\eta^{\prime}\right)}{a(\eta)} \frac{1}{\left(4 \pi r_{c}^{2}\right)^{3 / 2}} e^{-a^{2}(\eta)(\boldsymbol{x}-\boldsymbol{y})^{2} /\left(4 r_{c}^{2}\right)} . \tag{6.7}
\end{align*}
$$

The correlation in Eq. (6.7) is defined in such a way that when performing the change of coordinates to cosmic time $t$ and physical coordinates $\boldsymbol{x}_{\boldsymbol{p}}$, the correlation coincides with that of the standard CSL model. From Eq. (6.6) and Eq. (6.4), we have that in the interaction picture

$$
\begin{equation*}
\hat{H}_{\mathrm{DC}}^{I}(\eta)=\frac{\sqrt{\gamma}}{m_{0}} \int \mathrm{~d} \boldsymbol{x} \xi_{\eta}(\boldsymbol{x}) \hat{\mathcal{H}}_{\mathrm{DC}}^{I}(\eta, \boldsymbol{x}) . \tag{6.8}
\end{equation*}
$$

For an arbitrary operator $\hat{O}$, let us consider the expansion of the expectation value $\langle\psi| \hat{O}|\psi\rangle=\left\langle\psi^{I}(\eta)\right| \hat{O}^{I}(\eta)\left|\psi^{I}(\eta)\right\rangle$. We have

$$
\begin{align*}
\langle\psi| \hat{O}|\psi\rangle & \approx\left\langle\psi\left(\eta_{0}\right)\right| \hat{O}^{I}(\eta)\left|\psi\left(\eta_{0}\right)\right\rangle-i \int_{\eta_{0}}^{\eta} \mathrm{d} \eta^{\prime}\left\langle\psi\left(\eta_{0}\right)\right|\left[\hat{O}^{I}(\eta), \hat{H}_{\mathrm{DC}}^{I}\left(\eta^{\prime}\right)\right]\left|\psi\left(\eta_{0}\right)\right\rangle \\
& -\int_{\eta_{0}}^{\eta} \int_{\eta_{0}}^{\eta^{\prime}} \mathrm{d} \eta^{\prime} \mathrm{d} \eta^{\prime \prime}\left\langle\psi\left(\eta_{0}\right)\right|\left[\hat{H}_{\mathrm{DC}}^{I}\left(\eta^{\prime \prime}\right),\left[\hat{H}_{\mathrm{DC}}^{I}\left(\eta^{\prime}\right), \hat{O}^{I}(\eta)\right]\right]\left|\psi\left(\eta_{0}\right)\right\rangle \tag{6.9}
\end{align*}
$$

Taking the stochastic average over all the realizations, and using the expression for the Hamiltonian in Eq. (6.8), we find that

$$
\begin{align*}
& \bar{O}=\mathbb{E}[\langle\psi| \hat{O}|\psi\rangle] \approx \mathbb{E}\left[\left\langle\psi\left(\eta_{0}\right)\right| \hat{O}^{I}\left|\psi\left(\eta_{0}\right)\right\rangle\right] \\
& -\frac{i \sqrt{\gamma}}{m_{0}} \int_{\eta_{0}}^{\eta} \mathrm{d} \eta^{\prime} \mathrm{d} \boldsymbol{x}^{\prime} \mathbb{E}\left[\xi_{\eta}\left(\boldsymbol{x}^{\prime}\right)\right]\left\langle\psi\left(\eta_{0}\right)\right|\left[\hat{O}^{I}(\eta), \hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime}\right)\right]\left|\psi\left(\eta_{0}\right)\right\rangle \\
& -\frac{\gamma}{m_{0}^{2}} \int_{\eta_{0}}^{\eta} \int_{\eta_{0}}^{\eta^{\prime}} \mathrm{d} \eta^{\prime} \mathrm{d} \eta^{\prime \prime} \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} \mathbb{E}\left[\xi_{\eta^{\prime \prime}}\left(\boldsymbol{x}^{\prime \prime}\right) \xi_{\eta^{\prime}}\left(\boldsymbol{x}^{\prime}\right)\right]  \tag{6.10}\\
& \times\left\langle\psi\left(\eta_{0}\right)\right|\left[\hat{\mathcal{H}}_{\mathrm{DC}}\left(\eta^{\prime \prime}, \boldsymbol{x}^{\prime \prime}\right),\left[\hat{\mathcal{H}}_{\mathrm{DC}}\left(\eta^{\prime}, \boldsymbol{x}^{\prime}\right), \hat{O}^{I}(\eta)\right]\right]\left|\psi\left(\eta_{0}\right)\right\rangle,
\end{align*}
$$

By applying the expressions in Eq. (6.7) and integrating over one of the conformal times, we obtain

$$
\begin{align*}
\bar{O} & =\langle 0| \hat{O}^{I}(\eta)|0\rangle \\
& -\frac{\lambda}{2 m_{0}^{2}} \int_{\eta_{0}}^{\eta} \frac{\mathrm{d} \eta^{\prime}}{a\left(\eta^{\prime}\right)} \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} e^{-\frac{a^{2}\left(\eta^{\prime}\right)\left(\boldsymbol{x}^{\prime \prime}-x^{\prime}\right)^{2}}{4 r_{c}^{2}}}\langle 0|\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime \prime}\right),\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime}\right), \hat{O}^{I}(\eta)\right]\right]|0\rangle, \tag{6.11}
\end{align*}
$$

where the collapse rate $\lambda$ is defined as $\lambda \equiv \gamma /\left(4 \pi r_{c}^{2}\right)^{3 / 2}$, and we considered that the initial state of the system is the vacuum state $|0\rangle$.

In what follows, we are interested in calculating the expectation of the operator

$$
\begin{equation*}
\hat{O}^{I}(\eta)=\hat{\mathcal{R}}^{2}=\frac{\hat{v}^{2}(\eta, \boldsymbol{x})}{z^{2}}=\frac{c_{s}^{2} \hat{v}^{2}(\eta, \boldsymbol{x})}{2 \epsilon M_{\mathrm{Pl}}^{2} a^{2}(\eta)}, \tag{6.12}
\end{equation*}
$$

where we recall that $\hat{\mathcal{R}}$ is the comoving curvature perturbation, described in terms of the Mukhanov-Sasaki variable $\hat{v}(\eta, \boldsymbol{x})$ [cf. Eq. (4.46)]. We are thus considering the same problem as previous works in the literature [105-107, 109, 111, 112, 115], namely, to calculate the corrections to the power spectrum of the comoving curvature perturbation due to the incorporation of collapse models.

### 6.2 The choice of collapse operator

As seen in Chapter 4, in linear perturbation theory, the dynamical evolution of $\hat{\mathcal{R}}$ is usually computed within a Fourier space description. Indeed, linear perturbation theory allows a description in which the Fourier modes evolve independently. This particular feature of the evolution of the comoving curvature perturbation has been kept in previous works which incorporate dynamical collapse models within a cosmological scenario. These works consider a system of independent stochastic differential equations, one for each Fourier mode. This is possible under appropriate choices of the collapse operator. For example, in Ref. [111], the collapse operator is chosen to be the Mukhanov-Sasaki variable itself. From Eq. (4.38), we see that this operator does not mix different Fourier
modes because it is linear in the creation and annihilation operators. Similarly, in Ref. [112], the collapse operator is chosen to be a smeared density contrast $\hat{\mu}(\boldsymbol{x})$, which is subsequently linearized with respect to $\hat{v}$ and its conjugate momentum $\hat{p}$. In cosmic time $t, \hat{\mu}(\boldsymbol{x})$ is given by

$$
\begin{equation*}
\hat{\mu}(\boldsymbol{x})=3 M_{\mathrm{P} \mathbf{1}} H^{2}\left(\frac{a}{r_{c}}\right)^{3} \int \mathrm{~d} \boldsymbol{y} \frac{\delta \hat{\rho}}{\bar{\rho}}(\boldsymbol{x}+\boldsymbol{y}) e^{-\frac{|\boldsymbol{y}|^{2} a^{2}}{2 r_{c}^{2}}}, \tag{6.13}
\end{equation*}
$$

where $\delta \hat{\rho}$ is the density fluctuation and $\bar{\rho}$ is the homogeneous component of the energy density. Both this choice, as well as the one in Ref. [111], are such that, in Fourier space, the collapse operator $\hat{C}(\boldsymbol{k})$ is of the form

$$
\begin{equation*}
\hat{C}(\boldsymbol{k})=\alpha_{\boldsymbol{k}} \hat{v}(\eta, \boldsymbol{k})(\eta)+\beta_{\boldsymbol{k}} \hat{p}(\eta, \boldsymbol{k}), \tag{6.14}
\end{equation*}
$$

where $\alpha_{k}$ and $\beta_{\boldsymbol{k}}$ are suitable functions of $\boldsymbol{k}$. Therefore, these choices of collapse operator are linear with respect to the Mukhanov-Sasaki variable $\hat{v}(\eta, \boldsymbol{k})$ and its conjugate momentum $\hat{p}(\eta, \boldsymbol{k})$ in Fourier space. This allows to write down a stochastic evolution for the wave function that is independent for each Fourier mode.

In order to motivate our choice of collapse operator, let us consider once again the standard CSL model. In this case, the collapse operator [cf. Eq. (5.5)] is quadratic in the creation and annihilation operators. Therefore, when working in Fourier space, this operator couples different Fourier modes, as shown in Ref. [120]. Thus, if already at a standard level the collapse operator mixes different Fourier modes, one expects that this property also holds when considering its extension within a cosmological setting. We notice that the collapse operator choices of previous works do not mix different Fourier modes comes only as a consequence of choosing a linearized version of the operators.
These considerations lead us to choose the collapse operator $\hat{\mathcal{H}}_{\mathrm{DC}}(\eta, \boldsymbol{x})$ in Eq. (6.6) to the Hamiltonian density of the rescaled variable $\hat{v}(\eta, \boldsymbol{x})$ of the standard inflationary cosmological scenario. This operator encodes the energy of the system, which is a suitable generalization within a cosmological context of the mass density in the standard CSL model, which is non-relativistic. Moreover, as we will see below, this operator is quadratic in the creation and annihilation operators, in analogy to the mass density in the standard CSL model. As we will see, this particular choice does not allow an independent Fourier-mode description of the dynamical evolution of the comoving curvature perturbation $\hat{\mathcal{R}}$. We also notice that, from the definition of the unitary operator $\hat{U}$ in Eq. (6.2), we have that the interaction picture operators $\hat{O}^{I}$ in our framework, coincide with the Heisenberg picture operators $\hat{O}^{H}$ in the standard cosmological scenario. This will allow a straightforward identification of the explicit form of the collapse operator.

### 6.3 Dynamical collapse effects during inflation

From the expression for the Hamiltonian density in Eq. (4.35), the collapse operator during the inflationary stage of the Universe evolution reads

$$
\begin{equation*}
\hat{\mathcal{H}}_{\mathrm{DC}}^{I}(\eta, \boldsymbol{x})=\frac{1}{2}\left(\left(\frac{\partial \hat{v}(\eta, \boldsymbol{x})}{\partial \eta}\right)^{2}+(\nabla \hat{v}(\eta, \boldsymbol{x}))^{2}-\frac{2}{\eta^{2}} \hat{v}^{2}(\eta, \boldsymbol{x})\right) . \tag{6.15}
\end{equation*}
$$

We notice that in the above equation, we are approximating the metric to correspond to that of a de Sitter universe [69]. From the definition of the rescaled variable $\hat{v}(\eta, \boldsymbol{x})$ in Eq. (4.38), we have that

$$
\begin{align*}
\hat{\mathcal{H}}_{\mathrm{DC}}^{I}(\eta, \boldsymbol{x}) & =\frac{1}{2} \frac{1}{(2 \pi)^{3}} \int \mathrm{~d} \boldsymbol{q} \mathrm{~d} \boldsymbol{p} e^{i(\boldsymbol{p}+\boldsymbol{q}) \cdot \boldsymbol{x}}\left(f_{2}(\eta, \boldsymbol{p}, \boldsymbol{q}) \hat{a}_{\boldsymbol{p}} \hat{a}_{\boldsymbol{q}}+g_{2}(\eta, \boldsymbol{p}, \boldsymbol{q}) \hat{a}_{\boldsymbol{p}} \hat{a}_{-\boldsymbol{q}}^{\dagger}\right.  \tag{6.16}\\
& \left.+g_{2}^{*}(\eta, \boldsymbol{p}, \boldsymbol{q}) \hat{a}_{-\boldsymbol{p}}^{\dagger} \hat{a}_{\boldsymbol{q}}+f_{2}^{*}(\eta, \boldsymbol{p}, \boldsymbol{q}) \hat{a}_{-\boldsymbol{p}}^{\dagger} \hat{a}_{-\boldsymbol{q}}^{\dagger}\right) .
\end{align*}
$$

In the above equations, the functions $f_{2}(\eta, \boldsymbol{p}, \boldsymbol{q})$ and $g_{2}(\eta, \boldsymbol{p}, \boldsymbol{q})$ are defined

$$
\begin{align*}
& f_{2}(\eta, \boldsymbol{p}, \boldsymbol{q})=j(\eta, \boldsymbol{p}, \boldsymbol{q})-\left[(\boldsymbol{p} \cdot \boldsymbol{q})+\frac{2}{\eta^{2}}\right] f(\eta, \boldsymbol{p}, \boldsymbol{q}),  \tag{6.17}\\
& g_{2}(\eta, \boldsymbol{p}, \boldsymbol{q})=l(\eta, \boldsymbol{p}, \boldsymbol{q})-\left[(\boldsymbol{p} \cdot \boldsymbol{q})+\frac{2}{\eta^{2}}\right] g(\eta, \boldsymbol{p}, \boldsymbol{q}) .
\end{align*}
$$

Here, we set the functions $f(\eta, \boldsymbol{p}, \boldsymbol{q})$ and $g(\eta, \boldsymbol{p}, \boldsymbol{q})$ to be

$$
\begin{align*}
f(\eta, \boldsymbol{p}, \boldsymbol{q}) & =v_{\boldsymbol{p}}(\eta) v_{\boldsymbol{q}}(\eta)  \tag{6.18}\\
g(\eta, \boldsymbol{p}, \boldsymbol{q}) & =v_{\boldsymbol{p}}(\eta) v_{\boldsymbol{q}}^{*}(\eta),
\end{align*}
$$

and, in terms of $v_{\boldsymbol{p}}^{\prime}(\eta)$, we define the functions $j(\eta, \boldsymbol{p}, \boldsymbol{q})$ and $l(\eta, \boldsymbol{p}, \boldsymbol{q})$ as

$$
\begin{align*}
j(\eta, \boldsymbol{p}, \boldsymbol{q}) & =v_{\boldsymbol{p}}^{\prime}(\eta) v_{\boldsymbol{q}}^{\prime}(\eta) \\
l(\eta, \boldsymbol{p}, \boldsymbol{q}) & =v_{\boldsymbol{p}}^{\prime}(\eta) v_{\boldsymbol{q}}^{\prime *}(\eta) \tag{6.19}
\end{align*}
$$

By substituting the collapse operator defined in Eq. (6.15) in the expression for the expectation value of an arbitrary operator $\hat{O}$ in Eq. (6.11), we have that in general,

$$
\begin{align*}
\bar{O} & =\langle 0| \hat{O}^{I}(\eta)|0\rangle \\
& -\frac{\lambda}{2 m_{0}^{2}} \int_{\eta_{0}}^{\eta} \frac{\mathrm{d} \eta^{\prime}}{a\left(\eta^{\prime}\right)} \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} e^{-\frac{a^{2}\left(\eta^{\prime}\right)\left(\boldsymbol{x}^{\prime \prime}-x^{\prime}\right)^{2}}{4 r_{c}}}\langle 0|\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime \prime}\right),\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime}\right), \hat{O}^{I}(\eta)\right]\right]|0\rangle \\
& =\left\langle\hat{O}^{I}\right\rangle+\Delta\left\langle\hat{O}^{I}\right\rangle, \tag{6.20}
\end{align*}
$$

where $\left\langle\hat{O}^{I}\right\rangle=\langle 0| \hat{O}^{I}(\eta)|0\rangle$. From Eq. (6.20), and in the case of $\hat{O}^{I}(\eta)=\hat{\mathcal{R}}^{2}$, the first term in Eq. (6.20) yields the standard power spectrum of the comoving curvature perturbation, and the second term yields the correction due to the dynamical collapse model. Therefore, we have

$$
\begin{equation*}
\Delta\left\langle\hat{\mathcal{R}}^{2}\right\rangle=-\frac{\lambda}{2 m_{0}^{2}} \int_{\eta_{0}}^{\eta} \frac{\mathrm{d} \eta^{\prime}}{a\left(\eta^{\prime}\right)} \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} e^{-\frac{a^{2}\left(\eta^{\prime}\right)\left(x^{\prime \prime}-x^{\prime}\right)^{2}}{4 r_{c}^{2}}}\langle 0|\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime \prime}\right),\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime}\right), \hat{\mathcal{R}}^{2}\right]\right]|0\rangle . \tag{6.21}
\end{equation*}
$$

By taking into consideration the explicit form of $\hat{\mathcal{H}}_{\mathrm{DC}}^{I}(\eta, \boldsymbol{x})$ in Eq. (6.16), we can simply compute the commutators. Thus, we obtain

$$
\begin{align*}
\Delta\left\langle\hat{\mathcal{R}}^{2}\right\rangle & =-\frac{\lambda r_{c}^{3}}{8 \epsilon_{\text {inf }} M_{\mathrm{P}}^{2} m_{0}^{2} a^{2}(\eta) \pi^{9 / 2}} \int_{\eta_{0}}^{\eta} \frac{\mathrm{d} \eta^{\prime}}{a^{4}\left(\eta^{\prime}\right)} \int \mathrm{d} \boldsymbol{q} \mathrm{~d} \boldsymbol{p} e^{-\frac{r_{c}^{2}}{a^{2}\left(\eta^{\prime}\right)}(\boldsymbol{q}+\boldsymbol{p})^{2}} \\
& \times \mathfrak{R e}\left[f_{2}\left(\eta^{\prime}, \boldsymbol{q}, \boldsymbol{p}\right)\left(g_{2}\left(\eta^{\prime},-\boldsymbol{q},-\boldsymbol{p}\right) f^{*}(\eta, \boldsymbol{q},-\boldsymbol{q})-f_{2}^{*}\left(\eta^{\prime},-q,-\boldsymbol{p}\right) g(\eta, \boldsymbol{q},-\boldsymbol{q})\right)\right] \tag{6.22}
\end{align*}
$$

In order to simplify the above result, we can make use of the properties of the functions defined in Eq. (6.17) and Eq. (6.18). The exponential term in the above integrand, coming from the Gaussian correlation of the noise, is invariant under the interchange of integration variables $\boldsymbol{p}$ and $\boldsymbol{q}$. Thus, we can rewrite the above equation in the following form

$$
\begin{equation*}
\Delta\left\langle\hat{\mathcal{R}}^{2}\right\rangle=-\frac{\lambda r_{c}^{3}}{8 \epsilon_{\text {inf }} M_{\mathrm{Pl}}^{2} m_{0}^{2} a^{2}(\eta) \pi^{9 / 2}} \int_{\eta_{0}}^{\eta} \frac{\mathrm{d} \eta^{\prime}}{a^{4}\left(\eta^{\prime}\right)} \mathrm{d} \boldsymbol{q} \mathrm{~d} \boldsymbol{p} e^{-\frac{r_{c}^{2}}{a^{2}\left(\eta^{\prime}\right)}(\boldsymbol{q}+\boldsymbol{p})^{2}} \mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right), \tag{6.23}
\end{equation*}
$$

where
$\mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)=\mathfrak{R e}\left(f_{2}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right) g_{2}\left(\eta^{\prime}, \boldsymbol{q}, \boldsymbol{p}\right) f^{*}(\eta, \boldsymbol{q}, \boldsymbol{q})-f_{2}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right) f_{2}^{*}\left(\eta^{\prime}, \boldsymbol{q}, \boldsymbol{p}\right) g(\eta, \boldsymbol{p}, \boldsymbol{p})\right)$.
During the inflationary stage, and in the perfect de Sitter limit [69], the mode $v_{k}(\eta)$ is given by Eq. (4.45). Therefore, the substitution of the corresponding expression in Eq. (6.24) yields

$$
\begin{aligned}
& \mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)= \\
& \mathfrak{R e}\left[\frac { 1 } { 8 \eta ^ { \prime } p ^ { 3 } q ^ { 4 } } ( 1 + \frac { i } { \eta _ { e } q } ) ^ { 2 } e ^ { - 2 i q ( \eta ^ { \prime } - \eta _ { e } ) } \left[\left(\left(-\eta^{\prime 2} p^{2}+i \eta^{\prime} p+1\right)\right.\right.\right. \\
& \left.\times\left(\eta^{\prime 2} q^{2}-i \eta^{\prime} q-1\right)-\left(\eta^{\prime} p-i\right)\left(\eta^{\prime} q-i\right)\left(\eta^{\prime 2}(\boldsymbol{p} \cdot \boldsymbol{q})+2\right)\right) \\
& \left.\left(\left(\eta^{\prime 2} p^{2}+i \eta^{\prime} p-1\right)\left(\eta^{\prime 2} q^{2}-i \eta^{\prime} q-1\right)-\left(\eta^{\prime} p+i\right)\left(\eta^{\prime} q-i\right)\left(\eta^{\prime 2}(\boldsymbol{p} \cdot \boldsymbol{q})+2\right)\right)\right] \\
& -\frac{1}{\eta^{\prime 8} p^{4} q^{3}}\left(1-\frac{i}{\eta_{e} p}\right)\left(1+\frac{i}{\eta_{e} p}\right)\left[\left(\left(-\eta^{\prime 2} p^{2}+i \eta^{\prime} p+1\right)\right.\right. \\
& \left.\times\left(\eta^{\prime 2} q^{2}-i \eta^{\prime} q-1\right)-\left(\eta^{\prime} p-i\right)\left(\eta^{\prime} q-i\right)\left(\eta^{\prime 2}(\boldsymbol{p} \cdot \boldsymbol{q})+2\right)\right) \\
& \left.\left.\left(-\left(\eta^{\prime 2} p^{2}+i \eta^{\prime} p-1\right)\left(\eta^{\prime 2} q^{2}+i \eta^{\prime} q-1\right)-\left(\eta^{\prime} p+i\right)\left(\eta^{\prime} q+i\right)\left(\eta^{\prime 2}(\boldsymbol{p} \cdot \boldsymbol{q})+2\right)\right)\right]\right] .
\end{aligned}
$$

During the inflationary stage, the scale factor $a$ is inversely proportional to the conformal time. Namely, we have that $a(\eta) \approx-\frac{1}{H_{\text {int } \eta}}$. Therefore, the exponential appearing in Eq. (6.23) becomes $\exp \left(-r_{c}^{2} H_{\mathrm{inf}}^{2} \eta^{\prime 2}(\boldsymbol{p}+\boldsymbol{q})^{2}\right)$. We assume that the parameter $r_{c}$ of the model is such that it is safe to assume that the condition $r_{c} H_{\text {inf }} \gg 1$ holds. For illustrative purposes, if we take the GRW value of $r_{c} \sim 10^{27} M_{\mathrm{Pl}}^{-1}$, and one has $H_{\text {inf }} \sim 10^{-5} M_{\mathrm{Pl}}$, then the condition $r_{c} H \gg 1$ holds. This condition allows to suppress all the contributions in the integrand of Eq. (6.23) for which the condition $q \eta^{\prime} \ll 1$ is violated. Notice that the latter condition is satisfied for the modes of cosmological interest at the end of inflation. Therefore, we can, in a first approximation, expand $\mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)$ in powers of $q \eta^{\prime}$. To leading order, we obtain

$$
\begin{equation*}
\mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)=\frac{1}{8 p^{3} q^{4} \eta^{\prime 8}}\left(-\frac{2 q^{4} \eta_{e}^{4}}{9}+\frac{16 q^{4} \eta_{e} \eta^{\prime 3}}{9}-\frac{4 p^{3} q \eta^{\prime 6}}{\eta_{e}^{2}}-\frac{32 q^{4} \eta^{\prime 6}}{9 \eta_{e}^{2}}\right) . \tag{6.25}
\end{equation*}
$$

From this result, and by taking into account the condition $\eta_{e}<\eta^{\prime}$, we retain only the last two terms in the right-hand side of the above equation. From this, we obtain the leading-order contribution

$$
\begin{equation*}
\Delta\left\langle\hat{\mathcal{R}}^{2}\right\rangle \approx \frac{17}{36} \frac{\lambda H_{\mathrm{inf}}^{3}}{\pi^{2} \epsilon_{\mathrm{inf}} M_{\mathrm{Pl}}^{2} m_{0}^{2}} \int_{\eta_{0}}^{\eta_{e}} \mathrm{~d} \ln \eta \mathrm{~d} \ln k . \tag{6.26}
\end{equation*}
$$

Therefore, comparing this result with the expression in Eq. (4.47), we find that the leading order correction to the power spectrum $\mathcal{P}_{\hat{\mathcal{R}}}$ of the curvature perturbation reads

$$
\begin{equation*}
\Delta \mathcal{P}_{\hat{\mathcal{R}}} \approx \frac{17}{36} \frac{\lambda H_{\mathrm{inf}}^{3}}{\pi^{2} \epsilon_{\mathrm{inf}} M_{\mathrm{Pl} 1}^{2} m_{0}^{2}} \ln \left(\frac{\eta_{e}}{\eta_{0}}\right) . \tag{6.27}
\end{equation*}
$$

The above results depend only on the collapse rate $\lambda$ and not on $r_{c}$. However, in general, we expect the correction to depend on both of the phenomenological parameters of the model, $\lambda$ and $r_{c}$. The above expression can be used to set bounds on these parameters. Once again, let us consider the typical value of $\lambda$ in the GRW model, $\lambda=10^{-16} \mathrm{~s}^{-1}[76,82]$. In this case, we find that the correction $\Delta \mathcal{P}_{\hat{\mathcal{R}}}$ to the power spectrum of $\hat{\mathcal{R}}$ is of order $\mathcal{O}\left[10^{-34}\right]$. This is 24 orders of magnitude lower than the power spectrum, which is of order $\mathcal{O}\left[10^{-10}\right]$. This result indicates that, for proper choices of the phenomenological parameter of the dynamical collapse model defined through Eq. (6.6), the corrections to the power spectrum of $\hat{\mathcal{R}}$ predicted by incorporating the dynamical collapse model are negligible with respect to the standard cosmological scenario.

### 6.4 Dynamical collapse effects during the radiation dominated era

In standard Cosmology, the power spectrum of the comoving curvature perturbation is frozen after the inflationary stage for the modes of cosmological interest $[68,69]$. There is no need to study the evolution of the modes during the radiation
dominated era that follows inflation. However, if we now incorporate the action of dynamical collapse models into the description of the evolution of the modes, this may no longer hold [112]. As a first approximation, we do not consider the reheating period after inflation and study the effects of dynamical collapse models during the radiation dominated era.
From Eq. (4.40), during the radiation dominated era, the modes $v_{\boldsymbol{k}}(\eta)$ satisfy

$$
\begin{equation*}
v_{\boldsymbol{k}}^{\prime \prime}(\eta)+\frac{1}{3} k^{2} v_{\boldsymbol{k}}(\eta)=0 . \tag{6.28}
\end{equation*}
$$

In order to determine the general solution of the above equation, one matches the curvature perturbation and its derivative at $\eta=\eta_{e}$, i.e. at the end of inflation, with those corresponding to the inflationary stage [112]. A straightforward calculation yields

$$
\begin{align*}
v_{\boldsymbol{k}}(\eta) & =\frac{\sqrt{3}}{2 \eta_{e}^{2} \sqrt{\epsilon_{\text {inf }}} k} k^{5 / 2} e^{-i k \eta_{e}}\left\{\left[(1+\sqrt{3})\left(k \eta_{e}\right)^{2}-\sqrt{3}-i(1+\sqrt{3}) k \eta_{e}\right] e^{-i k \frac{\eta-\eta_{e}}{\sqrt{3}}}\right. \\
& \left.+\left[(1-\sqrt{3})\left(k \eta_{e}\right)^{2}+\sqrt{3}-i(1-\sqrt{3}) k \eta_{e}\right] e^{i k \frac{\eta-\eta_{e}}{\sqrt{3}}}\right\} \tag{6.29}
\end{align*}
$$

From the expression for the Hamiltonian density in Eq. (4.35), and taking into consideration that, during the radiation dominated era, the scale factor $a$ reads

$$
\begin{equation*}
a(\eta)=\frac{1}{H_{\mathrm{inf}} \eta_{e}^{2}}\left(\eta-2 \eta_{e}\right) \tag{6.30}
\end{equation*}
$$

we find that at this stage of the evolution of the Universe, the Hamiltonian density is given by

$$
\begin{equation*}
\hat{\mathcal{H}}_{\mathrm{DC}}^{I}(\eta, \boldsymbol{x})=\frac{1}{2}\left(\frac{\partial^{2} \hat{v}(\eta, \boldsymbol{x})}{\partial \eta^{2}}+\frac{1}{3}(\nabla \hat{v}(\eta, \boldsymbol{x}))^{2}\right) . \tag{6.31}
\end{equation*}
$$

Now, if we substitute the Fourier decomposition of the rescaled variable $\hat{v}(\eta, \boldsymbol{x})$ of Eq. (4.38) in the above equation, we obtain that the Hamiltonian density $\hat{\mathcal{H}}_{\mathrm{DC}}^{I}(\eta, \boldsymbol{x})$ has the same structure as in Eq. (6.16), where now the functions $f_{2}(\eta, \boldsymbol{q}, \boldsymbol{p})$ and $g_{2}(\eta, \boldsymbol{q}, \boldsymbol{p})$ read

$$
\begin{align*}
& f_{2}(\eta, \boldsymbol{q}, \boldsymbol{p})=j(\eta, \boldsymbol{q}, \boldsymbol{p})-\frac{1}{3}(\boldsymbol{q} \cdot \boldsymbol{p}) f(\eta, \boldsymbol{q}, \boldsymbol{p}),  \tag{6.32}\\
& g_{2}(\eta, \boldsymbol{q}, \boldsymbol{p})=l(\eta, \boldsymbol{q}, \boldsymbol{p})-\frac{1}{3}(\boldsymbol{q} \cdot \boldsymbol{p}) g(\eta, \boldsymbol{q}, \boldsymbol{p}),
\end{align*}
$$

and all the functions in the above equations are given as in Eq. (6.18) and Eq. (6.19), where $v_{k}(\eta)$ is that in Eq. (6.29). During the radiation dominated era, the (squared) comoving curvature perturbation operator reads

$$
\begin{equation*}
\hat{\mathcal{R}}^{2}(\eta, \boldsymbol{x})=\frac{\hat{v}^{2}(\eta, \boldsymbol{x})}{12 M_{\mathrm{Pl}}^{2} a^{2}(\eta)}, \tag{6.33}
\end{equation*}
$$

where the scale factor $a(\eta)$ is given in Eq. (6.30).
Let us denote the conformal time at the end of the radiation dominated era by $\eta_{r}$. Then, we have that the correction to the power spectrum of the comoving curvature perturbation $\hat{\mathcal{R}}$ during the radiation dominated era reads

$$
\begin{align*}
\Delta\left\langle\hat{\mathcal{R}}^{2}\right\rangle= & -\frac{\lambda}{2 m_{0}^{2}} \int_{\eta_{e}}^{\eta_{r}} \frac{\mathrm{~d} \eta^{\prime}}{a\left(\eta^{\prime}\right)} \int \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} e^{-\frac{a^{2}\left(\eta^{\prime}\right)\left(\boldsymbol{x}^{\prime \prime}-\boldsymbol{x}^{\prime}\right)^{2}}{4 r_{c}^{2}}}  \tag{6.34}\\
& \langle 0|\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime \prime}\right),\left[\hat{\mathcal{H}}_{\mathrm{DC}}^{I}\left(\eta^{\prime}, \boldsymbol{x}^{\prime}\right), \hat{\mathcal{R}}^{2}(\eta)\right]\right]|0\rangle .
\end{align*}
$$

By merging the latter with Eq. (6.31) and Eq. (6.33), we we obtain

$$
\begin{equation*}
\Delta\left\langle\hat{\mathcal{R}}^{2}\right\rangle=-\frac{\lambda r_{c}^{3}}{48 M_{\mathrm{Pl}}^{2} m_{0}^{2} a^{2}\left(\eta_{r}\right) \pi^{9 / 2}} \int_{\eta_{e}}^{\eta_{r}} \frac{\mathrm{~d} \eta^{\prime}}{a^{4}\left(\eta^{\prime}\right)} \mathrm{d} \boldsymbol{q} \mathrm{~d} \boldsymbol{p} e^{-\frac{r_{c}^{2}}{a^{2}\left(\eta^{\prime}\right)}(\boldsymbol{q}+\boldsymbol{p})^{2}} \mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right) . \tag{6.35}
\end{equation*}
$$

Here, the function $\mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)$ has the same structure as in Eq. (6.24). By imposing the forms of Eq. (6.32) and Eq. (6.18), we obtain the following expression

$$
\begin{align*}
& \mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)=-\frac{1}{8 p^{5} q^{5} \epsilon^{3} \eta_{e}^{4}} 9 e^{-\frac{2 i\left(p\left(\eta^{\prime}-\eta_{e}\right)+q\left(\eta^{\prime}+\eta_{r}-2 \eta_{e}\right)\right)}{\sqrt{3}}} \\
& \times\left(4 e^{\frac{2 i(p+q)\left(\eta^{\prime}-\eta_{e}\right)}{\sqrt{3}}}(\boldsymbol{p} \cdot \boldsymbol{q})\left(-2 q \eta_{e}\left(q^{3} \eta_{e}^{3}-2 q \eta_{e}+\sqrt{3} i\right)-3\right) p^{5}\right. \\
& +4 e^{\frac{2 i\left(p\left(\eta^{\prime}-\eta_{e}\right)+q\left(\eta^{\prime}+2 \eta_{r}-3 \eta_{e}\right)\right)}{\sqrt{3}}}(\boldsymbol{p} \cdot \boldsymbol{q})\left(2 q \eta_{e}\left(-q^{3} \eta_{e}^{3}+2 q \eta_{e}+\sqrt{3} i\right)-3\right) p^{5} \\
& +2 e^{\frac{2 i(p+2 q)\left(\eta^{\prime}-\eta_{e}\right)}{\sqrt{3}}} q^{3}\left(p^{2} q^{2}-(\boldsymbol{p} \cdot \boldsymbol{q})^{2}\right)\left(4 p^{4} \eta_{e}^{4}-2 p^{2} \eta_{e}^{2}+3\right) \\
& +2 e^{\frac{2 i\left(p \eta^{\prime}+2 q \eta_{r}-(p+2 q) \eta_{e}\right)}{\sqrt{3}}} q^{3}\left(p^{2} q^{2}-(\boldsymbol{p} \cdot \boldsymbol{q})^{2}\right)\left(4 p^{4} \eta_{e}^{4}-2 p^{2} \eta_{e}^{2}+3\right) \\
& +4 e^{\frac{\left.2 i\left(p\left(\eta^{\prime}-\eta_{e}\right)+q\left(\eta^{\prime}+\eta_{r}-2 \eta_{e}\right)\right)\right)}{\sqrt{3}}}\left(4 p^{4} q^{3}(p q+\boldsymbol{p} \cdot \boldsymbol{q})^{2} \eta_{e}^{4}-2 p^{2} q^{2}\left(2(\boldsymbol{p} \cdot \boldsymbol{q}) p^{3}+q^{3} p^{2}+q(\boldsymbol{p} \cdot \boldsymbol{q})^{2}\right) \eta_{e}^{2}\right. \\
& \left.+3\left(2(\boldsymbol{p} \cdot \boldsymbol{q}) p^{5}+q^{5} p^{2}+q^{3}(\boldsymbol{p} \cdot \boldsymbol{q})^{2}\right)\right) \\
& +e^{\frac{4 i\left(p \eta^{\prime}+q \eta_{r}-(p+q) \eta_{e}\right)}{\sqrt{3}}} q^{3}(-p q+\boldsymbol{p} \cdot \boldsymbol{q})^{2}\left(2 p \eta_{e}\left(p^{3} \eta_{e}^{3}-2 p \eta_{e}-\sqrt{3} i\right)+3\right) \\
& +e^{\frac{4 i(p+q)\left(\eta^{\prime}-\eta_{e}\right)}{\sqrt{3}}} q^{3}(p q+\boldsymbol{p} \cdot \boldsymbol{q})^{2}\left(2 p \eta_{e}\left(p^{3} \eta_{e}^{3}-2 p \eta_{e}-\sqrt{3} i\right)+3\right) \\
& +2 e^{\frac{2 i\left(2 p \eta^{\prime}+q \eta^{\prime}+q \eta_{r}-2(p+q) \eta_{e}\right)}{\sqrt{3}}} q^{3}\left(p^{2} q^{2}-(\boldsymbol{p} \cdot \boldsymbol{q})^{2}\right)\left(2 p \eta_{e}\left(p^{3} \eta_{e}^{3}-2 p \eta_{e}-\sqrt{3} i\right)+3\right) \\
& +e^{\frac{4 i q\left(\eta^{\prime}-\eta_{e}\right)}{\sqrt{3}}} q^{3}(-p q+\boldsymbol{p} \cdot \boldsymbol{q})^{2}\left(2 p \eta_{e}\left(p^{3} \eta_{e}^{3}-2 p \eta_{e}+\sqrt{3} i\right)+3\right) \\
& +e^{\frac{4 i q\left(\eta \eta_{r}-\eta_{e}\right)}{\sqrt{3}}} q^{3}(p q+\boldsymbol{p} \cdot \boldsymbol{q})^{2}\left(2 p \eta_{e}\left(p^{3} \eta_{e}^{3}-2 p \eta_{e}+\sqrt{3} i\right)+3\right) \\
& \left.+2 e^{\frac{2 i q\left(\eta^{\prime}+\eta_{r}-2 \eta_{e}\right)}{\sqrt{3}}} q^{3}\left(p^{2} q^{2}-(\boldsymbol{p} \cdot \boldsymbol{q})^{2}\right)\left(2 p \eta_{e}\left(p^{3} \eta_{e}^{3}-2 p \eta_{e}+\sqrt{3} i\right)+3\right)\right) . \tag{6.36}
\end{align*}
$$

Now, the scales of cosmological interest, which satisfy the condition $q \eta^{\prime} \ll 1$ during inflation, already crossed the horizon by the end of that stage, and remain outside the horizon until they re-enter. This may happen during the radiation
dominated era or at a later time. Moreover, from Eq. (6.30), we have that the ratio between the scale factor at the end of the radiation dominated era and that at the end of inflation is given by $a\left(\eta_{r}\right) / a\left(\eta_{e}\right)=3 \times 10^{26}$ [121]. Thus, the scale factor is an increasing function of time, and the contributions to the integrand become suppressed as the time increases in magnitude. Therefore, the leading order contributions will come from times close to the end of inflation, as the condition $\left|\eta_{e}\right| \ll\left|\eta_{r}\right|$ is satisfied. Thus, as a first approximation, we proceed $\mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)$ in powers of $q \eta^{\prime}$, similarly as done for the inflationary stage. In this case, the leading order contribution reads

$$
\begin{equation*}
\mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right) \approx-\frac{54}{p^{3} \epsilon_{\mathrm{inf}}^{3} \eta_{e}^{4}} \tag{6.37}
\end{equation*}
$$

Substituting this result in Eq. (6.35), we have that the leading order term in the correction to the expectation value of the operator $\hat{\mathcal{R}}^{2}$ reads

$$
\begin{equation*}
\Delta\left\langle\hat{\mathcal{R}}^{2}\right\rangle \approx \frac{9 \lambda H_{\mathrm{inf}}^{3} \eta_{e}^{2}}{2 M_{\mathrm{Pl}}^{2} \epsilon_{\mathrm{inf}}^{3}\left(\eta_{r}-2 \eta_{e}\right)^{2} \pi^{2} m_{0}^{2}} \int_{\eta_{e}}^{\eta_{r}} \mathrm{~d} \ln \left(\eta^{\prime}-2 \eta_{e}\right) \int \mathrm{d} \ln q . \tag{6.38}
\end{equation*}
$$

Thus, the leading order term in the correction to the power spectrum $\mathcal{P}_{\hat{\mathcal{R}}}$ of the comoving curvature perturbation is given by

$$
\begin{equation*}
\Delta \mathcal{P}_{\hat{\mathcal{R}}} \approx \frac{9 \lambda H_{\mathrm{inf}}^{3} \eta_{e}^{2}}{2 M_{\mathrm{Pl}}^{2} \epsilon_{\mathrm{inf}}^{3}\left(\eta_{r}-2 \eta_{e}\right)^{2} \pi^{2} m_{0}^{2}} \ln \left(\frac{2 \eta_{e}-2 \eta_{r}}{\eta_{e}}\right) . \tag{6.39}
\end{equation*}
$$

As in the case of the leading order correction during the inflationary stage [cf. Eq. (6.27)], we see that the expression for the correction $\Delta \mathcal{P}_{\hat{\mathcal{R}}}$ during the radiation dominated era depends only on the collapse rate parameter $\lambda$ and not on $r_{c}$. Nevertheless, taking into consideration the full expression for $\mathcal{F}\left(\eta^{\prime}, \boldsymbol{p}, \boldsymbol{q}\right)$ in Eq. (6.36), one expects that the correction will depend on both phenomenological parameters of the model. Let us take once again the value for $\lambda$ of the GRW model. For this case, the correction $\Delta \mathcal{P}_{\hat{\mathcal{R}}}$ is of order $\mathcal{O}\left[10^{-81}\right]$. From this result, we see that the correction to the power spectrum of the comoving curvature perturbation $\hat{\mathcal{R}}$ is negligible with respect to the predicted spectrum in the standard scenario. They differ by 71 orders of magnitude. Moreover, when we compare the corrections at each stage of the evolution of the Universe, we see that the correction during the radiation dominated era [cf. Eq. (6.39)] is negligible with respect to that due to inflation [cf. Eq. (6.27)], as it is 47 orders of magnitude lower. This indicates that in a first approximation, one can restrict the study of the effects of dynamical collapse models to the inflationary stage only. Moreover, both results validate the expansion of the operator $\hat{U}_{\mathrm{DC}}$ when evaluating the expectation value of $\hat{\mathcal{R}}^{2}$.

## Chapter 7

## Conclusions

In this thesis, we saw how Quantum continuous measurements can be successfully implemented within Gravity and Cosmology in a wide variety of contexts. As a first step, we reviewed the basic formalism necessary to describe the stochastic differential equation resulting from the Quantum continuous measurement of a given observable, as well as the corresponding master equation for the density operator. We also described the assumptions made in the Wiseman-Milburn feedback protocol, which leads to a Markovian evolution of the system under study.

In the first part of the thesis, we discussed about the problems which arise when trying to merge Quantum Mechanics and General Relativity. Although it is generally expected that a final theory of quantum gravity will involve a quantization of gravity through an appropriate procedure, in this work we devoted particular attention to explore the possibility of alternative scenarios to the quantization of gravity.
In this line of thought, we described in detail how Quantum continuous measurements have been used to implement the Newtonian gravitational interaction through a Markovian feedback mechanism, by analysing the properties of the Kafri-Taylor-Milburn (KTM) and the Tilloy-Diósi (TD) models. Regarding the KTM model, we explored the viability of a pair of generalizations of the model, and showed that one of them is theoretically discarded as it yields inconsistent results when considering composite systems as effective single particles. As for the TD formalism, we reviewed in detail the reasons which motivated the introduction of an appropriate regularization mechanism of the master equation. Moreover, we provided a concrete example of the robustness of the TD formalism, by studying the KTM2 model and showing that a map can be established between the two models.

We compared the KTM and the TD models in the appropriate limit and showed that they are fundamentally different models, although both of them implement Newtonian gravity. Moreover, by considering the main characteristics that define each of the two models, we explored if, in addition to the TD model, there are other possibilities of implementing a full Newtonian interaction within a Markovian feedback context. We argued that the measurement of the positions of the particles is not viable, and showed that a pairwise measurement of the mass densities yields unphysical coherence rates when considering the interaction between composite systems. Other possible implementations of Newtonian gravity would
seem to require more complicated feedback mechanisms than the prescription of Wiseman and Milburn.

In the second part of this thesis, we reviewed the basic notions of inflation, starting with the historical motivations that led to the construction of this theory, namely, some problems in standard FLRW cosmology. We also described the basic aspects of the theory of scalar cosmological perturbations, devoting particular attention to the definition of the comoving curvature perturbation, and the corresponding power spectrum.

In addition, we briefly described the fundamental aspects of dynamical collapse models, which were introduced as an alternative theory to Quantum mechanics which explains the collapse of the wave function without the need of introducing a postulate. We described how one of the most robust dynamical collapse modes, the Continuous Spontaneous Localization (CSL) model, yields the same master equation as the one resulting from the Quantum continuous measurement of a Gaussian-smeared mass density.

In this work, we determined possible corrections due to dynamical collapse models to the power spectrum of the comoving curvature perturbation. Although there is not a fully consistent generalization of the CSL model within a relativistic context, we chose a well-motivated form of the collapse operator that could lead to a CSL generalization to the relativistic regime. We proposed an interaction picture framework in order to account for the effects of dynamical collapse models on the comoving curvature perturbation and we determined the leading order corrections to the associated power spectrum. For standard values of the collapse model parameters, we found out that the corrections are negligible with respect to the magnitude of the standard Cosmology values. Our results represent a step forward in the incorporation of dynamical collapse models within a cosmological context.

## Bibliography

[1] H. M. Wiseman and G. J. Milburn, Phys. Rev. Lett. 70, 548 (1993).
[2] D. Kafri, J. M. Taylor, and G. J. Milburn, New J. Phys. 16, 065020 (2014).
[3] A. Tilloy and L. Diósi, Phys. Rev. D 96, 104045 (2017).
[4] G. C. Ghirardi, P. Pearle, and A. Rimini, Phys. Rev. A. 42, 78 (1990).
[5] K. Jacobs, Quantum Measurement Theory and its Applications (Cambridge University Press, 2014).
[6] H. M. Wiseman and G. J. Milburn, Quantum Measurement and Control (Cambridge University Press, 2010).
[7] K. Jacobs and D. A. Steck, Contemp. Phys. 47, 279 (2006).
[8] G. Jaeger, Quantum Information. An Overview (Springer, 2007).
[9] H. M. Wiseman, Phys. Rev. A 49, 2133 (1994).
[10] J. Zhang, Y. xi Liu, R.-B. Wu, K. Jacobs, and F. Nori, Phys. Rep. 679, 1 (2017).
[11] A. Tilloy and L. Diósi, Phys. Rev. D 93, 024026 (2016).
[12] L. Diósi and N. Gisin, Phys. Rev. Lett. 72, 4053 (1994).
[13] W. Ulmer and W. Kaissl, Phys. Med. Biol. 48, 707 (2003).
[14] S. Tosto, Prog. Phys. 2, 58 (2012).
[15] C. Kiefer, Quantum Gravity (Oxford University Press, 2007).
[16] N. Huggett and C. Callender, Philos. Sci. 68, S382 (2001).
[17] S. Carlip, Class. Quantum Grav. 25, 154010 (2008).
[18] S. Hossenfelder, Classical and Quantum Gravity: Theory, Analysis and Applications (Nova Publishers, 2011) Chap. Experimental Search for Quantum Gravity, pp. 257-282.
[19] S. Carlip, Rep. Prog. Phys. 64, 885 (2001).
[20] C. Rovelli, Approaches to Quantum Gravity. Toward a New Understanding of Space, Time and Matter (Cambridge University Press, 2009) Chap. Unfinished revolution, pp. 3-12.
[21] E. Poisson, A Relativist's Toolkit. The Mathematics of Black-Hole Mechanics (Cambridge University Press, 2004).
[22] R. Martín and E. Verdaguer, Phys. Lett. B 465, 113 (1999).
[23] H. Nikolić, arXiv gr-qc/0611037 (2006).
[24] Y. Décanini and A. Folacci, Phys. Rev. D 78, 044025 (2008).
[25] N. D. Birrell and P. C. W. Davies, Quantum Fields in Curved Space (Cambridge University Press, 1982).
[26] L. H. Ford, in Particles and Fields. Proceedings of the IXth Jorge André Swieca Summer School, edited by J. C. A. Barata, A. P. C. Malbouisson, and S. F. Novaes (World Scientific, 1998).
[27] L. Diósi, Phys. Lett. A 105, 199 (1984).
[28] R. Penrose, Phil. Trans. R. Soc. 356, 1927 (1998).
[29] M. Bahrami, A. Großardt, S. Donadi, and A. Bassi, New J. Phys. 16, 115007 (2014).
[30] C. Wüthrich, Philos. Sci. 72, 777 (2005).
[31] D. R. Terno, Found. Phys. 36, 102 (2006).
[32] F. Dyson, Int. J. Mod. Phys. A 28, 1330041 (2013).
[33] K. Eppley and E. Hannah, Found. Phys. 7, 51 (1977).
[34] T. Rothman and S. Boughn, Found. Phys. 36, 1801 (2006).
[35] L. Diósi, in Trends in Quantum Mechanics. Proceedings of the International Symposium. Goslar, Germany, edited by H.-D. Doebner, S. T. Ali, M. Keyl, and R. F. Werner (World Scientific, 2000) pp. 78-86.
[36] L. Diósi, N. Gisin, and W. T. Strunz, Phys. Rev. A 61, 022108 (2000).
[37] A. Peres and D. R. Terno, Phys. Rev. A 63, 022101 (2001).
[38] A. Ahmadzadegan, R. B. Mann, and D. R. Terno, Phys. Rev. A 93, 032122 (2016).
[39] A. D. Sakharov, Sov. Phys. Usp. 34, 394 (1991).
[40] T. Jacobson, Phys. Rev. Lett. 75, 1260 (1995).
[41] L. Lussana and M. Pauri, Eur. Phys. J. Plus 129, 178 (2014).
[42] C. Barceló, R. Carballo-Rubio, L. J. Garay, and R. Gómez-Escalante, Phys. Rev. A 86, 042120 (2012).
[43] L. Diósi, Phys. Lett. A 120, 377 (1987).
[44] R. Penrose, Gen. Rel. Grav. 28, 581 (1996).
[45] G. Ghirardi, R. Grassi, and A. Rimini, Phys. Rev. A 42, 1057 (1990).
[46] L. Diósi, J. Phys.: Conf. Ser. 442, 012001 (2013).
[47] L. Diósi, New J. Phys. 16, 105006 (2014).
[48] M. Bahrami, A. Smirne, and A. Bassi, Phys. Rev. A 90, 062105 (2014).
[49] L. Diósi, Phys. Rev. A 40, 1165 (1989).
[50] L. Diósi, J. Phys. Conf. Ser. 306, 012006 (2011).
[51] D. Kafri, G. J. Milburn, and J. M. Taylor, New J. Phys. 17, 015006 (2015).
[52] W. P. Bowen and G. J. Milburn, Quantum Optomechanics (CRC Press, 2016).
[53] K. E. Khosla and N. Altamirano, Phys. Rev. A 95, 052116 (2017).
[54] N. Altamirano, P. Corona-Ugalde, K. E. Khosla, G. J. Milburn, and R. B. Mann, Class. Quantum Grav. 34, 115007 (2017).
[55] N. Altamirano, P. Corona-Ugalde, R. B. Mann, and M. Zych, Class. Quantum Grav. 35, 145005 (2018).
[56] A. Tilloy, Phys. Rev. D 97, 021502 (2018).
[57] A. Tilloy, Found. Phys. 48, 1753 (2018).
[58] A. Tilloy, J. Phys.: Conf. Ser. 1275, 012006 (2019).
[59] J. L. Gaona-Reyes, M. Carlesso, and A. Bassi, arXiv 2007.11980 (2020).
[60] E. Tessarotto, Gravitational Decoherence, Master's thesis, Università degli Studi di Trieste (2017).
[61] G. Benenti, G. Casati, D. Rossini, and G. Strini, Principles of Quantum Computation and Information (A Comprehensive Textbook) (World Scientific, 2019).
[62] M. Koashi, Principle and Methods of Quantum Information Technologies (Springer, 2016) Chap. Quantum Information Theory for Quantum Communication, pp. 3-33.
[63] E. Chitambar, D. Leung, L. Mančinska, M. Ozols, and A. Winter, Comm. Math. Phys. 328, 303 (2014).
[64] R. J. Marshman, A. Mazumdar, and S. Bose, Phys. Rev. A 101, 052110 (2020).
[65] N. Altamirano, P. Corona-Ugalde, R. B. Mann, and M. Zych, New J. Phys. 19, 013035 (2017).
[66] M. Caiaffa, A. Smirne, and A. Bassi, Phys. Rev. A 95, 062101 (2017).
[67] V. F. Mukhanov, Sov. Phys. JETP 67, 1297 (1988).
[68] V. Mukhanov, Physical Foundations of Cosmology (Cambridge University Press, 2005).
[69] D. H. Lyth and A. R. Liddle, The Primordial Density Perturbation: Cosmology, Inflation and the Origin of Structure (Cambridge University Press, 2009).
[70] T.-P. Cheng, A College Course on Relativity and Cosmology (Oxford University Press, 2015).
[71] B. J. T. Jones, Precision Cosmology. The first half million years (Cambridge University Press, 2017).
[72] A. R. Liddle and D. H. Lyth, Cosmological Inflation and Large-Scale Structure (Cambridge University Press, 2000).
[73] J. M. Bardeen, Phys. Rev. D 22, 1882 (1980).
[74] M. Sasaki, Prog. Theor. Phys. 76, 1036 (1986).
[75] P. Peter and J.-P. Uzan, Primordial Cosmology (Oxford University Press, 2009).
[76] A. Bassi, K. Lochan, S. Satin, T. P. Singh, and H. Ulbricht, Rev. Mod. Phys. 85, 471 (2013).
[77] J. von Neumann, Mathematical Foundations of Quantum Mechanis: New Edition, edited by N. A. Wheeler (Princeton University Press, 2018).
[78] Časlav Brukner, Quantum [Un]Speakables II. Half a Century of Bell's Theorem (Springer International Publishing, 2017) Chap. On the Quantum Measurement Problem, pp. 95-117.
[79] D. Bohm, Phys. Rev. 85, 166 (1952).
[80] D. Bohm, Phys. Rev. 85, 180 (1952).
[81] H. E. III, Rev. Mod. Phys. 29, 454 (1957).
[82] G. C. Ghirardi, A. Rimini, and T. Weber, Phys. Rev. D 34, 470 (1986).
[83] P. Pearle, Phys. Rev. A 39, 2277 (1989).
[84] P. Pearle, Phys. Rev. D 13, 857 (1976).
[85] L. Diósi, Collapse of the Wave Function. Models, Ontology, Origin, and Implications (Cambridge University Press, 2018) Chap. How to teach and think about spontaneous wave function collapse theories: not like before, pp. 3-11.
[86] S. L. Adler and A. Bassi, J. Phys. A 40, 15083 (2007).
[87] A. Bassi and G. Ghirardi, Phys. Rep. 379, 257 (2003).
[88] R. Tumulka, J. Stat. Phys. 125, 821 (2006).
[89] P. Pearle, Phys. Rev. D 91, 105012 (2015).
[90] D. Bedingham and P. Pearle, arXiv 1906.11510 (2019).
[91] C. Jones, T. Guaita, and A. Bassi, arXiv 1907.02370 (2020).
[92] R. Tumulka, arXiv 2002.00482 (2020).
[93] A. Perez, H. Sahlmann, and D. Sudarsky, Class. Quantum Grav. 23, 2317 (2006).
[94] S. L. Adler, J. Phys. A: Math. Theor. 40, 2935 (2007).
[95] S. L. Adler, J. Phys. A: Math. Theor. 40, 13501 (2007).
[96] S. L. Adler and A. Bassi, Science 325, 275 (2009).
[97] K. Lochan, S. Das, and A. Bassi, Phys. Rev. D 86, 065016 (2012).
[98] S. J. Landau, C. G. Scóccola, and D. Sudarsky, Phys. Rev. D 85, 123001 (2012).
[99] A. Diez-Tejedor and D. Sudarsky, J. Cosmol. Astropart. Phys. 2012, 045 (2012).
[100] P. Cañate, P. Pearle, and D. Sudarsky, Phys. Rev. D 87, 104024 (2013).
[101] S. Landau, G. León, and D. Sudarsky, Phys. Rev. D 88, 023526 (2013).
[102] P. Pearle, Found. Phys. 43, 747 (2013).
[103] S. Das, K. Lochan, S. Sahu, and T. P. Singh, Phys. Rev. D 88, 085020 (2013).
[104] S. Das, K. Lochan, S. Sahu, and T. P. Singh, Phys. Rev. D 89, 109902 (2014).
[105] S. Das, S. Sahu, S. Banerjee, and T. P. Singh, Phys. Rev. D 90, 043503 (2014).
[106] G. León, S. J. Landau, and M. P. Piccirilli, Eur. Phys. J. C 75, 393 (2015).
[107] M. Mariani, G. R. Bengochea, and G. León, Phys. Lett. B 752, 344 (2016).
[108] G. León and G. R. Bengochea, Eur. Phys. J. C 76, 29 (2016).
[109] S. Banerjee, S. Das, K. S. Kumar, and T. P. Singh, Phys. Rev. D 95, 103518 (2017).
[110] M. P. Piccirilli, G. León, S. J. Landau, M. Benetti, and D. Sudarsky, Int. J. Mod. Phys. D 28, 1950041 (2019).
[111] G. León and M. P. Piccirilli, Phys. Rev. D 102, 043515 (2020).
[112] J. Martin and V. Vennin, Phys. Rev. Lett. 124, 080402 (2020).
[113] G. R. Bengochea, G. León, P. Pearle, and D. Sudarsky, arXiv 2006.05313 (2020).
[114] G. R. Bengochea, G. León, P. Pearle, and D. Sudarsky, Eur. Phys. J. C 80, 1021 (2020).
[115] J. Martin and V. Vennin, Do Wave Functions Jump? Perspectives of the Work of GianCarlo Ghirardi (Springer International Publishing, 2021) Chap. Collapse Models and Cosmology, pp. 269-290.
[116] A. Bassi, D.-A. Decker, and L. Ferialdi, EPL 92, 50006 (2010).
[117] T. Josset, A. Perez, and D. Sudarsky, Phys. Rev. Lett. 118, 021102 (2017).
[118] A. Gundhi, J. L. Gaona-Reyes, M. Carlesso, and A. Bassi, (In preparation).
[119] M. A. Schlosshauer, Decoherence and the Quantum-To-Classical Transition (Springer-Verlag Berlin Heidelberg, 2007).
[120] S. L. Adler, A. Bassi, M. Carlesso, and A. Vinante, Phys. Rev. D 99, 103001 (2019).
[121] Y. Zhang, W. Zhao, T. Y. Xia, X. Z. Er, and H. X. Miao, Int. J. Mod. Phys. D 17, 1105 (2008).

