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Abstract

This paper deals with a subband implementation of an adaptive multichannel

and multiple position room response equalization system capable of improving

the listening experience in a real environment. The main focus of the approach

is the introduction of a subband identification procedure capable of estimating

in real-time the impulse responses of a system with a great accuracy and a

quick convergence. These aspects are very important also for the equalization

procedure to obtain a good accuracy and quick development of the equalization

filters as function of the environment variations. Several experiments have been

performed in a real scenario to test the performance of the algorithm and to

show the beneficial effects of the subband identification on the equalization

procedure.
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1. Introduction

The perception of sound reproduction is modified by the listening environ-

ment, which can introduce undesired artifacts (e.g., standing waves, frequency

band extensions, nonlinearities) to the original sound. The room response equal-

ization (RRE) allows us to improve the quality of the sound reproduction in5

real environments (such as cinema, home, theater, car). A wide variety of RRE

methods have been studied over the last 40 years with the aim of improving the

listening experience by compensating the room transfer function (RTF) from the

loudspeaker system to the listener [1]. Different RRE approaches have been pro-

posed in the literature: many of them consider fixed equalizers, designed a priori10

before the filtering operation [1, 2, 3, 4, 5]. However, the room can be considered

as a time-varying environment (a “weakly non-stationary” system as defined in

[3]), so the room response varies with position [2] and with time [3]. In audio

processing, this is a very challenging task since many issues have to be examined

[6]. Therefore, adaptive solutions should be adopted in order to track and correct15

slow variations in the room response due to temperature changes or movement

of people or other obstacles. In particular, two types of room response (RR)

adaptive equalizers can be found: single-point (single-input/single-output SISO,

multiple-input/single-output MISO) [4] and multi-point (single-input/multiple-

output SIMO, multiple-input/multiple-output MIMO) [1, 7] room equalizers.20

The single-point room equalization filter is obtained from a measurement of the

room response in a single position, so the room equalization is achieved only in a

reduced zone around the measured point. Differently from single position case,

the multi-point room equalizer is designed starting from several measurements

of the RTF at different locations in order to expand the area of equalization.25

While there is a huge amount of approaches to RRE [8], in what folllows we

review only the most relevant ones related to the proposed solution.

A first adaptive RRE system was proposed by Elliot et al. in [9], where

the equalizer is designed by adaptively minimizing the sum of the squared er-

rors between the equalized responses and the delayed input signal. A biased30
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adaptive algorithm has been lately proposed in [10], in order to increase the

convergence speed and improve the robustness of the adaptive identification al-

gorithm in the case of a low signal to noise ratio. Unfortunately, this method

requires an a-priori estimation of the impulse responses and it is not easy to

obtain in many practical applications. In [6, 11], a technique suitable for RRE35

in current commercial hi-fi audio products is discussed. This method is derived

from the technique presented in [12], where a single position RRE approach in

the frequency domain is considered. The system of [12] allows the equaliza-

tion by dividing the loudspeaker signal and the microphone signal in subbands

and updating the filter weights in these subbands. This approach is interest-40

ing because it combines the robustness towards peaks and notches of the room

responses, the simplicity of the implementation, and the capability of tracking

RR variations. In [13, 14], the method of [12] was refined by first developing a

multiple position solution and then by considering a warped frequency domain

in order to expand equalization to the lower frequencies. However, the adaptive45

room response equalization approaches proposed in [12, 13, 14] investigate the

equalization of a single sound source, i.e., of a single audio channel. Contrari-

wise, the technique in [11] presents a multichannel solution that contemplates

also the non-uniqueness problem. This problem happens in the stereophonic

acoustic echo cancellation [15] because of the ill-conditioned covariance matrix.50

To solve the non-uniqueness problem, a method to minimize the interchannel

coherence is usually applied [16]. For example, in [17], a simple method that

uses positive and negative half-wave rectifiers is employed to reduce the co-

herence between the channels. Unfortunately, many of the techniques used to

weaken the channel cross-correlation often introduce considerable distortions,55

which are unacceptable in the case of high quality sound reproduction systems

[18]. Therefore, an appropriate technique, capable of decorrelating the input

signals without modifying the audio quality, must be examined. In [11], an

adaptive multichannel and multiple position RRE system has been briefly in-

troduced. In [6] the same method has been completely detailed and expanded60

in order to provide a real-time implementation on commercial hi-fi products
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suitable for a stereo reproduction. The approach of [6] allows us to estimate

the room responses with great accuracy by reducing the inter-channel coher-

ence through a technique that produces only a modest degradation of the sound

quality. The RR equalizer of [6] is designed starting from a prototype that is65

derived in the warped frequency domain to increase the equalization in the low

frequency spectrum and to simultaneously reduce the computational cost of the

filters design. Unlike other techniques presented in the literature, the system

discussed in [6] is able to solve the problem of multichannel and multiple po-

sition room response equalization for time varying environments by applying70

a simple and computationally efficient solution and without introducing arte-

facts. In [19], an adaptive multichannel and multiple position room response

equalization system is reported. In particular, an adaptive and accurate esti-

mation of the room responses is provided introducing a normalized least mean

square optimization approach with a variable step-size, and taking advantage of75

a multichannel interchannel coherence reduction technique based on the missing

fundamental phenomenon. Then, the equalizer is designed with the introduction

of a novel prototype function derived from the combination of quasi-anechoic

impulse responses with the impulse responses recorded in the real environment

to be equalized.80

In this paper, an evolution of the technique proposed in [6, 19] is reported,

improving the identification procedure. In particular, a multichannel subband

adaptive structure has been adopted for the system identification to obtain a

better resolution of the impulse response (IR) at low frequencies and thus a

better resolution in the equalization procedure. The subband structure allows85

us also to achieve a quicker convergence of the algorithm. Starting from the sub-

band filter bank proposed in [20], an efficient structure has been developed and

combined with a multi-point equalization approach which at this time represents

in the state of the art a useful technique to extend the effect of the equaliza-

tion procedure [8]. Results have been reported taking into consideration a real90

scenario.

The rest of the paper is organized as follows. Section 2 describes the proposed
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Figure 1: Block diagram of the proposed solution.

algorithm for RRE, taking into consideration the different parts of the algorithm,

i.e., the input signals decorrelation, the subband room response estimation, and

the equalizer design. Section 3 provides different experimental results on the95

proposed subband RR equalizer. Eventually, concluding remarks are given in

Section 4.

2. Proposed Approach

The proposed system is designed for providing an iterative estimation of the

room impulse responses (RIRs) and, at the same time, a multipoint equaliza-100

tion. The system repeats the approach presented in [19] with a variation in

the room response identification that is performed considering a multirate sub-

band approach in order to reduce the computational cost and to improve the

convergence speed.

The block diagram of the proposed approach is shown in Figure 1. In the105

case of more than one loudspeaker, convergence problems can occur due to

the channels correlation. These problems are very common in multichannel

acoustic echo cancellation because of the possible errors in the identification

of the acoustic paths [21, 22]. In this context, a method to reduce the inter-

channel coherence must be exploited, as described in [23]. Furthermore, the110

identification of room responses is achieved by a subband adaptive filtering

using the structure presented in [20]. In this way, L ·M room responses between

the L loudspeakers and the M microphones are estimated and then exploited
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Figure 2: Multichannel decorrelation procedure.

for the equalizer design. These three steps of the algorithm, i.e., input signals

decorrelation, subband room response identification, and multipoint equalizer115

design are described in the following subsections.

2.1. Input decorrelation

The multichannel input signals decorrelation is obtained by the psychoacous-

tic criteria of the missing fundamental [24], as reported in [25]. This psychoa-

coustic phenomenon is associated with the human capability of perceiving the

fundamental frequency although it is not actually present in the signal. More-

over, second-order time-varying all-pass filters are included in this approach so

as to expand the solution to the entire frequency spectrum [25]. The scheme of

the algorithm is reported in Figure 2, in which each input channel yp(n) of the

decorrelation block, being p = 1, · · · , L, is divided into two subbands [19].

Hence, after a decimation operation of Dd, an adaptive notch filter Hp(z, n)

is applied in the lower frequencies while a second-order time-varying all-pass

filter Fp(z, n) is applied in the high-frequency spectrum causing an alteration of

the signal phase. This method allows us to accurately identify each processed

channel zp(n).

In the low-frequency band, the notch filters are created by L second-order lattice

structures in order to remove the L fundamental frequencies. The p-th notch

filter is described as follows:

Hp(z, n) =
1 + 2kp(n)z−1 + z−2

1 + kp(n)[1 + αp(n)]z−1 + αp(n)z−2
, (1)
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where p = 1, · · · , L represents the channel index, kp(n) is the adaptive coefficient

connected to the tracked frequency fp(n) and αp(n) is the pole-zero contraction

factor that controls the bandwidth of the filter [26]. The cut-off frequency of the120

notch filter controlled by αp(n) must change in time so as to identify and delete

the fundamental frequency. Thus, decorrelation is guaranteed in the whole low-

frequency band providing results similar to a set of time-varying all-pass filters

[27].

The contraction factor αp(n) is related to each channel and the time-varying

vector α(n) = [α1(n), · · · , αL(n)] provides disparity among channels even if the

fundamental frequency is the same. In particular, a right circular shift of one

sample s(·, 1) is applied to the vector α(n) every Q samples [25], as explained

in the following equation:

α(n) =

s[α(n− 1), 1] if
(

n −Q
⌊

n
Q

⌋)
= 0

αp(n− 1) otherwise.

(2)

The adaptive coefficient kp(n) is included in the interval (−1, 1) to avoid the

divergence of the filter and represented by the following sigmoid function:

kp(n) =
2

1 + e−γp(n)
− 1, (3)

being γp(n) ∈ R. The tracking of the fundamental frequency is obtained by

finding γp(n) that minimize the output energy of the filter in (1), as described

in [28]. In this way, the filter of (1) is completely determined and it is capable of

removing the fundamental frequency. It is possible to derive this fundamental

frequency fp(n) with the knowledge of the sampling frequency fs and of the

down-sampling factor Dd, considering the following equation:

fp(n) =
fs
Dd
· 1

2π
cos−1[−kp(n)]. (4)

Moreover, the low-frequency band could contain also some harmonics, so a

pre-emphasis filter Hpre(z) is used in order to improve the method in the low

frequencies and a de-emphasis filter Hde(z) is applied to annul the effect of the
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first. These filters are described as follows:

Hpre(z) =
1

1− νz−1
(5)

Hde(z) = 1− νz−1, (6)

being 0 < ν < 1.125

Considering the high-frequency range, the phase of the input channels is

changed by the application in each channel of L second-order time-varying all-

pass filters. The transfer function of the p-th all-pass filter is described by the

following equation [29]:

Fp(z, n) =
k2p(n)− 2kp(n)z−1 + z−2

1− 2kp(n)z−1 + k2p(n)z−2
, (7)

so, it is identified by a pole with a multiplicity of 2 connected to the coefficient

kp(n) of Eq. (3). This characterization of the all-pass filter allows us to maintain

the spatial perception of the speech [27] because the restriction |kp(n)| < 1

guarantees stability and causality of the filter and ensures that the inter-aural

time delay difference between the two ears is lower than the well-known “just130

noticeable inter-aural delay” [30]. As described in [25], the alteration in sound

direction is negligible as the maximum variation in the time of arrival is about

40µs for all frequencies.

2.2. Subband Room Response Identification

The architecture used for the room response identification is based on a sub-

band adaptive filtering structure with critical sampling [20]. Considering D the

number of subbands and hp(n) the impulse response of a prototype filter of or-

der Nh that guarantees perfect reconstruction when used in a cosine modulated

analysis-synthesis system [20], the analysis and synthesis filters are obtained as

follows,

gk(n) = 2hp(n) cos

[
π

D
(k + 0.5)

(
n− Nh

2

)
+ ϑk

]
, (8)

fk(n) = 2hp(n) cos

[
π

D
(k + 0.5)

(
n− Nh

2

)
− ϑk

]
, (9)
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where ϑk = (−1)k π4 , for 0 ≤ k ≤ D − 1 and 0 ≤ n ≤ Nh. Figure 3 shows the

subband structure considering L = 2 loudspeakers and one of the microphones.

In Figure 3, GG is the double analysis filter-bank, which is derived from the

uniform cosine modulated filter-bank G, and F is the corresponding synthesis

filter-bank. The double analysis filter-bank GG is composed by the D filters

Gk(z)Gk(z) for k = 0, . . . , D − 1, and the D − 1 filters Gk(z)Gk+1(z) for k =

0, . . . , D − 2, with the following impulse responses [31]:

gk(n) ∗ gk(n) ≈ 2[hp(n) ∗ hp(n)] cos

[
π

D
(k + 0.5)

(
n− Nh

2

)
+ 2ϑk

]
, (10)

gk(n) ∗ gk+1(n) ≈ 2q0(n) cos

[
π

D
(k + 0.5)

(
n− Nh

2

)]
, (11)

where

q0(n) =
[
hp(n)ej

π
2Dn
]
∗
[
hp(n)e−j

π
2Dn
]
. (12)

As a consequence, considering an input signal xl(n) with l = 1, ..., L the135

the loudspeaker index, the outputs of the filter-bank after the downsampling

operation are 2D − 1 signals derived as follows in Z-domain:

Xl,k,k(z) = Xl(z
1
D )Gk(z

1
D )Gk(z

1
D ) (13)

for k = 1, . . . , D − 1, and

Xl,k,k+1(z) = Xl(z
1
D )Gk(z

1
D )Gk+1(z

1
D ) (14)

for k = 1, . . . , D − 2.

These signals constitute the inputs of a bank of adaptive filters. Let us denote

with ξ the downsampled time index, with xl,k,k(ξ) and xl,k,k+1(ξ) the input

vectors formed by the samples of signals in (13) and (14), respectively, and with

wm,l,k(ξ) the vectors collecting the coefficients of the adaptive filters from input l

to microphone m. Each adaptive sub-filter should have at least K = (N+Nh+2
D +

1) coefficients [20] with a uniform frequency bandwidth of π/D and a center

frequency of π/(2D). The sub-filters are obtained through the minimization of

the sum of the instantaneous subband squared-errors, represented by:

Jm(ξ) =

D−1∑
k=0

e2m,k(ξ), (15)
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Figure 3: Subband IRs identification procedure with L = 2 and M = 1.
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where m = 1, ...,M and M is the number of microphones. The error signals are

obtained by the following relation

em,k(ξ) = dm,k(ξ −∆)−
L∑
l=1

ym,l,k(ξ), (16)

where d(·) is the desired signal, ∆ = Nh+1
D is the delay introduced by the filter

bank G, and

ym,l,k(ξ) = xTl,k,k(ξ)wm,l,k(ξ) + xTl,k−1,k(ξ)wl,m,k−1(ξ) + xTl,k,k+1(ξ)wl,m,k+1(ξ).

(17)

The filters wm,l,k are adapted according to the following formula:

wm,l,k(ξ + 1) = wm,l,k(ξ) + µl,k(ξ)[xl,k,k(ξ)em,k(ξ)

+ xl,k−1,k(ξ)em,k−1(ξ) + xl,k,k+1(ξ)em,k+1(ξ)].
(18)

The step sizes µl,k(ξ) are normalized by the sum of instantaneous powers of the

signals involved in the coefficients adaptation, i.e.,

µl,k(ξ) =
µ

δ + Pl,k,k(ξ) + Pl,k−1,k(ξ) + Pl,k,k+1(ξ)
, (19)

where δ is a small positive constant to avoid division by zero and the power is

estimated as follows:

Pl,k,k′(ξ + 1) = βPl,k,k′(ξ) + (1− β)X2
l,k,k′(ξ), (20)

with β a constant in the range (0, 1). Finally, the reconstructed frequency

response between the l-th loudspeaker and the m-th microphone Ĥm,l(z) is

computed as the sum of the interpolated sub-filters Wm,l,k(zD), filtered by the

synthesis filter-bank F, i.e.,

Ĥm,l(z) =

D−1∑
k=0

Wm,l,k(zD)Fk(z). (21)

The computational complexity of the subband identification algorithm is

lower than a full band LMS approach as reported in [20]. In particular, the

overall number of multiplications per input sample required for the filtering and

adaptation of the sub-filters Wm,l,k(zD) is computed as follows:

2(3D − 2)Np
D2

+
2(3D − 2)Nh

D2
, (22)
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Figure 4: Room response equalization procedure.

where the first term corresponds to the filtering operations and the second term

corresponds to the adaptation procedure with Np the length of the full band sys-140

tem. For high-order adaptive filters, the dominant term in the above expression

is 6Np/D, which is about D/3 times smaller than the number of multiplications

required by the fullband LMS algorithm (2Np) as reported in [20].

2.3. Multipoint Equalizer Design

The proposed identification procedure has been tested with a multipoint145

equalization technique [5]. This approach has been considered due to its ca-

pability of enlarging the listening sweet spot taking into consideration different

microphones positions. The considered multipoint technique takes into consider-

ation a quasi-anechoic approach [32], thus producing also a general equalization

of the used loudspeakers. The prototype function is derived from the com-150

bination of quasi-anechoic IRs, derived from a gated version (up to the first

reflection) of the responses, with the IRs recorded in the real environment.

Figure 4 shows the equalization approach used in the presented work that

follows these steps:

1. Starting from a set of impulse responses derived in the zone to-be-equalized,

a pre-processing is considered exploiting the quasi-anechoic IR spectrum for fre-

quency greater than a certain transition frequency and the original (ungated) IR

spectrum below the same transition frequency. For simplicity of representation

in this sub-section we work in the DFT domain and the operation is performed
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by applying the following equation to each RIR:

Hm,l(κ) = Ĥm,l(κ) · wlf(κ) + H̃m,l(κ) · whf(κ), (23)

where κ = 0, · · · ,K − 1 indicates the frequency beam, Ĥm,l(κ) is the frequency

response of the original estimated RIR, H̃m,l(κ) is the frequency response of

the gated RIR, wlf(κ) and whf(κ) are the half Hann windows used for selecting

the low-pass and high-pass frequency bands, respectively. The linear combina-

tion in Eq. (23) is used to equalize only the direct sound in mid-high frequency

range, which determines localization and most of timbre perception, while full

equalization is applied in the modal frequency range [11].

2. Then, starting from the magnitude spectra of the IRs, a smoothing operation

is applied, simulating the poorer frequency resolution at higher frequencies of the

human auditory system. The approach of [33] has been used to obtain a non

uniform frequency magnitude spectrum smoothing of the frequency response

Hm,k(κ) for all m and l. In this way, a broader equalized zone is achieved

exploiting a less precise equalization at higher frequencies resulting from the

non-uniform resolution, which decreases increasing the frequency.

3. At this point, a representative response of the considered acoustic environ-

ment is derived taking into account all smoothed IRs. The prototype frequency

response is obtained using an arithmetic mean of the zero-phase smoothed fre-

quency responses, as follows:

Hprl (κ) =
1

M

M∑
m=1

Hsmm,l (κ) , (24)

with κ = 0, · · · ,K − 1 and Hsmm,l(κ) the smoothed frequency response from

loudspeaker l to microphone m.

4. Finally, a frequency domain inverse filter is obtained through the use of a

frequency deconvolution with regularization technique [34] applied to the pro-

totype as follows:

Hinvl (κ) =
H∗

prl
(κ)∣∣Hprl (κ)
∣∣2 + β

, (25)

being κ = 0, · · · ,K − 1, H∗
prl

(κ) the complex conjugate of Hprl(κ), and β the155
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regularization factor, which allows us to avoid excessive gains often appear-

ing at high frequencies. In the experimental results presented in Section 3, a

small regularization factor with value 10−5 is considered. The equalization fil-

ter frequency response of length W is computed in the unwarped domain by

interpolating with a cubic spline [14] the K values of Hinvl(κ).160

5. After that, the inverse FFT of the interpolated frequency response is per-

formed.

6. Finally, the resulting sequence is truncated in order to determine the equal-

ization filter.

Therefore, it results a valid approach for a real-time application since its165

computational complexity is mostly determined by the inverse FFT, that is an

O(W logW ) algorithm [34].

3. Experimental results

Some experimental results are reported in this section to show the effective-

ness of the proposed approach. The performance of the decorrelation algorithm170

has not been included for space limitations and also because its effectiveness was

fully demonstrated in [25]. Also the effectiveness of the multi-point approach

has been demonstrated in several papers of the same authors, e.g., [6, 8, 19].

Several tests have been done considering impulse responses measured two

real rooms. Rooms size with loudspeakers and microphones positions are shown175

in Figures 5 and 5ii: the microphones distance was set to 30 cm and they were

placed at 1.2 m height. Professional equipment was used following the pro-

cedure described in [19]. More in details, measurements have been performed

using a professional ASIO sound card and microphones with an omnidirectional

response. A personal computer running NU-Tech platform has been used to180

manage all I/Os [35]. The impulse responses have been derived using a logarith-

mic sweep signal excitation [36] at 48 kHz sampling frequency. These responses

are then used as terms of comparison in the identification procedure.

For the adaptation procedure a filter length Lf of 4096 samples has been

14
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Figure 5: Loudspeakers and microphones positions for (i) experiments 1 and 2 and (i) exper-

iments 3 and 4.

considered, working on blocks of N = 8192 samples, with D = 256 and fs = 48185

kHz.

The equalizer is designed in the warped domain considering W = 8192

frequency points and the final length of the equalizer is 1024 samples. The

equalized frequency range goes from 10 Hz to 20 kHz with the same sampling

frequency of 48 kHz. The stereo input signals used for the presented results are190

the following sound tracks:

• “International Geophysical Year” from Donald Fagen,

• “I Sat by the Ocean” from Queens Of The Stone Age,

corresponding to Experiment 1/3 and 2/4 respectively. Two songs have been

chosen as input signals in order to show the algorithm performance considering195
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a real scenario and variable inputs. This is a very important aspect since the

identification algorithm must work during the sound reproduction without al-

tering the sound perception. Some audio samples of these experiments can be

downloaded at [37].

3.1. Results on Subband Identification procedure200

Figure 6 shows the four impulse responses relative to the right loudspeaker

channel considering the first sound track and room 1 (e.g., Experiment 1), Figure

7 shows the four impulse responses relative to the left loudspeaker channel for

the second sound track and room 1(e.g., Experiment 2), Figure 8 shows the four

impulse responses relative to the right loudspeaker channel considering the first205

sound track and room 2 (e.g., Experiment 3), and finally Figure 9 shows the four

impulse responses relative to the left loudspeaker channel for the second sound

track and room 2 (e.g., Experiment 4) . The impulse responses identified with

a logarithmic sweep signal procedure are compared with the responses obtained

with the subband identification procedure considering D = 1 and D = 256210

subbands. The good performance obtained in terms of identification are also

confirmed by the results reported in Figures 10, 11, 12, 13 where a frequency

difference of the impulse responses identified with the subband procedure and

the impulse responses obtained with the sweep identification are reported.

It is evident that the subband structure is capable of identifying the impulse215

responses and, increasing the number of subbands, it is possible to obtain a

very accurate estimation of the responses. This is evident for all experiments

thus considering different inputs. Furthermore, the use of the subband structure

allows us to obtain a quicker converge increasing the number of subbands D, as

shown in Figure 14.220

This is due to the fact that increasing the number of subbands, the signal

is divided in small frequencies parts where it is more stationary and where it is

possible to use a more suitable stepsize exploiting Eqs. (19) and (20). However,

increasing the number of subbands could lead to an increase of the memory

usage of the hardware system, increasing the parallel computational load. A225
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compromise between identification performance and hardware capability should

be evaluated.

3.2. Results on Equalization procedure

Figure 15, 16, 17, and 18 show the results for the four experiments in terms

of smoothed real room magnitude responses identified with the subband pro-230

cedure, the prototype responses and the equalization curves obtained from the

single band identification and the subband identification. It is evident that

there are several differences due to a different accuracy in the identification of

the responses considering the subband procedure. This implies also a different

resolution of the equalization curve that can increase the quality of final equal-235

ization procedure. This is also demonstrated considering the spectral deviation

(SD) measure as reported in Table 1 and 2. The SD gives a measure of the

deviation of the magnitude response from a flat one [38], considering each IR

before and after the equalization as also reported in [8]. It is evident that using

the subband identification procedure, it is still possible to obtain a reduction of240

the SD, especially considering the results obtained in the low frequency range,

i.e., in Table 2.

4. Conclusions

In this paper, a subband implementation of a multichannel multiple posi-

tion adaptive room response equalizer has been presented. The novelty of the245

algorithm is focused on the introduction of a subband identification procedure

capable of identifying the multichannel impulse responses with a great accuracy

and with an increase in terms of convergence rate since the approach is based on

a multirate implementation. The accuracy of the identification is fundamental

for the generation of the equalization filters and the quick convergence is very250

important especially for those environments that are very unstationary in terms

of acoustic response. Experimental results carried on real environments have

underlined the positive aspects of the introduction of a subband identification

procedure taking into consideration the final equalization procedure.
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Table 1: SD evaluation considering the single band identification (D = 1) and the subband

identification (D = 256) for both experiments with a frequency range of 10 − 20000 Hz.

Experiments Initial SD Final SD Final SD

Subbands Number D = 1 D = 256

Frequency Range 10Hz-20kHz 10Hz-20kHz

EX1 - right channel 10.96 2.60 2.59

EX1 - left channel 9.50 2.66 2.65

EX2 - right channel 10.96 2.60 2.59

EX2 - left channel 9.50 2.66 2.65

EX3 - right channel 10.41 2.65 2.64

EX3 - left channel 12.17 2.59 2.58

EX4 - right channel 10.41 2.65 2.64

EX4 - left channel 12.17 2.59 2.58

Table 2: SD evaluation considering the single band identification (D = 1) and the subband

identification (D = 256) for both experiments with a frequency range of 10 − 200 Hz.

Experiments Initial SD Final SD Final SD

Subbands Number D = 1 D = 256

Frequency Range 10Hz-200Hz 10Hz-200Hz

EX1 - right channel 4.09 3.98 3.79

EX1 - left channel 3.91 2.81 2.64

EX2 - right channel 4.09 3.90 3.79

EX2 - left channel 3.91 2.65 2.63

EX3 - right channel 3.80 3.43 3.20

EX3 - left channel 3.78 3.25 2.95

EX4 - right channel 3.80 3.36 3.20

EX4 - left channel 3.78 3.33 3.00
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Figure 6: Experiment 1: (a) Real room magnitude responses, (b) identified room magnitude

responses for D = 1, (c) identified room responses for D = 256 considering 4 microphones

with reference to the Right channel.
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Figure 7: Experiment 2: (a) Real room magnitude responses, (b) identified room magnitude

responses for D = 1, (c) identified room responses for D = 256 considering 4 microphones

with reference to Left channel.
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Figure 8: Experiment 3: (a) Real room magnitude responses, (b) identified room magnitude

responses for D = 1, (c) identified room responses for D = 256 considering 4 microphones

with reference to the Right channel.
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Figure 9: Experiment 4: (a) Real room magnitude responses, (b) identified room magnitude

responses for D = 1, (c) identified room responses for D = 256 considering 4 microphones

with reference to Left channel.
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Figure 10: Experiment 1: (i) difference between the real room magnitude responses and the

identified room magnitude responses for (i) D = 1 and for (ii) D = 256 considering one

microphone with reference to the Right channel.
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Figure 11: Experiment 2: difference between the real room magnitude responses and the

identified room magnitude responses for (i) D = 1 and for (ii) D = 256 considering one

microphone with reference to Left channel.
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Figure 12: Experiment 3: difference between the real room magnitude responses and the

identified room magnitude responses for (i) D = 1 and for (ii) D = 256 considering one

microphone with reference to Left channel.
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Figure 13: Experiment 4: difference between the real room magnitude responses and the

identified room magnitude responses for (i) D = 1 and for (ii) D = 256 considering one

microphone with reference to Left channel.
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Figure 14: MSE for D=1, 64, 128, 256, 512, 1024, considering white noise as input signal.
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Figure 15: Experiment 1: (a)-(d) Real room magnitude response, (e) equalization curve for

single band identification, (f) prototype response considering a single band identification (g)

equalization curve for subband identification (h) prototype response considering a subband

identification, with respectively (i) Left channel and (ii) Right channel with a smoothing factor

of 1/12.
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Figure 16: Experiment 2: (a)-(d) Real room magnitude response, (e) equalization curve for

single band identification, (f) prototype response considering a single band identification (g)

equalization curve for subband identification (h) prototype response considering a subband

identification, with respectively (i) Left channel and (ii) Right channel with a smoothing factor

of 1/12.
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Figure 17: Experiment 3: (a)-(d) Real room magnitude response, (e) equalization curve for

single band identification, (f) prototype response considering a single band identification (g)

equalization curve for subband identification (h) prototype response considering a subband

identification, with respectively (i) Left channel and (ii) Right channel with a smoothing factor

of 1/12.
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Figure 18: Experiment 4: (a)-(d) Real room magnitude response, (e) equalization curve for

single band identification, (f) prototype response considering a single band identification (g)

equalization curve for subband identification (h) prototype response considering a subband

identification, with respectively (i) Left channel and (ii) Right channel with a smoothing factor

of 1/12.
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