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CHAPTER 1

Introduction

This thesis work is centered around the electronic and lattice dynamics in materials ex-
hibiting double-cone energy-momentum dispersions close to their Fermi levels. These
systems have been the focus of multidisciplinary studies in recent years, starting from the
discovery of the peculiar electrical properties in two-dimensional systems like graphene,
which then inspired a vast research interest for three-dimensional systems with analogous
characteristics like Dirac and Weyl semimetals. In particular, this last category of materi-
als has its most famous examples in compounds of the transition metal pnictides (TMPs)
and transition metal dichalcogenides (TMDCs) families. These study of these systems is
motivated by the high-mobility of their electron carriers, nonlinear response in the optical
properties, non-trivial topology involving quasi-massless fermions as well as the simulta-
neous occurrence of a plethora of unusual compound-specific phenomena like extremely
high and non-saturating magnetoresistance, quantum spin hall effect, ferroelectricity at
room temperature, chiral anomaly and many more.

Moreover, the TMDCs class presents a large number of exfoliable systems, composed
by strata of distinct compound layers, which can be used to obtain flakes which resemble
graphene, making them appealing materials to create ultrathin devices based on their
unique properties.

In this PhD project, the study was dedicated to the out-of-equilibrium phenomena
resulting from the excitation of Weyl and Kane semimetals using laser pulses in a wide
photon energy range. The results were obtained experimentally through table-top laser
systems and setups as well as a large-scale facility such as a free electron laser generating
ultrashort hard x-ray pulses. Numerical simulations were carried out using semi-empirical
models as well as ab initio electronic structure codes to complement our observations.
Our conclusions were derived comparing the data resulting from the experimental and
theoretical methods, highlighting the important of the advantage of their combined use
for studies in condensed matter physics.

The thesis first describes the physics of the materials together with the experimental
and computational methods that were employed. Then it is dedicated to the results
coming from both experimental and numerical methods. It is organized as follows.
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In Chapter 2, we describe the materials under analysis, the Weyl semimetals tantalum
arsenide (TaAs) and tungsten ditelluride (WTe2) and the Kane semimetal mercury cad-
mium telluride (HgCdTe). Particular attention is dedicated to the properties connected
to their double-cone dispersion, such as high carrier mobility and topological properties.

The probes employed to study the cited quantum materials are discussed in Chapter
3, where the physics one can study through laser systems of beams of different photon
energy is examined in relation to the performed experiments. The spotlight is set on
the ultrafast phenomena occurring from the order of hundred femtoseconds until tens of
picoseconds.

Chapter 4 considers the computational methods exploited for the numerical simula-
tions, which have at their center a description of the electronic structure based on density
functional theory. We describe its implementation in open-source codes utilized to ob-
tain our results. These allowed us to simulate the response for two of the presented
experiments.

The first one is showcased in Chapter 5. It is centered around the possibility to quan-
tify, with a joint use of experimental measurements of the time-resolved broadband re-
flectivity the T-ReX laboratory at Elettra Sinctrotrone Trieste and numerical simulations
of the optical properties, the amplitude of ultrafast oscillations of the atomic positions
induced by coherent optical phonons, triggered using a 800 nm pump laser pulse and
registered using a supercontinuum of frequencies in the near-infrared/visible frequency
range.

The normal modes of the crystals are center of attention also in Chapter 6, where we
monitored the time-resolved x-ray diffraction of WTe2, resulting from the perturbation of
the system with a 800 nm pump pulse, detecting the intensity for selected Bragg peaks
probed using the SwissFEL free electron laser (Paul Scherrer Institute, Villigen, Switzer-
land). Once again, the combined use of experiment and computer calculations provides
a clearer understanding of the underlying dynamics, together with the additional imple-
mentation of a displacive model and complementary time-resolved single-color reflectivity
experiments.

In Chapter 7 we switch our focus on the low-energy excitation on Weyl semimet-
als studying the nonlinear response of the system with two-dimensional terahertz spec-
troscopy employing broadband THz pulses at different temperature and impinging field
conditions. The study, performed in a reflection geometry, concentrates on the effect of ac-
celerating low effective mass carriers provoking nonlinear effects in the dielectric function
of the investigated systems centered around their plasma edges.

Chapter 8 is dedicated to another two-dimensional terahertz spectroscopy study, but
on the Kane semimetal HgCdTe, exploring, in transmission geometry, the nonlinear ef-
fects exhibited by the material using much lower temperature and THz field amplitude
conditions. Here, the complementary analysis carried out both in the time and frequency
domains, evidencing a highly-nonlinear response, much more pronounced than in the
Weyl semimetals under similar thermodynamic conditions. Nevertheless, the underlying
dynamics shares similar traits with the Weyl semimetals. The induced effects on the opti-
cal properties are understood as deriving from the impact ionization phenomenon leading
to carrier multiplication which in turn alters optical properties impacting on the nonlinear
polarization through the third-order electric susceptibility.

Finally, we outline the conclusions of the PhD work in Chapter 9, summarizing the
main results of the projects as well as their perspectives.

Due to the maximum size for the ArTS upload, the quality of the figures had to be
reduced. The best-quality version of the thesis is provided by the author upon request.



CHAPTER 2

Electronic double-cone dispersions

A fundamental feature that sets apart the materials studied in condensed matter physics is
the presence of eigenstates in the neighborhood of the chemical potential, when considering
an electronic grand canonical ensemble [1].

In condensed matter, this energy parameter is often referred to as Fermi level. In
the low-temperature limit towards 0 K, its position can be interpreted as the boundary
between occupied and unoccupied states at equilibrium. As the temperature increases,
this description becomes increasingly flawed as the occupancy deviates from a strict step
function. A direct evidence comes from photoemission studies of metallic systems where,
in the non-interacting limit at equilibrium, the bending of the kink of the Fermi-Dirac
distribution can be reconstructed [2]. While in such materials this behavior can become
of central importance in the properties of samples even at room temperature, in semicon-
ductors and band-insulating systems these effects are in many cases negligible due to the
presence of an energy gap separating the states close to the Fermi level. The possibility of
having occupation above the band gap is however never strictly zero as tunneling effects
may occur, whose probability depends on the size of the band gap, as well as experimental
perturbations which may drive the system away from its equilibrium conditions.

In this thesis, the materials under study are semimetals that, while retaining char-
acteristics similar to a metallic behavior, possess low electron-like and hole-like carriers
concentrations due to a reduced number of eigenstates close to the Fermi level. As the
physical dimensions of the samples are of the order of several hundreds of unit cells, we
can employ, in the non-interacting and infinitely periodic limits, an electronic band struc-
ture description for their energy levels. In this framework, the reduced number of carriers
in equilibrium conditions can be attributed primarily to a small Fermi surface, which is
the constant-energy surface in the Brillouin zone corresponding to the Fermi level.

Materials with double-cone dispersions of the bands close to the Fermi level can be
associated to quasi-point-like Fermi surfaces [3]. This is the case for graphene and type-I
Weyl semimetal tantalum arsenide (TaAs)[4][5]. However, when such structures are tilted,
they can also be associated with the distinct electron and hole pockets, such as type-II
Weyl semimetal tungsten ditelluride (WTe2)[6]. In some cases, they can manifest as part

9



10 2.1 Weyl semimetals

of a more complex energy-momentum dispersion like in the Kane semimetals [7], where
the double-cone dispersion is cut at the intersection by a flat band. Mercury cadmium
telluride (HgCdTe) is an example of such behavior, where the linearly-dispersing case
represents the boundary between the normal and inverted phases of the alloy.

The presence of linearly-dispersing bands at the Fermi level leads to extremely low-
mass carriers which in turn may have a central role in the material mobility and thus
conductivity properties. Moreover, several nonlinear phenomena due to their small carrier
density and masses were predicted and observed [8][9][10][11][12][13][14][15], making these
systems of particular interest for implementation in new devices [16][17].

In the following sections, the investigated materials are described with particular focus
regarding the role of their double-cone-like dispersions.

2.1 Weyl semimetals

This category of materials is named after the Weyl particle, a massless fermion which
obeys to the Dirac equation, originally proposed by the German physicist Hermann Weyl
[18], although not for the condensed matter field. This fermion is a particular solution of
the Dirac equation [19]

(iγµ∂µ −m)ψ(x) = 0 (2.1)

where γµ are the Dirac matrices for the four-dimensional Minkowski space, which can be
expressed in the 4x4 chiral representation as γ0 =

(

0 1
1 0

)

,γi =
(

0 σi

−σi 0

)

with σi being the

2x2 Pauli matrices σ1 =
(

0 1
1 0

)

, σ2 =
(

0 −i
i 0

)

and σ3 =
(

1 0
0 −1

)

, m is the rest mass and
ψ(x) is the field, also called Dirac spinor. When using the chiral representation, ψ can
be conveniently written as

(

ψL

ψR

)

, where the two components are named left-handed and
right-handed Weyl spinors. The Dirac equation can be then rewritten as

(

−m i(∂0 + σ · ∇)
i(∂0 − σ · ∇) −m

)(

ψL
ψR

)

= 0 (2.2)

This matrix form can be viewed as a system of two equation coupled through the mass
term. Setting m = 0 leads to the two separate Weyl equations

i(∂0 − σ · ∇)ψL = 0

i(∂0 + σ · ∇)ψR = 0
(2.3)

Defining σ̂ ≡ (1,σ) and σ̄ ≡ (1,−σ) gives them in the more compact form

iσ̄ · ∂ψL = 0

iσ̂ · ∂ψR = 0
(2.4)

Unlike massive particles, the Weyl spinors possess a Lorentz-invariant helicity given by
the operator

h ≡ p̂ · S =
1
2
p̂i

(

σi 0
0 σi

)

(2.5)

where p̂ is the unit vector along the linear momentum operator direction and S is the spin
operator. The right-handed Weyl spinor is associated to a helicity h̃ = +1/2 eigenvalue,
while the left-handed Weyl spinor to h̃ = −1/2 (in the literature one finds also ±1
depending on how h is defined). For massless particles, fields with distinct helicities are
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connected to separate chiralities. States of opposite chirality are found by applying the
1±γ5

2
operators, where γ5 ≡ i

3
∏

µ=0
γµ =

(

−1 0
0 1

)

is the chiral operator in our representation,

that correspond to
1 − γ5

2
=

(

1 0
0 0

)

,
1 + γ5

2
=

(

0 0
0 1

)

(2.6)

These are none other than projection operators on the left- and right-handed Weyl spinors,
which in turn have negative (-1) and positive (+1) chiralities.

Historically, these solutions of the Dirac equation were proposed as a description of
neutrinos before the discovery of their oscillation phenomenon which suggested their mas-
sive character. In condensed matter physics, interest for peculiar energy-momentum dis-
persions has been present since the beginning of the twentieth century [20], but only in
recent years, thanks to advances in the experimental techniques, fine features of the elec-
tronic structure have been unveiled and studied in detail [21][22]. In particular, it was
shown that linear crossings of multiple bands can host quasiparticles whose dispersions
are described by effective Hamiltonians for massless particles [6][23]. In two-dimensional
materials, the most well-known example is graphene [24], described by the 2D Dirac equa-
tion close to the K and K’ points of the Brillouin zone. In three-dimensional materials,
two categories sparked a vast research effort: Dirac semimetals and Weyl semimetals [22].
The semimetal naming is due to the fact that the double-cone intersections found in the
energy-momentum space are present close to the Fermi level, usually leading to a small
electronic density of states in its correspondence. This is associated to a low electronic
carrier density in the material, especially at low temperatures.

These groups can be distinguished on the basis of their symmetries, band degeneracies
and topological charge. Dirac semimetals comprise crystals with inversion and time-
reversal symmetries with four-band degeneracies at the conic intersections, called Dirac
points. This intersection is protected by space group symmetry elements which prevent
the opening of a band gap.

Topological invariants are frequently highlighted when discussing topological systems
in condensed matter physics. Given the one-particle Bloch wavefunction as ψnk(x) =
eik·x|unk(x)〉, where n is the band index and k the linear momentum, and the transformed
Bloch Hamiltonian Hk = e−ik·xHeik·x, one defines An(k) = i〈unk(x)|∇kunk(x)〉 as the
Berry connection and Ωn(k) = ∇k × An(k) as the geometric, or Berry, curvature [25].
When integrated over an enclosed surface ζ around the node, it gives

C =
∑

ni

1
2π

∫

ζ
Ωni

(k) · dS (2.7)

where the summation is taken over the bands comprehending the states inside the con-
sidered surface. In topology, this number is called Chern number.

In the case of Dirac semimetals one obtains a null Chern number for the inter-
section node, making it topologically trivial. Nevertheless, its symmetry protection
was found to be quite robust over a range of perturbations introduced in the effec-
tive Hamiltonians describing the systems, making this phase realizable not only as the
boundary between phases in topological insulators, but also in various crystalline types
[26][27][28][29][30][31][32]. Examples of Dirac semimetals include Na3Bi, Cd3As2 and
spinel-type crystals.

However, the energy-momentum window in which the Dirac semimetals can be con-
sidered as such is sometimes arguable when considering k-integrated properties such as
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the magneto-optical response [33], where for Cd3As2 the behavior is closer to a Kane
semimetal, which is discussed in the last part of this chapter.

When either parity or time-reversal symmetries are broken, it is possible to obtain a
Weyl semimetallic phase. The nodes split in pairs and migrate towards different positions
in the Brillouin zone. Each of the intersections, now named Weyl points, is characterized
by a non-null Chern number (±1), associated to an opposite chirality, which makes them
monopoles of Berry curvature. The nodes, now two-band intersections, are connected by
Fermi arcs, surface states, which link Weyl points of opposite Chern number, which plays
the role of a topological charge. On a lattice, the Weyl points are strictly required to
come in pairs of opposite chirality by Nielsen and Ninomiya’s no-go theorem [34]. This
means that the topological charge integrated over the Brillouin zone must be zero.

Although topologically protected, perturbations of the lattice structure can annihilate
the Weyl points back to a single node or strengthen even more their separation. In
principle, this can be done though equilibrium methods involving a change of the atomic
coordinates applying uniaxial-strain and high-pressure techniques or inducing a phase
instability employing out-of-equilibrium strategies [6][35][36].

While sharing similar characteristics, the topology of these double-cone intersections
allows for subtle distinctions leading the type-I and type-II Weyl points [6][37] (Fig. 2.1).
This separation comes from the observation that Weyl semimetals can also present Fermi
surfaces other than point-like at the Weyl node (now referred to as type-I Weyl points). In
fact, at the contact between electron and hole pockets in semimetals, a tilted double-cone
intersection presenting the features of a Weyl node may occur.

Formally speaking, the distinction can be viewed starting from a model Hamiltonian
describing a Weyl point [6]

H(k) =
∑

i,j

kiAijσj (2.8)

where the index i indicates the three momentum components relative to the Weyl point
(x,y,z), j refers to the unit matrix plus the three 2x2 Pauli matrices and Aij is a 3x4
matrix of coefficients. Its energy spectrum is found to be

ǫ±(k) =
∑

i

kiAi0 ±

√

√

√

√

√

∑

j′

(

∑

i

kiAij′

)2

= T (k) ± U(k) (2.9)

where the j′ index runs over the three x, y, z components. The two terms in the last
step can be considered the kinetic (T (k)) and potential (U(k)) components. Being of odd
power in the linear momentum, T (k) tilts the energy-momentum dispersion and causes the
loss of Lorentz invariance [6]. When there exits a k̂ direction for which T (k̂)>U(k̂), then
the two cones intersect the Fermi level in more than just their node and the corresponding
Weyl point is regarded as type-II.

This has a direct consequence is the density of states (DOS), and thus carrier density,
when the Fermi level is set in correspondence of the Weyl point. In the type-I case, the
Fermi surface is point-like with a vanishing DOS, while for type-II is always finite and,
as in the case of the material considered in the thesis, usually means a higher carrier
density when the Fermi level is located nearby the Weyl points. Another distinction
comes from the chiral anomaly [38] in Weyl semimetals: for type-I the phenomenon is
present whichever k̂; for type-II it occurs only when k̂ is within the conic space where
∣

∣

∣T (k̂)
∣

∣

∣>
∣

∣

∣U(k̂)
∣

∣

∣ while the Landau-level spectrum is gapped and no chiral zero-mode exists
otherwise.
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Figure 2.1. Schematic distinction between Weyl points where the Fermi level (grey) is
set in correspondence of the double-cone intersection. The panels show the (a) point-like
type-I Fermi surface and (b) hourglass-like type-II Fermi surface. From [6].

Usually, materials are named after one of these two types, although nothing in principle
prevents their simultaneous presence in the system [6][39][40] as in OsC2 and NbP, also
depending on the thermodynamic conditions. Examples of type-I Weyl semimetals include
TaAs [4][5], TaP [41] and NbAs [42]. Among the type-II Weyl semimetals there are WTe2

[6], MoTe2 [43], YbMnBi2 [44]. As for the Dirac semimetals, the ’Weyl’ character of
some of these systems is put under question by experimental studies. The possibility
to obtain topological and not-topological surfaces further complicates the recognition
for surface-sensitive techniques like angle-resolved photoemission spectroscopy (ARPES),
where Fermi arcs are analyzed to prove their topological character [45].

Another realization of Weyl physics in condensed matter is found in photonic crystals
[46][47][48][49]. Here the linear crossings involve the propagation modes of electromag-
netic radiation in the periodic nanostructure with various possible integer Chern numbers
associated to the Weyl points. Although at the moment the interest is still predominantly
connected to fundamental physics, photonic crystals are a promising platform to explore
the Weyl physics under an accurate control of its dispersion features via nanofabrication
and may have a relevant impact on predicted photonic analogous of electronic phenomena
involving the Berry curvature [50][51][52][53].

2.1.1 TaAs

Tantalum arsenide is a transition metal pnictide (TMP) with a body-centered tetrago-
nal unit cell, whose symmetry elements correspond to those of space group I41md [54].
TaAs was the first material to be experimentally resolved as a type-I Weyl semimetal
[4][5] together with other TMPs [41]. Usually the samples take the form of small rocks,
although they can be cleaved to obtain fresh surfaces for ARPES measurements [4]. Op-
tical peculiarities may be connected, at least partially, to the double-cone dispersion, as
second-harmonic generation and chiral emission [55][56][57][58].

Being a semimetal with a point-like band intersection near the Fermi level (its exact
position may depend on thermodynamic as well as growth conditions), its quasi-free carrier
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density is expected to be relatively low compared to other gapless materials.
Although dedicated experimental studies do not seem currently available in the litera-

ture at the moment, this feature appears in the reflectivity spectrum (Fig. 2.2, [56]) under
the formation of a plasma edge around 3 THz at 5 K. In a Drude-Lorentz description of
the dielectric properties of a material [59], the plasma edge is connected to the plasma
frequency of the Drude quasi-free electrons, which is proportional to the square root of
the carrier density. Even though the reflectivity also depends on other parameters, such
as scattering times and dielectric parameters [59], the edge position is considerably lower
than in purely metallic systems, where it is usually found at a few hundred THz (eV order
of magnitude)[1][59]. As temperature changes, so does the plasma edge, which bends and
changes its characteristic frequency; this behavior is mainly attributed to scattering times
and to the chemical potential variations [60].

Figure 2.2. Temperature dependence of TaAs’s (107) surface reflectivity. The red arrow
highlights the peak corresponding to the Fano resonance of a A1 phonon mode. Adapted
from [56].

2.1.2 WTe2

Tungsten ditelluride is a layered transition metal dichalcogenide (TMDC) with in-plane
covalent bonding and weaker van der Waals interplanar interactions helping to hold to-
gether the individual layers. At equilibrium, its structure (tagged as Td) can be described
by the orthorhombic space group Pmn21 [61], aside from high temperature (>600 K) [62]
and high pressure conditions [63], where the material exhibits its monoclinic phase 1T’.

The sample is grown with the shape of thin ribbons, which can be easily exfoliated to
obtain either flakes or freshly-cleaved surfaces. Usual growth processes [64] lead to samples
elongated along the tungsten chains direction, usually reported as a or x, while for other
perpendicular in-plane axis the crystal dimension, b or y, is normally shorter as well as
for the interlayer axis, c or z. The material hosts various unusual properties, among
which there are an extremely high and non-saturating magnetoresistance [65], possible
type-II Weyl semimetal character [6], quantum spin hall effect [66] and room-temperature
ferroelectricity [67].
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Figure 2.3. Temperature dependence of WTe2’s reflectance using linearly polarized light
along the (a) x and (b) y crystallographic axes. Adapted from [68].

Being a type-II Weyl semimetal, its Fermi surface is not point-like regardless of the
Fermi level position. As previously mentioned, this intrinsically means a higher density of
states and, usually, a higher number of quasi-carriers. Following the same Drude-Lorentz
picture described before, we see, in fact, that even though much lower than the usual
metal, the plasma edge position is set at higher frequencies (Fig. 2.3, [68]) when compared
to TaAs for analogous temperatures (Fig. 2.2).The reflectance response is reported for
the two in-plane axes, showing a lower plasma frequency along y. This anisotropy has
been mainly connected effective mass anisotropy of the quasi-free Drude-like carriers.

To conclude this section, two of the most peculiar WTe2’s properties are treated in
more detail: its magnetoresistance and type-II Weyl semimetal character.

Magnetoresistance

Tungsten ditelluride’s magnetoresistance was demonstrated to be extremely high and
non-saturating even over 60 T [65] at low temperature. These characteristics depend
on a series of factors: temperature [65][69][70], growth conditions [64], stoichiometry
[71], defects [72], dopants [73][74], aging [75][76], strain [77], thickness [78][79][80], gating
voltage [81][82][83], heterostructure engineering [84]. Moreover, under high (∼10 GPa)
pressure conditions, the large magnetoresistance is suppressed with the emergence of
superconductivity at low temperatures [85]. The origin of such phenomenon is still under
debate. Several reports support [86][87][88] a compensation mechanism between electron
and hole carriers to be the main source of the large magnetoresistance. The idea is
suggested by a two-band model [78][89], where the magnetoresistance can be expressed as

MR =
σeσh(σe/n+ σe/p)2(B/e)2

(σe + σh)2 + σ2
eσ

2
h(1/n− 1/p)2(B/e)2

(2.10)

where σe is the electron conductivity, σh is the hole conductivity, n is the electron con-
centration, p is the hole concentration, B is the magnetic field magnitude and e is the
fundamental charge.

Support for the compensation condition comes from magnetoresistance measurements
in other semimetallic media such as bismuth [90][91], graphite [92], niobium phosphide
(NbP) [93], molybdenum ditelluride (MoTe2) [94][95], and tantalum diarsenide (TaAs2)
[96].
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However, some papers present data leading to a different conclusion [97][98], suggesting
other explanations for the magnetoresistance together with a possible role of bands around
the center of the Brillouin zone Γ.

Some of the discrepancies among the experimental reports are likely connected to
the growth conditions of the samples. For example, the residual resistivity ratio (RRR),
defined as the ratio between the difference between the room temperature and low temper-
ature (T→0 K) resistivity and the low temperature (T→0 K) resistivity, varies between 50
and 1256 [64]. This has been considered as an indication of the crystal quality, although
it may also depend on the encapsulation environment if the sample is set in a device [88].
Moreover, distinct methods to derive the model parameters were employed either using a
fitting procedure [82][88] using a few-band model or maximum entropy mobility spectrum
(MEMS) analysis [72], which is claimed to avoid biases in the final results given by the
initial conditions of the fitting procedure.

In conclusion, while the mechanism still needs to be fully clarified, most of the evidence
points towards the compensation as a key ingredient. The semiclassical model can, in
principle, be optimized for the system under analysis. In WTe2, it is well-know from
both experimental and ab-intio simulations that more than two bands cross the Fermi
level: at low temperature, the analysis of the Shubnikov de Haas oscillations shows that
at least three pockets [99] are present although the exact number varies in the literature
[64]. The accurate description of the Fermi surface is quite tricky as WTe2’s transport
properties are very sensitive to the precise position of the chemical potential [13]. Its
T=0 K electronic configuration can be obtained in a relatively simple way using density
functional theory codes, although the position of the Fermi level differs depending on the
simulation details [13][100]. Moreover, ARPES studies, cited in the next section, have
shown that the detailed Fermi surface configuration may be even more complex, together
with the presence of surface states of different origin [101]. For these reasons, a solid all-
round, possibly simultaneous, experimental and theoretical characterization is necessary
when exploring the topic.

Topological properties

The material was predicted to be a type-II Weyl semimetal [6] sharing similar character-
istics its close ’brother’ molybdenum ditelluride (MoTe2) [43]. While some reports show
experimental data that support this claim [45][102], the presence of topologically trivial
arcs complicates the picture [101] when considering the k-resolved energy dispersion.

Weyl signatures have been spotted from magnetotransport [83][103], although the as-
signment of the observed signatures may provide some debate since similar characteristics
were observed at different frequencies [72]. The number, type and presence of Weyl topol-
ogy can in principle be manipulated through strain [6] and out-of-equilibrium optical
perturbations [35][36], which at certain photon energies are expected to destabilize the
equilibrium phase, although together with an oscillating response due to the excitation
of coherent optical phonons [104][105][106]. This is favored by the close vicinity between
Weyl points of the same pair with opposite charity which can annihilate more easily than
in other type-II Weyl semimetals [107].
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2.2 Kane semimetals

The double-cone intersections in Weyl and Dirac are protected by topology and space
group symmetry respectively. However, these characteristics are not always necessary
for the existence of point-like degeneracies of linear bands. This is the case of the Kane
semimetals.

Their name derives from the popular Kane model [108][109] which has been successfully
employed to describe various semiconductors such as zinc blende compounds like InSb,
CdTe [110]. The model is based on the k ·p perturbation theory and it features a variable
number of electronic bands depending on the system under study. It is usually utilized
to describe the band structure of semiconductors close to the Fermi level expanding the
k-dependent Hamiltonian expression around a certain k0 point where eigenvalues and
eigenfunctions, or least the matrix elements with the p momentum operator are known
[111].

In certain materials and thermodynamic conditions, it is possible to obtain a double-
cone dispersion intersected by a flat, heavy hole band, which can be described through the
Kane model. The electron carriers in the conduction band exhibit extremely low effective
masses and high carrier mobility [112][113][114][115]. This configuration was realized in
3D systems like Hg1-xCd1-xTe (HgCdTe) [7] and Cd3As2 [33][116][117], where its Kane
character may be concomitant with Dirac dispersion closer to the intersection, as well as
a complex 2D system like π-conjugated bis(iminothiolato)nickel monolayer [118].

In this thesis, the investigated sample is Hg1-xCd1-xTe with x∼0.175, giving a material
approaching the Kane semimetal phase at low temperature [113].

2.2.1 HgCdTe

Mercury Cadmium Telluride (MCT, Hg1-xCdxTe) is a binary alloy compound between
HgTe (semimetal) and CdTe (semiconductor, 1.5 eV band gap at room temperature)
which is commonly found in infrared detectors [119][120]. Thanks to the small lattice
mismatch between the two zinc-blende compounds [121], alloys can be produced for any
stoichiometric composition represented by the ’x’ index.

Its electronic band structure, in particular its band gap [122], varies with the temper-
ature and it can be described using Kane’s model [108][109]. Together with temperature
and strain [123], stoichiometry is a parameter used to modify the MCT dispersion leading
to either a ’normal’ or an ’inverted’ phase. This terminology refers to the relative energy
difference between the Γ6 and Γ8 bands resulting in a positive (normal) or negative band
gap (inverted) [7][113][124] (Fig. 2.4). Such possibility to manipulate its band structure
received further attention after the prediction [125] and experimental confirmation [126]
of the presence of quantum spin hall effect in MCT-based quantum wells. Its charac-
teristic electronic structure is also central in the recently proposed implementation as
Veselago lens [127]. As a boundary between the two phases, the electronic band structure
showcases a linear dispersion close to the Fermi level, hosting Kane fermions [7][113].
Unlike Weyl and Dirac semimetals, such intermediate configuration is not topology- or
symmetry-protected, although a topological Z2 can be defined to differentiate the phases.

The carrier concentration critically depends on both temperature and stoichiometry
[113][128], which in turn affects its optical properties both in the quasi-free and more
bound carrier, using once again a Drude-Lorentz picture [129]. Clear phonon resonances
are present in the reflectivity response, with divided in HgTe- and CdTe-like phonon bands
connected to the alloy nature of the sample [130][131].
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This material has found a vast application in infrared detectors for both civil and
military use, which is favoured by the band gap tunability and generation of secondary
electrons from carrier multiplication, also called impact ionization [114].

Figure 2.4. Possible band configurations for HgCdTe. (a) Normal phase (b) Boundary
condition, Kane semimetal (c) Inverted phase. From [7]. ’x’ represents indicates the
stoichiometry, while ’xc’ is the critical composition, which depends on thermodynamic
parameters like temperature.



CHAPTER 3

Ultrafast physics

Perturbing the equilibrium properties of a material can be used as an intriguing approach
to either induce a different state in the system or to understand more profoundly the
underlying mechanisms of certain equilibrium phenomena. In condensed matter physics,
the electronic and lattice degrees of freedom play a major role in re-establishing an equi-
librium condition after an impulsive excitation. Depending on the property one wants to
study and the magnitude of the perturbation, the relaxation times may go from attosec-
onds when exploring the electronic interactions until hours when monitoring a chemical
reaction to produce low-defect samples following their kinetic and thermodynamics laws
[132][133][134].

Here by ’ultrafast physics’, we regard the phenomena that require ultrashort, from
hundreds of attoseconds until tens of femtoseconds, laser pulses to monitor the evolution
of the involved degrees of freedom in a ’pump-probe’ scheme.

The choice of the pump photon energy depends on the material under study, as the
presence of a band gap, quasiparticles (e.g. excitons, polarons, trions) or energy disper-
sions of particular topology may be resonant with specific excitations of the system. The
probe depends on the observable one wants to monitor which include induced photocur-
rent, polarization and atomic reorganization. The duration of the pulses is tied to the
degrees of freedom of interest (e.g. electronic, ionic) and should be preferably shorter
than its time scale [132].

As it would be dispersive to treat the large scope of this experimental approach with
the required detail, I focus on the effects one can explore using all-optical terahertz and
near-infrared/visible measurements as well as hard x-ray diffraction after a near-infrared
pump excitation, which are relevant for the thesis.

3.1 Near infrared and visible

Most of table-top pulsed laser sources, such as Ti:sapphire and optical-fiber based lasers,
emit a laser beam with photon energy between the near-infrared or visible ranges, usually
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in the 500-1600 nm spectral region with varying repetition rate (i.e. pulses per second,
from a few Hz passing through the kHz range of the amplifiers to the MHz range of the
oscillators), pulse energy, temporal duration and energy spread [132][135].

Its accessibility made it the first and most explored spectral range for out-of-equilibrium
optical, diffraction and photoemission experiments [132][136][137][138]. Sometimes, it is
necessary to exploit higher photon energies. For example, in photoemission spectroscopy,
such photon energy is not enough to extract a photoelectron due the work function of the
material, typically a few eV, and higher harmonics of the near-infrared beam are neces-
sary. These are usually generated through multiple nonlinear interactions in crystals and
gases, providing the possibility not only to extract electrons from deeper levels, but also
to explore regions of the Brillouin zone at higher momentum [139], especially in materials
where point-like Fermi surfaces or small band gaps are present far from the Γ point like
for graphene and superconductors [140][141]. Moreover, the reduced pulse length allows
to resolve fast electronic phenomena, which often have time scales smaller than a picosec-
ond. Obtaining lower photon energies can be also a precious tool for experiments. Such
wavelengths may be obtained through optical parametric amplifiers (OPAs) or optical
parametric oscillators (OPOs) [142][143].

Finally, another useful methodology is to generate a supercontinuum of frequencies in
optical fibers or crystal windows leading to a pulse with a large spectral breadth [144][145].
This is typically implemented as a probe technique, for example to simultaneously detect
the optical properties in a near-infrared/visible range, e.g. reflectivity and transmission,
although other ranges are feasible as well [146].

In this thesis, the objective was to obtain the transient reflectivity of samples by
measuring the reflected beam intensity. This was performed using photodiode detectors,
either with single receivers, for single-color measurements, or using arrays, to register the
broadband supercontinuum after dispersing its components through a glass prism.

3.1.1 Pump-probe phenomena

The materials studied in this thesis, being semimetals or small-band-gap semiconduc-
tors, are absorbing media in the near-infrared/visible range. This fact suggests that the
pump excitation should involve both interband transitions, bringing electrons to higher
unoccupied energy states with their initial excitation, and intraband transitions, leading
carriers to different eigenstates with close energies, through the energy redistribution with
electron-electron and electron-phonon scattering. Although the second mechanism may
be expected to be the slower one, these phenomena are often concomitant. In many crys-
talline systems, the electrons are expected to reach an internal thermalization in a few
picoseconds [138][147][148]. When probing the transient optical properties, e.g., reflec-
tivity or transmission, these phenomena correspond to an initial peak which decays with
an exponential trend. If distinct carriers or phonon populations are present, multiple
decaying-exponential terms may be required to describe the different relaxation chan-
nels [149]. It usually takes a longer time for the lattice to fully thermalize and finally
re-establish an equilibrium condition through phonon-phonon interaction and dissipation
with the surrounding media [150][151]. Time-resolved optical studies are usually limited
to a few tens of picoseconds after time-zero to analyze primarily the electronic and coher-
ent and ’hot’ ionic response, however sizable transient effects may continue to impact the
optical response for hundreds of picoseconds [106].

The excitation of the system may lead also to a synchronization of the lattice normal
modes in the pumped area, named coherent phonons [152][153]. While the specific mech-
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anism may differ from material to material, in absorbing media it can be often described
through the ’displacive excitation of coherent phonons’ (DECP) model [154]. The under-
lying mechanism is based on a change of the quasi-equilibrium coordinate of the atomic
configuration as the electronic system is perturbed. The lattice then responds by moving
towards the new equilibrium position through a superposition of its normal modes which
may be in-phase for a large number of unit cells if the excitation and crystal quality are
uniform enough.

In the literature, this model is often associated with a ∼cos[ř(t-t0)] temporal response,
where ř is the angular frequency and t0 is the time-zero, i.e. instant at which the temporal
coincidence between pump and probe occurs. However, this happens only in special
conditions. In fact, the model allows deviations from such behavior and is not in strict
opposition with the impulsive stimulated Raman scattering (ISRS) ∼sin[ř(t-t0)] behavior
[155]. This stimulated also the development of more general theories with the DECP and
ISRS as particular cases [156].

3.2 X-ray diffraction

In order to examine the lattice structure of a periodic system, one of the most employed
techniques applied since the beginning of the twentieth century is x-ray diffraction, ex-
ploiting wavelengths which are comparable to the lattice parameters, e.g. about one-two
angstroms [157]. The atoms act as scattering centers for the impinging radiation and the
resulting pattern rationalized in terms of the mathematical formalism founded by Laue
equations, Bragg’s law and Ewald’s construction [158]. In crystalline systems, construc-
tive interference conditions are described in terms of the reciprocal lattice vectors and
space group symmetry. This allows, in principle, to reconstruct the lattice parameters
and atomic disposition at equilibrium, as well as the composition ratio in mixed polycrys-
talline samples. Once the structure is known, it is possible to perturb the system using
ultrafast laser perturbations. Usually, one monitors constructive conditions which leads
to peaks of the scattered x-ray intensity, named Bragg peaks, related to the lattice or
superlattice ordering (e.g. charge density wave systems).

It also finds a vast application in numerous fields such as medical diagnosis, biological
research, where the structure determination is a key role to explain some of the func-
tionalities of complex molecules, and studies about the most profound electronic levels in
atomic and condensed matter physics.

This radiation can be generated through multiple methods [158]. Historically, x-ray
tubes have been the first and most popular sources, where peaks of hard x-ray photons
are obtained through electron-hole recombination, usually at the K-shell, after collisions
between accelerated electrons and the anode, commonly copper, iron, molybdenum or
tungsten, on top of Bremsstrahlung radiation. The desired wavelength is then selected
by using a crystal monochromator.

In the last few decades, instruments at large-scale facilities have been developed to
obtain high-resolution data at much faster rate, exploiting the high-brilliance radiation
from synchrotron [159] and free-electron laser (FEL) [160] sources. As for x-ray tubes,
accelerated, relativistically in this case, electrons are employed, although rather than
using a collision target, the radiation is generated stirring the electron trajectory using
bending magnets, undulators or wigglers. In synchrotrons, the spectral breadth of the
resulting light is quite large, while in the FEL case it is narrower, even more so if a seeded
mechanism is implemented on top of the self-amplified spontaneous emission (SASE).
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Nowadays, the recording of Bragg peak intensities is performed using advanced elec-
tronic detectors. In the FEL experiment reported in this thesis, an areal detector with
pixel subdivision was used (JUNGFRAU, [161]), where the peak intensity is reconstructed
from the charge generated by the arriving x-ray photons.

3.2.1 Time-resolved x-ray diffraction

To explore the effects of an optical excitation with the x-ray diffraction, it is necessary to
employ, as for lower-frequency ranges, pulsed probe beams. The reason comes from the
fact that the electronic setups available at the moment do not allow a separation between
pump and unpumped effect over a scale of a few tens or even hundreds of femtoseconds.
Employing probe pulses whose pulse duration far exceeds the pump one would mean
’averaging’ the transient response over it, which in most cases does not allow to study the
ultrafast processes with the necessary resolution.

This is the case of the synchrotron radiation, where its pulses have a duration of
tens of picoseconds. Nevertheless, a combined use of pulsed table-top laser systems and
synchrotron radiation through the electron beam slicing technique [162] allowed to lift
this limitation and obtain ∼100 fs hard x-ray pulses, which permitted numerous ultrafast
diffraction experiments in the last two decades [163][164].

FELs are intrinsically designed to provide very short pulses, even in the ’attosecond’
regime [165] to be used to explore the ultrafast response of atomic, biological and solid
systems [166][167][168]. FEL radiation can be also applied to study nonlinear phenom-
ena and thermal propagation taking advantage of its small wavelength through transient
grating spectroscopy [169][170][171].

3.3 Terahertz fields

In optics, the light ranges explored in the previous sections are usually categorized un-
der ’high-energy’ photons. Conversely, terahertz (THz) radiation comprises of low-energy
photons with frequencies between 0.1 and 30 THz, corresponding to 0.4-124 meV photon
energy range [172][173]. In this energy range, one can find vibrational fingerprints of com-
pounds, quasi-free carrier response and low-energy magnetic excitations. Due to its low
photon energy and non-destructive nature, terahertz technology is viewed as a promising
probe for molecular, biological and solid state research. Moreover, practical applications
for medical diagnosis, security control identifying hidden dangerous substances, high-
resolution radar technology and radars encourage multidisciplinary studies in this sector.

Nevertheless, various challenges have slowed down applicative research. First of all,
THz radiation is absorbed by water vapor through numerous spikes which limit the op-
erative frequency band [174]. In research, this effect is often reduced by enclosing the
terahertz setup in a rigid box and purging inside with nitrogen. This allows to reduce the
internal relative humidity at a few-percent value and thus obtain a clearer THz waveform.

Another important issue are the available THz sources. Research based on short THz
pulses was favored by the advent of high pulse-energy sources at high repetition rate (e.g.
Ti:sapphire lasers) together with the combined use of nonlinear processes, although there
are various pathways to obtain them. These include photoconductive switches, optical
rectification, plasma-based generation [175] and free electron lasers (FELs) either as the
main operation use or in a parasitic configuration [176][177]. The commercial equivalent
of table-top pulsed lasers in the near-infrared/visible range for the THz radiation are
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the quantum cascade lasers (QCLs), working either in continuous wave or in few-cycle
mode. While considerable progress has been achieved since their initial realization [178],
the requirement of cooling, reduced frequency tunability and limited output power have
limited their diffusion in laboratories.

In the experimental works presented in this thesis, the two methods employed to obtain
THz pulses were optical rectification and plasma-based generation.

3.3.1 Optical rectification

This method is a particular case of a second-order nonlinear phenomenon occurring in non-
centrosymmetric crystals, named difference frequency generation, in the zero frequency
limit of the resulting pulse [175]. A simple formulation of this interaction can be expressed
in terms of a semiclassical approach, considering two fields, periodic in time E1(ω1, t) =
E01(ω1)exp(−iω1t)+c.c. and E2(ω2, t) = E02(ω2)exp(−iω2t)+c.c., where ’c.c.’ stands for
complex conjugate. When they pass through the crystal, aside from the linear response
of the material, the two fields can interact so that a nonlinear polarization is induced.
The second-order terms can be expressed in terms of the electric susceptibility χ as (with
ǫ0 being the vacuum dielectric constant)
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Integrated in time, non-negligible contributions can be found when ωr = ±(ω1 + ω2) or
ωr = ±(ω1 − ω2), together with χ

(2)
ijk(ωr) 6= 0 for the corresponding interaction, geometry

and frequency. Considering all the angular frequencies above to be positive-defined, the
first possibility corresponds to sum-frequency generation (SFG) while the second case
leads to difference-frequency generation (DFG). When ω1 − ω2 ≃ 0, a quasi-DC response
may be obtained and the processes is called optical rectification. The quasi-DC character
from the practical point of view means ω1 − ω2 << ω1 ≃ ω2, as it is for THz frequencies
when compared to the near-infrared/visible range.

The nonlinear polarization becomes in turn the source term for the generated low
frequency radiation in the wave equation.
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with P (1) = ǫ0 (n2(ωr) − 1) E being the linear polarization, which can be expressed in
terms of the refractive index n(ωr) =

√

ǫ(ωr), square root of the dielectric function, which
becomes a complex tensor for anisotropic materials.

The above formula is an ideal expression for the interaction under various approxima-
tions. In reality, one has to consider the length of the nonlinear medium, its homogeneity
and the absorption and reflectivity coefficients of the fields. Moreover, the finite pulse
length and beam superposition, if using two separate sources for E1(ω1, t) and E2(ω2, t),
must be taken into account for a quantitative expression to integrate the effects. Anal-
ogous contributions can be also generated at the surface [179], even for centrosymmetric
samples as the surface itself is not symmetric under inversion.
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Experimentally, nonlinear interactions are realized starting from the output of table-
top laser systems. Important parameters to choose are the impinging beam wavelength,
which depends on the efficiency of the conversion process, and the crystal thickness and
orientation to ensure good phase- and velocity-matching [180][181]. Popular crystals in-
clude the zinc-blende type, like ZnTe, GaSe and GaP, LiNbO3 and organic crystals such
as DAST, OH1 and DSTMS. The choice is generally based on the spectrum and power
one needs to obtain for the experiment. The conversion can also take place using a single
beam: in fact, provided that the matching conditions are satisfied, even transform-limited
pulses can produce a broadband spectrum at about zero frequency.

3.3.2 Plasma-based generation

The mechanism of the generation of THz pulse through a plasma medium has been a
topic of discussion for years [182]. Experimentally, the process occurs by focusing an
intense laser beam in air and superimposing, in time and space, its second-harmonic
field, generated through a nonlinear crystal like beta barium borate (BBO) in front of
the plasma. Until recently, it was thought to be originating from a four-wave-mixing
nonlinear effect contributing to the third-order nonlinear polarization through [175]
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As for the second-order nonlinearities, relevant non-zero contributions can be found, when
integrating in time, only when ωr = ω1 ± ω2 ± ω3 is satisfied and χ

(3)
ijkl(ωr) 6= 0 for the

corresponding frequency.
In the scheme, usually one employs a single laser beam, where one of the input ω

is the second-harmonic of the arriving beam, e.g. ω1 = 2ω0, while the other two are
components within the original beam spectrum. Thus THz contributions may appear
only if 2ω0 ≃ ω2 +ω3, where the difference between left- and right-hand sides corresponds
to the THz frequency.

However, the currently accepted explanation is that the plasma is a tunnel-ionized
gas with asymmetric field-induced currents leading to the THz generation [182]. In a
semiclassical picture, the ionization of gas by infrared photons can be obtained either
through multiphoton absorption or tunneling effect, whose relative impact depends on
the light frequency and intensity. The THz plasma generation takes place in the second
regime and it can shown to give a broad frequency response.

Nevertheless, an accurate description of the experimental process requires also taking
into account various optical processes, e.g. ionization, dephasing and focusing, and it is
beyond the scope of this thesis.

Once generated, the THz beams are collimated or focused using parabolic mirrors
to take them to the sample and then to the detection device. In this thesis, the THz
field is registered using two different methods: electro-optic sampling [175] and air-biased
coherent detection (ABCD) [183].
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Figure 3.1. Sketch of the electro-optic sampling scheme. Without the THz field, the
infrared beam remains linearly polarized after the electro-optic (EO) crystal; it is then
converted in a circularly-polarized beam by the quarter-wave plate (ń/4) and split
equally into horizontally and vertically polarized light by the Wollaston beamsplitter so
that the detection is balanced between the two photodiodes. In presence of a THz pulse
arriving at the EO crystal, the infrared beam becomes elliptically polarized after the
crystal due to the electro-optic effect; consequently this leads to an unbalance at the
detection, proportional to the THz electric field in the low-field limit.

3.3.3 Electro-optic sampling

The first one can be implemented by using most of the previously cited non-centrosymmetric
nonlinear crystals, although with differences in the detection band, as it relies on the lin-
ear electro-optic effect (Pockels effect), which may be finite only for systems without
inversion symmetry since it is related to the second order susceptibility tensor. The effect
is such that when the THz pulse passes through the nonlinear crystal, it introduces an
anisotropic change in the dielectric tensor at the wavelength of a near-infrared probing
pulse. As the refractive index is deeply connected to the dieletric tensor [59], this provokes
a change in the polarization plane of the probe pulse due to the phase difference between
the components of the linearly-polarized probe field on the optical axes. This effect is
linearly proportional to the THz electric field as long as the crystal thickness is much
smaller than the coherence length between the group velocity of the near-infrared pulse
and the phase velocity of the THz pulse [175].

To quantify it, a two-photodiode detection scheme is employed (Fig. 3.1). Initially,
using a quarter-wave plate, the polarization state of the linearly-polarized near-infrared
beam, e.g. parallel to the optical breadboard, is transformed into circularly polarized.
Split by a Wollaston beamsplitter, its perpendicular and parallel components give the
same average intensity as measured by two separate photodiodes. When the THz pulse
arrives, the two measured intensities will be no longer balanced as the outcoming beam
will be elliptical in general. Calibrating the unbalance gives the phase and amplitude of
the measured field, which, at the lowest order, is proportional to the phase difference and
thus to the THz electric field.

Since the THz field is actually a pulse, the induced change of the probe polarization
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Figure 3.2. Sketch of the ABCD scheme. In the interaction region between the THz field
and the infrared beam, a electric field bias in applied using two electrodes. The
remaining portion of the infrared beam is filtered and the generated TFISH is detected
by a photodiode.

will depend on the temporal superposition between the two beams. In particular, it is
preferable to have a very short near-infrared pulse with respect to the THz one, so that
the THz waveform can be accurately sampled. The mapping of the complete terahertz
waveform is also named time-domain spectroscopy (TDS).

When using high THz fields, one should in principle take into account the appearance
of higher-order electro-optic effect, such as the quadratic Kerr effect. However, particular
configurations allow to extinguish the quadratic electro-optic effect so that the resulting
rotation of the polarization plane of the impinging infrared beam can be attributed only
to the linear effect under a very good approximation [184]. Another possibility is to
use neutral density filters before the detection as the linear effects as favored over the
quadratic ones at lower fields.

3.3.4 Air-biased coherent detection

The second method, ABCD [183], uses air as the sensor medium taking advantage of
a third-order nonlinear mixing process. The actual measured quantity is the THz-field-
induced second harmonic (TFISH) of an near-infrared optical pulse. In the first imple-
mentation for the THz detection [185], the process becomes ’coherent’ above a certain
probe intensity threshold when the laser-induced plasma starts to act as a local oscillator.
In these conditions, the intensity of the TFISH becomes approximately proportional to
the terahertz field.

Since then, other methods to obtain such local oscillator were proposed [182]. One of
them, ABCD, uses a high-voltage bias field applied around the interaction region between
THz and infrared pulse (Fig. 3.2) to retrieve the THz phase. The difference between
the TFISH measured under a positive and a negative bias of the same magnitude is
proportional to the THz electric field. To improve the TFISH, it is possible to purge the
detection area with alkane gases instead of nitrogen [186].

This method is particularly useful when employing THz pulses with a large spectral
breadth. In fact, many crystals present infrared-active phonon modes in the 1-20 THz
range which cause resonant absorption in correspondence of their associated frequencies.
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This does not occur in ABCD.

Other measurement methods include photoconductive switches and bolometer detec-
tors [175][187].

3.3.5 Out-of-equilibrium phenomena

In out-of-equilibrium physics, THz fields can be used to excite, probe and monitor low-
energy properties of a physical system, such as electron excitations as free-carriers or exci-
tons [188][189][190] and collective modes like coherent phonons and magnons [191][192][193].

The combined use of THz pulses with higher photon energy beams has been exploited
for many system in the literature, but it is also possible to explore the ultrafast response
by using two THz pulses. Especially in this last case, due the picosecond-duration and
comparable field amplitude of the two THz pulses, the role of pump and probe can be
alternatively assumed by the two pulses within the same experiment. This distinction is
especially loose in two-dimensional terahertz spectroscopy.

Two-dimensional terahertz spectroscopy

This technique is a particular version among the two-dimensional optical spectroscopies
[194], where two pulses are employed to study the interplay of characteristic resonances
in molecular, biological and solid systems, often by monitoring the resulting nonlinear
effects. Two-dimensional terahertz spectroscopy (2D THz) has been performed to study
the response among electron, phonons and magnons [195] [196] [197] [198] in solids systems
as well as rotational motion in molecular systems [199].

One of the most interesting obtainable quantities in 2D THz measurements is the non-
linear field, derived by collecting the material’s response simultaneously and individually
with respect to the single THz fields.

During the measurements, the two beams can be chopped at distinct submultiples of
the laser system repetition rate. By properly setting the phases, this allows to distinctively
record the resulting signal for different field combinations: using both THz pulses (Et),
only one (E1, E2) and none (Eb background, subtracted to the fields). The nonlinear
signal is then obtained as

Enl = Et − E1 − E2 + Eb (3.5)

Its value depends on the temporal superposition of the individual fields. The operation
refers to the associated fields recorded after the sample when the corresponding THz
pulses are applied. In 2D-THz spectroscopy, one obtains matrices of data, thus we will
refer to those datasets through their field label. Morever, the reported fields values are
meant as the maximum field amplitude for each pulse registered at the sample position
before the interaction with it.

We define two time coordinates: the excitation delay tex, which is the difference be-
tween the average time coordinates of E1 and E2 and the detection delay tdel, set to be
zero at the average time coordinate for E2, that represents the electro-optic sampling
delay (Fig. 3.3). The average time coordinate of the terahertz pulse, defined as a time
centroid, can be obtained using

t0 = 1/It
∫ ∞

−∞
E(t)2tdt (3.6)
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Figure 3.3. Two-dimensional THz maps for Hg0.825Cd0.175Te using E1 ∼34 kV/cm,
E2 ∼17 kV/cm and T=12 K in the time domain and cross-polarized configuration (see
Chapter 8).
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where It =
∫∞

−∞ E(t)2dt [175]. This bidimensional description leads to data maps in which
E2 is centered at tdel = 0 , regardless of tex, while the centroid for E1 follows a diagonal
path such that tex + tdel = 0 . This behavior is a simple consequence of the fact that
varying tex corresponds to a change in the tdel at which E1 is detected, since E2 is fixed
in tdel.

Furthermore, we distinguish between odd and even nonlinearities based on the parity
of the nonlinear signal with respect to E1 [200]. For this purpose, two equivalent data
sets must be acquired, labeled ’+’ and ’−’, by varying the E1 electric field direction by
180 degrees, e.g. through the combined used of two wire grid polarizers. Summing and
subtracting the sets, one obtains

Eodd = Enl+ − Enl− Eeven = Enl+ + Enl− (3.7)

As a remark, it is important to highlight that while a definition for the central position
of the terahertz pulses is given, only differences between time positions are important.
These are the key ingredient for the Fourier-transformed analysis of the nonlinear features.
In the frequency domain, the coordinates at which nonlinear contributions appear give
information regarding their identities, as well as the order of the electrical susceptibility
terms involved, that can be rationalized in terms of the Liouville-space pathway theory
[201].

In Chapters 7 and 8 we will present our two-dimensional THz studies on Weyl and
Kane semimetals. For some considerations, we will refer to the Drude-Lorentz model
for the dielectric function [59]. In general, this is a complex quantity comprehending
terms connected to optical transitions (intraband and direct/indirect interband) as well
as phononic resonances. In metallic or semimetallic systems, the contribution connected
to quasi-free electrons can be semiclassically expressed by the Drude term in the frequency
domain as

ǫD(ω) = ǫ∞

(

1 −
∑

i

ω2
pi

ω2 + iγpiω

)

(3.8)

where ǫ∞ is the high-frequency dielectric constant and ωpi is the plasma (angular) fre-
quency for the carrier population i with associated damping γpi, inversely connected to
the scattering times of the different scattering channels.

In semimetals, the number of terms in the sum depends on the details of the electronic
structure, e.g. the presence of multiple electron and hole pockets. For example, in WTe2,
two separate terms are used to represent the electron and hole carriers [202], while for
HgTe a single one was shown to be sufficient [129]. The (angular) plasma frequency can
be expressed in terms of the carrier density as [200]

ωpi =
√

nie2/(ǫ0ǫ∞m∗
i ) (3.9)

where ni is the carrier volumetric concentration, ǫ0 is the vacuum dielectric constant and
m∗
i is the effective mass of the carriers.



CHAPTER 4

Computational methods for ground and

excited states

Theoretical and experimental studies are two complementary aspects of physics that must
support each other in order to obtain a faithful description of a physical system. However,
as research advanced, people gradually started to focus on more complex structures,
requiring more elaborate models and challenging experiments. As the number of degrees
of freedom (DOF) became enormous, this resulted in increasing difficulties to compare ab-
initio theory and experiment. Moreover, many theories do not provide analytical solutions
for the investigated systems or are too intricate to be of any use.

Fortunately, the simultaneous and quick development of computers allowed to develop
alternative strategies surpass these limitations, at least from a practical point of view.
In chemistry, biology and condensed matter physics, this encouraged the development
of codes and pathways to simulate physical systems considering the atomic DOF [203].
Nevertheless, real samples are constituted by an immense number of particles, which can
become same order or the Avogadro constant (∼1024), making any numerical simulation
virtually unfeasible.

To overcome this issue, two approaches can be used to simplify the system under
study: grouping DOF to create functional groups or making it periodic. The first method
is often employed in systems where the fundamental unit components are already too
complex themselves, e.g. proteins, and studying their mutual interactions and together
with the response from the solvent is too computationally demanding. Usually these
are implemented using semiclassical equations of motion to study equilibrium properties,
together with the aid of thermal baths and further constraints to simulate the experimental
conditions. The second method is exploited for structures where a long-range order is
present. In this case, the simulation cells can become very small, even composed by
single atoms in elemental solids. The presence of the surrounding unit cells is taken into
account through the Born-von Karman periodic boundary conditions (PBC), instead of
open boundary conditions (OBC). In principle, the two strategies are not in opposition

30
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and they can be integrated in the same code if needed.
These approximations, just as experiments, are subjected to limitations which give

to the obtained values a certain degree of accuracy and comparability for the analyzed
systems.

In condensed matter systems, electronic and lattice DOF are of crucial importance.
Here, the spatial and spin variables of the particles not only characterize the individual
objects of the simulations, but also their interactions. Generally, when simulating a solid
system in equilibrium or quasi-equilibrium conditions, a first approximation comes from
the separation among electronic and ionic DOF in the wavefunctions through the Born-
Oppenheimer adiabatic approximation. This allows to treat the lattice coordinates as
parametric conditions for the electronic ensemble.

While a numerical solution is in principle obtainable, taking into account all of the
many-body interactions among the particles becomes a formidable task for complex unit
cells.

4.1 Density functional theory

When treating ground-state configurations, an alternative formulation of the problem is
available, thanks to the two Hohenberg-Kohn theorems [204]. The first one established
a bijective map between electron density and external potential, which usually consists
of the interaction between electrons and nuclei although it can be generalized. The same
proof shows that analogous relations exist for the ground state wavefunction which acts
as an intermediate link between electron density and external potential. The second one
says that the ground-state energy is found by minimizing the expectation energy, now a
functional of the electron density

EVext
[n(x)] = 〈Ψ[n(x)]| ĤVext

|Ψ[n(x)]〉 (4.1)

where n(x) is the electron density, Ψ[n(x)] is the many-mody wavefunction and ĤVext

is the Hamiltonian operator for a given external potential Vext, by varying the electron
density towards the ground state, in the spirit of the Rayleigh-Ritz variational principle.

E0 = min
n(x)→n0(x)

EVext
[n(x)] (4.2)

In the original formulation, the last part was only valid for non-degenerate states, but mul-
tiple extensions of the required conditions allowed to broaden even more the applicability
of these two theorems.

The possibility to determine the ground state through a energy functional of the
electron density is a central point as it allows to recast the many-body problem to a
functional along the spatial coordinates of the system. Aside from a reformulation of the
observables through the density, it is of fundamental importance to simplify the structure
of simulations.

However, it is essential to know how to appropriately include the electron-electron
interactions. An important step forward was given by the Kohn-Sham scheme, where the
interacting electronic system is recasted into a non-interacting one, with the kinetic term
given by the one for non-interacting particles and a potential term, assuming that the
ground state is representable through such auxiliary system. This leads to the eigenvalue
problem
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Ĥms

ks φλms
(x) = ǫλms

φλms
(x) (4.3)

where ms is the spin channel and λms represents the quantum numbers for a specific
solution. The Hamiltonian is

Ĥms

ks = − ~
2

2m
∇2 + V ms

ks (x) (4.4)

with
V ms

ks (x) = Vext(x) + Vh(x) + V ms

xc (x) (4.5)

being the potential term which includes the external potential, Hartree potential and
the exchange-correlation potential, also containing the correction to the kinetic term to
make it consistent with the interacting picture. Further terms need to be added when
considering a non-collinear spin configuration with a non-null magnetization density.

Nevertheless, while the problem is concentrated in the exchange-correlation potential,
an analytical expression still lacks. This can be solved through approximated forms, often
starting from simpler systems, e.g. homogenous electron gas in a jellium. Depending on
how the density dependence is taken into account, exchange-correlation can be considered
in the local density or (generalized) gradient approximations, LDA and GGA in short
respectively.

To improve their performance, some of the developed codes for electronic structure
approximate the atomic potentials with pseudopotentials. This form substitutes the ionic
potential with a smoother form using pseudo-wavefunctions, especially in the inner core
region where the all-electron wavefunctions present multiple nodes. Such description is
appropriate when we can view the atoms as composed by valence and core electrons where
only the first group intervene in the chemical bonding. This distinction can become blurry
when considering elements of the d-block, having orbitals with orbital angular momentum
l = 2 at least partially filled which may play a role in bonding, even when they are not
the uppermost energy levels.

Even though several recipes were created during the years, there is not a universal
path to generate a pseudopotential. Several choices and compromises modify the final
result such as which electrons are included in the ’pseudodization’, the ’hardness’ (i.e.
the variability of the pseudopotential along the spatial coordinates), the normalization
of the pseudo-wavefunctions and the mathematical method used to generate them. All
these conditions impact the transferability and adequacy of a pseudopotential in different
environments. Vast comparative studies have been performed [205], most of these are
focussed on elemental solids. Thanks to the diffusion of the internet, groups started to
collect the results and data coming from the different computational studies and created
online platforms to share the information, including the pseudopotentials used [206][207].

Nevertheless, research often requires working with new systems and/or unexplored
properties for which appropriate comparisons do not exist. For this reason, one tries to
compare the results of different pseudopotential flavors, when possible, to find the most
adequate description.

In this thesis, two flavors of pseudopotentials were used: norm-conserving (NC) [208]
and based on projected augmented wave method (PAW) [209]. In both cases, the exchange-
correlation functional obtained the generalized gradient approximation (GGA) in the
Perdew-Burke-Ernzerhof (PBE) [210] parametrization. Depending on the observable un-
der study, partially (scalar, [211]) or fully relativistic pseudopotentials were employed
from different libraries [212][213].
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4.1.1 Electronic structure simulations

The DFT-based codes for the electronic structure usually employ a similar strategy to
solve the Kohn-Sham equations and to derive associated quantities. When treating pe-
riodic system, e.g. chains, slabs or crystals, it is common practice to use PBC for the
simulation cell as well as to express the derived quantities, e.g. wavefunctions and electron
density, in terms of bases with periodic terms, as for example the complete plane-waves
set, similarly to a superposition of the Bloch functions. This encourages to compute co-
efficients and observables directly in the reciprocal space. However, just as in the direct
space, to perform an accurate discretized integration, one needs to finely sample the in-
tegrand. In the reciprocal space, this means to calculate eigenfunction and eigenvectors
for selected coordinates expressed as k wavevectors. In the reduced-zone picture, this
corresponds to a sampling of the Brillouin zone and/or summing over the energy levels
given by the diagonalization of the Hamiltonian, marked by the ’band index’ nb.

At the core of electronic structure codes, there is the diagonalization of the Kohn-Sham
Hamiltonian to find eigenvalues and eigenvectors. The energy minimum corresponding
to the ground state configuration is found through an iterative cycle to obtain a self-
consistent solution of the Kohn-Sham equation, starting for example from the atomic
and/or random wavefunctions. The cycle ends once the results are consistent under a
certain threshold.

The wavefunctions, charge density and potential are expressed in a convenient basis,
e.g. plane-waves, although the number of terms in the expansion is limited by a cut-off,
which may be given as an energy, to reduce the size of coefficient matrices. To calculate
accurate coefficients and expectation values, one must introduce a fine sampling of the
Brillouin zone, usually as a regular grid whose details depend on the studied system [214].

This is one of the origin of numerical inaccuracies even for an exact theory, together
with the discretization of integrals, pseudopotentials, thresholds for convergence and lim-
ited number of numerical figures.

Having obtained the ground state parameters, it is possible to derive numerous quanti-
ties for the configuration. Immediate results are the electronic band structure and density
of states (DOS). For all these quantities, the absolute energy scale does not hold a spe-
cial significance and it depends on the pseudopotentials used. Instead, energy differences
are physically meaningful. For electronic structure calculations, usually one sets as zero
energy value the Fermi energy, which separates unoccupied from occupied orbitals at
T=0 K. The constant-energy surface in the Brillouin zone at the Fermi energy is called
Fermi surface and can be used to understand, for example, the k-coordinates where states
involved in transport properties are present and characterize their volume [215].

The band structure is a collective term to comprehend the eigenvalues of the orbitals
and their dependence on k and nb. If a finer study of the dispersion is required, a single
diagonalization iteration cycle can be performed again starting from the results obtained
at the end of the self-consistent procedure. It is plotted through energy-momentum graphs
by choosing a certain path in the Brillouin zone. It can reveal information regarding the
electronic structure, electronic velocity, effective masses, the presence of band gaps and
the identification of electronic transitions. The DOS is the integrated version of the band
structure in the reciprocal space, usually for the whole Brillouin zone, which is given as
the number of states per energy unit. Possible indications one may extract from it are the
presence/lack of carriers around the Fermi level, which influence the transport properties,
and the effects of functional groups on the electronic properties of a solid system (e.g.
molecules on a solid surface).
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A concept similar to the DOS is the projected density of states (PDOS). This quantity
represents the projection of the atomic orbitals of the individual atoms in the unit cell
on the wavefunctions of the full system and, similarly to the DOS, it is usually expressed
a states per energy unit. It may be exploited to understand which orbitals are mostly
involved in states in particular energy and momentum ranges of the electronic structure,
e.g. valence states involved in the bonding between atoms.

This description was based on the strategy used in the open-source suite QUANTUM

ESPRESSO [216], a plane-wave-based code employing the pseudopotential approxima-
tion used in this thesis as the core package.

4.1.2 Phonons from perturbation theory

To derive quantities like the phonon spectrum using a perturbative approach, it is impor-
tant for simulated structure to be in a structural equilibrium at a certain given pressure
[217]. In other words, it is necessary to adopt an algorithm that leads the system towards
a minimization of the interatomic forces among the nuclei and the most energy favorable
configuration. A popular strategy is the Broyden–Fletcher–Goldfarb–Shanno (BFGS), a
quasi Newton method, for which a force and an energy threshold must be specified to end
the iterative minimization cycle.

While this minimization process may seem relatively straightforward, one must ex-
amine the final results to understand if the obtained structure correctly represents the
experimental counterpart. Regarding the algorithm, its objective is to find the minima
starting from a set of initial positions. Even though BFGS is more elaborate than a
simple gradient descent, the system may fall in a local minimum for which the force and
energy minimization conditions are also satisfied. The final configuration is also influ-
enced by the choice of pseudopotential, additional correction terms to simulate van der
Waals interactions and cut-offs/thresholds for the self-consistent calculation.

There are two main approaches to calculate the phonon eigenvectors and eigenvalues
(i.e. their frequencies) [217]. The first one is the ’frozen-phonon’ method which requires
the construction of a simulation supercell, whose dimensions have to be at least 2π/|q|,
with q being the phonon wavevector for which the solutions are sought. The main ad-
vantage of this approach is its simple implementation as it is based on displacing some
atomic positions starting from the equilibrium configuration. However, calculating the
required interplanar force constants, considering forces perpendicular to q, can become
increasingly computationally heavy as the supercell size is increased, which is required
when considering small q vectors.

A different approach comes from the density functional perturbation theory [217].
Based on the linear response theory and adiabatic approximation, it is applicabile for small
perturbations of the external potential which in turn lead to variations of the electronic
density and wavefunctions. The phonon frequencies and eigenvectors are derived from the
diagonalization of the dynamical matrix, i.e. the matrix of the interatomic force constants
in the reciprocal space. The dynamical matrix is written as

C̃αβ
ab (q) =

∑

R̃

eiq·R̃Cαβ
ab (R̃) =

1
Nc

∂2E

∂u∗α
a (q)∂uβb (q)

(4.6)

where uαa (q) are the lattice distortions of wave vector q for the atom a and α is the
Cartesian component, Nc is the number of unit cells forming the studied system, R̃

represents the difference between the coordinates of a pair of atoms and E is the Born-
Oppenheimer energy surface. The last term is present in the Born-Oppeheimer equation
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for the nuclei
(

−
∑

I

~
2

2MI

∇2
RI

+ E(R)

)

Φ(R) = EΦ(R) (4.7)

with MI mass of the I-th nucleus, RI the position of the I-th nucleus and R collectively
represents the atomic configuration. Thus, E(R) corresponds to the ground-state energy
of the system with ’clamped’ nuclei whose associated Hamitonian is

Hbo = −
∑

i

~
2

2me

∇2
ri

+
∑

i6=j

e2

2
1

|ri − rj|
−
∑

iI

ZIe
2

2
1

|ri − RI |
+
∑

I 6=J

ZIZJe
2

2
1

|Ri − RI |
(4.8)

where me is the electron rest mass, ri is the position vector for the i-th electron, ZI
is the charge for the I-th nucleus and e is the fundamental charge. The perturbative
approach intervenes in the calculation scheme of the second derivatives of E(R) in (4.6),
as described in [217].

The phonon frequencies ω(q) are then solutions of the secular equation

det

∣

∣

∣

∣

∣

1√
MaMb

C̃αβ
ab (q) − ω2(q)

∣

∣

∣

∣

∣

= 0 (4.9)

From the phononic calculations, one expects 3·N phonon modes for each q wavevector
[1], where N is the number of atoms in the primitive unit cell. Three of them are acoustic
modes for which limq→0 ω(q) = 0, while the rest are optical modes. Depending of how
many symmetries are maintained by phononic shifts, the phonon modes can be cataloged
based on the irreducible symmetry representations of the unit cell’s point group. The
totally-symmetric representation, treated in the thesis, is the one for which the symmetry
elements of the point group are all preserved.

In the thesis, we concentrate on the phonon modes for q → 0, also called zone-center
phonon modes as Γ = 0 is the center of the Brillouin zone, for metallic systems. Due to
computational inaccuracies caused by e.g. cut-offs and thresholds, it may happen that
the computational output of the diagonalization of the dynamical matrices gives non-null
eigenvalues for the acoustic modes as q → 0. This issue can be mitigated by imposing
acoustic sum rules, linked to the translational invariance of the crystal, that introduce
slight corrections in the dynamical matrices. These changes may also affect the other
phonon modes, although usually their impact is significant only for the first few optical
eigenvalues and eigenvectors.

When trying to explore the effects of small distortions along the phonon eigenvectors,
it is important to take into account the different masses of the atoms in the non-elemental
solids to correctly predict the ratio between the actual shifts. One can obtain this infor-
mation from the eigenvectors ζI,n(q) via

ηI,n(q) ≡ 1√
MI

ζI,n(q) (4.10)

where I indicates the I-th atom in the unit cell and n represents the index of the solution
under consideration. ηI,n(q) are called eigendisplacements, which are also directly present
in formulas regarding the optical properties [218].

4.1.3 Optical properties

As for the lattice normal modes, linear response theory can be employed to derive ex-
pressions for quantities sensitive to charge variations, e.g. due to an externally applied
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electric field. A similar perturbation, albeit varying in time, occurs when studying the
response of the system to light fields to measure its reflectivity, absorption or transmission
properties.

All these observables critically depend on the dielectric tensor, although its complexity
may be mitigated by exploiting the symmetries of the crystal system [219]. In the or-
thorhombic case, such as for WTe2, the dielectric tensor is diagonal on its standard axes,
although with three distinct eigenvalues, which lead to anisotropic equilibrium optical
properties.

The influence of an external electric field is described through a scalar external po-
tential φ that couples to the charge density giving a perturbative contribution to the
Hamiltonian [220]. In the Coulomb gauge, it can be expressed as

δĤ ≡ − e

V

∑

q 6=0

φ(q, t)ρ̂(−q) (4.11)

with
φ(q, t) =

4πe
q2

ρext(q, t) (4.12)

where eρext(q, t) is the q component of the external charge density, ρ̂ the electron density
operator and V is the sample volume. Its connection with the electromagnetic fields can
be expressed through the Gauss equation for the electric displacement field D and electric
field E. In the reciprocal space, the relations become

iq · D(q, ω) ≡ iqǫ(q, ω)E(q, ω) = 4πeρext(q, ω)

iq · E(q, ω) = 4πe(ρext(q, ω) − ρind(q, ω)) (4.13)

with ǫ(q, ω) being the (longitudinal) dielectric function (in the general case, it is a tensor),
ρind(q, ω) is the induced charge density defined through eρind(x, t) = e〈ρ̂(x)〉 − en, where
the first term is the thermal and quantum average with respect to the electron density
operator and n is the unperturbed electron density value, supposed to be uniform over the
considered scale. In the reciprocal space, this last relation is given by eρind(q, t) = e〈ρ̂(q)〉
for q 6= 0 as ρind(q = 0) = 0 for charge neutrality.

In the linear response theory, the induced charge density can be written as

ρind(q, ω) = −eχ(q, ω)φ(q, ω) = −4πe2

q2
χ(q, ω)ρext(q, ω) (4.14)

where
χ(q, ω) =

1
V

∫ ∞

−∞
dt eiωt(−iθ(t)〈[ρ̂(q, t), ρ̂(−q)]〉) (4.15)

is the ’improper’ density-density linear response function with θ(t) being the step function,
which can also be viewed as a retarded correlation function or as a two-operator Green’s
function [220][221]. The ’proper’ density-density linear response function is instead defined
by the equation

ρind(q, ω) = −4πe2

q2
χ̃(q, ω)(ρext(q, ω) − ρind(q, ω)) (4.16)

Combining the right-hand sides of the formulas reported in (4.13) gives the relation

ǫ(q, ω)(ρext(q, ω) − ρind(q, ω)) = ρext(q, ω) (4.17)
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The expression above allows to connect the dielectric function with the response functions
leading to

1
ǫ(q, ω)

= 1 +
4πe2

q2
χ(q, ω) (4.18)

ǫ(q, ω) = 1 − 4πe2

q2
χ̃(q, ω) (4.19)

In the Yambo code [222][223], used to calculate the near-infrared/visible optical prop-
erties for WTe2 (see next section), χ(q, ω) can be calculated in the space of reciprocal
vectors G, which is convenient starting from the ground-state databases obtained from
plane-wave codes like QUANTUM ESPRESSO (QE) [216][224] or ABINIT [225]. Be-
ing yambo a many-body perturbation theory code, its capabilities extended far beyond the
independent-particle (IP) approximation we used. The response function can in general
be calculated including many-body corrections in the framework of the Dyson equation
with the inclusion of local-field effects.

The noninteracting (IP) ’improper’ density-density response function may be expressed
as [223]

χ0
GG′(q, ω) =

fs
NkΩ

∑

nmk

ρnmk(q,G)ρ∗
nmk(q,G′)×

× lim
η→0+

[

fmk(1 − fnk−q)
ω − (εmk − εnk−q) − iη

− fmk(1 − fnk−q)
ω − (εnk−q − εmk) + iη

]

(4.20)

where Ω is the unit cell volume, Nk is the number of k points along the polarization
direction, n and m refer, in general, to two different combinations of spinors (in this
thesis, these indices can be reduced to the band and spin indices, since they we treated a
spin-collinear case), fmk is the occupation of the corresponding Kohn-Sham state (1 for
spin-polarized calculations, 2 in the spin-unpolarized case) whose eigenvalue is εmk and
matrix elements ρnmk(q,G) such that

ρnmk(q,G) = 〈nk| ei(q+G)·r |mk − q〉 (4.21)

The microscopic dielectric tensor in the reciprocal space can be then expressed by the
relation [222]

ǫ−1
GG′(q, ω) = δGG′ + v(q + G)χ0

GG′(q, ω) (4.22)

where

v(q + G) =
4π

|q + G|2 (4.23)

is the Coulomb interaction in the reciprocal space.
In the limit q → 0 one obtains the macroscopic dielectric tensor as

ǫM(ω) = lim
q→0

1
ǫ−1

G=0,G′=0(q, ω)
(4.24)

The macroscopic tensor is indeed the one that should be considered when comparing the
numerical predictions to the macroscopic experimental results [204].

Finally, the macroscopic dielectric tensor components are exploited to calculate the
reflectivity for the individual α Cartesian directions. For an orthorhombic crystal like
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the examined tungsten ditelluride and approximating the refractive index of air to the
unitary value, the reflectivity in quasi-normal incidence conditions is [59]

Rα =
(nα − 1)2 + k2

α

(nα + 1)2 + k2
α

(4.25)

where nα and kα are the real and imaginary parts of the refractive index for α such that

nα = {1
2
[(ǫ2

α,1 + ǫ2
α,2)

1/2 + ǫα,1]}1/2

kα = {1
2
[(ǫ2

α,1 + ǫ2
α,2)

1/2 − ǫα,1]}1/2 (4.26)

where ǫα,1 and ǫα,2 are the real and imaginary parts of the diagonal components ǫαα of
the dielectric tensor.

The IP approximation is usually reasonable to describe the optical spectra of metallic
compounds like WTe2 as screening effects are expected to lead to minor corrections in
the response function due to the static electron-hole interactions. However, even for
certain metallic systems, dynamical electron-hole interactions may give relevant deviations
from the IP formulas [226]. Naturally, as the electron-hole interactions are added, the
computational workload becomes increasingly large. Thus their inclusion and the level of
approximation may be decided when comparing the results to the experimental optical
data.

To correctly reproduce the full spectrum of the dielectric tensor of metallic systems, it
is important to introduce the Drude term to account for the intraband transitions. While
it is possible to calculate this term ab initio, it usually requires a very-high sampling of
the reciprocal space around the Fermi level, in particular for the region where the Fermi
surface intersects the metallic bands, to reach a satisfying convergence [227].

To speed-up the simulation, the Yambo code gives the opportunity to the user to
introduce the Drude term as an empirical, anisotropic in the general case, correction to
the dielectric function. In this thesis, this was done by comparing the experimental results
from [68] with our simulations. Nevertheless, our focus was the near-infrared/visible
range, while the plasma edge connected to the Drude contribution is found in the far-
infrared for this material (Fig. 2.3). Moreover, to accurately reproduce the far-infrared
region of the spectrum, the spin-orbit contribution should be included under a fully-
relativistic framework as well, as it was shown to be important for WTe2. As for QE,
the Yambo code calculations include settable convergence parameters in this scripts, such
as the considered number of bands for the response function and cut-offs of plane-wave
expansions, but the final results also depend on the starting databases derived from QE
and, indirectly, from their convergence parameters.

4.2 Density functional theory and many-body codes

4.2.1 Quantum Espresso

QUANTUM ESPRESSO [216][224][228] is an open-source density functional theory
suite of codes for electronic structure calculations, mainly written in Fortran and C lan-
guages. The atomic potential of the atoms is described through pseudopotentials, under
various schemes (e.g. norm-conserving, ultrasoft and projector-augmented wave). The
electron eigenfunctions and charge density are described through bases of plane waves,
which allow a shorter computation time as well as good adaptability when multiple atoms
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are present in the unit cell. Ground state properties such as the relaxed configuration,
electronic band structure, electronic density of state and charge density can be calculated.
Moreover, using density functional perturbation theory, it is possible to obtain the dy-
namical matrix coefficients for an arbitrary momentum and derive related quantities such
as the eigenvalues and eigenvectors for the phonon modes. Other tools permit molecular
dynamics calculations and multiple post-processing analysis. In this thesis, QUANTUM

ESPRESSO is employed to calculate the electronic ground-state properties of tungsten
ditelluride (WTe2) and its zone-center phonons by making use of the core PWscf, PHonon
and Post-Processing packages.

4.2.2 Yambo

The Yambo code [222][223] is an open-source project aimed at describing the excited
state properties of various condensed matter systems of different dimensionality. Primer-
ily written in Fortran and C languages, it also offers python extension modules to facilitate
the user experience. As a starting point, it requires the ground state electronic structure
(eigenvalues and eigenfunctions) calculated through a density function theory code such as
Quantum Espresso. It can be employed to study linear and nonlinear response quan-
tities and include many-body quasi-particle corrections at different approximation levels,
going from the independent-particle (IP) framework until the electron-hole interactions
(Bethe-Salpeter equation, BSE). Among the most useful applications of the code, there is
the simulation of the optical properties. Its numerical algorithms and associated libraries
allows a very efficient parallel structure to simulate even materials with large unit-cells
or peculiarities which require high-convergence parameters. In this thesis, Yambo was
used to derive the reflectivity of WTe2 in quasi-normal conditions starting from the diag-
onal components of the macroscopic dielectric tensor and to interpret the out-equilibrium
signatures of the optical phonon modes through its modifications.



CHAPTER 5

Broadband NIR and VIS experiments

on WTe2

5.1 Introduction

Several fundamental properties of materials, including the electrical and thermal conduc-
tivities, are influenced by lattice vibrations [1]. Recently, the possibility to control such
behaviors by resonant coupling of ultrashort light pulses to specific lattice modes has been
proved [229][230]. Conversely, coherent phonon spectroscopy has emerged as a powerful
method to directly observe, in the time domain, coherent lattice vibrations [231][232][233].
Despite the many studies, coherent phonons have been exploited primarily to characterize
ground state properties [153][234][235][236], rather than controlling the material proper-
ties. This observation motivates the quest to learn how specific lattice vibrations affect
the electronic behavior in the vicinity of the Fermi energy. Structural dynamics experi-
ments, such as time-resolved x-ray diffraction [237] and time-resolved electron diffraction
[238], are currently used to measure the amplitude of synchronized collective excitations
of the atoms in a solid, i.e. coherent phonon modes. Yet, subpicometer displacements in
complex materials are very challenging to be resolved.

In time-resolved reflectivity experiments, such modes appear as ultrafast oscillations
of the probe signal [152][239]. Their amplitude has been related to the atomic shifts for
single-element materials [240][241] by using single-frequency measurements. In materials
with complex unit cells, a larger number of phonon modes is present and a method that
avoids correlations in the estimation of individual amplitudes is required. In this chap-
ter, we report on a novel approach to estimate the non-equilibrium atomic displacements
of coherent optical phonon modes by detecting the modulation induced in a broadband
reflectivity probe signal, which is required to obtain reliable signatures of the modes.
Density functional theory (DFT) calculations are applied to a displacive model to sim-
ulate the time-resolved optical reflectivity signals and to estimate the coherent phonon
amplitudes in the tens of femtometers regime.

40
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The method is applied to the orthorhombic semimetallic (Td) phase of tungsten ditel-
luride (WTe2), a transition metal dichalcogenide that has recently gained interest for
showing an unusually high and non-saturating magnetoresistance [65] along with a pos-
sible type-II Weyl semimetal character [6]. WTe2 has a layered structure belonging to
the space group Pmn21 [242] with in-plane covalent bonding and weaker van der Waals
interplanar interactions helping to hold together the individual layers. Furthermore, it
has been shown that its electronic, optical and topological properties are influenced by
strain forces [6][243], which can be induced through non-equilibrium perturbations [35]
allowing an ultrafast control of the functionalities of this material.

We focus on two A1 coherent optical phonon modes at ∼8 cm-1 and ∼80 cm-1. They
are comprised of non-equilibrium displacements of the atoms along the y and z crystallo-
graphic directions. The ∼8 cm-1 optical phonon is a uniform in-plane shift of the atoms,
estimated to be ∼350 fm using a ∼230 µJ/cm2 absorbed pump fluence, while the ∼80
cm-1 mode corresponds to atomic displacements of few tens of femtometers which depend
on the specific atom.

The majority of the results presented in this chapter can be also found in reference
[106]. All the error intervals are expressed and displayed as ±σ, one standard deviation.

5.2 Sample

High-quality tungsten ditelluride samples were grown as reported in [65]. The presence
of defects was previously studied in [65][244]. In order to identify the in-plane crys-
tallographic axes, low-energy electron diffraction (LEED) images were acquired under
ultra-high vacuum conditions. In Fig. 5.1, ball-and-stick projections of the crystal struc-
ture of the layered orthorhombic phase of tungsten ditelluride (WTe2) are shown. The
crystallographic data ware taken from [242]. All the crystallographic representations were
generated using the XCrySDen [245] software.

Figure 5.1. Projections of WTe2 crystal structure perpendicular to the (a) x, (b) y and
(c) z (only a single layer is shown) axes; x and y are the perpendicular in-plane
directions, while the z axis is perpendicular to the layers; tungsten atoms in blue,
tellurium atoms in orange; the unit cells are delimited by red lines.

5.3 Experimental setups

5.3.1 Broadband setup

The time-resolved broadband optical (TRBO) reflectivity setup used in this thesis work
allows one to perform measurements in reflection or transmission geometry, over an ultra-
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Figure 5.2. Sketch of the optical layout of the setup for broadband time-resolved optical
spectroscopy setup used. The path for reflectivity experiments is shown. Adapted from
[246].

broadband spectral range (~500-1600 nm, 0.77-2.48 eV). This unique possibility is ob-
tained thanks to a careful optimization of the supercontinuum generation in a sapphire
window and to special InGaAs linear array detectors allowing for the simultaneous acqui-
sition of data in this wide spectral range.

The laser system exploited, the RegA (Coherent ®), is made by two laser cavities
working in conjunction: an ultrafast oscillator (Mira 900F, working at 80 MHz) and a
regenerative amplifier (RegA 9050), based on a chirped pulse amplification scheme. Each
laser cavity is ’pumped’ by a Verdi G (Coherent ®) which constitutes the primary laser
source. The outcoming beam, possessing temporal and spatial coherence, has an almost
Gaussian line shape frequency-wise with a central value of ~800 nm and a full width at
half maximum (FWHM) value of ~35 nm. Time-wise, the system produces ~50 fs pulses
with an energy per pulse of 6 µJ at 250 kHz. This corresponds to an average power of 1.5
W.

In Fig. 5.2 the basic layout and the main components found in the optical setup
are presented. The beam arrives to the experimental setup with horizontal polarization.
Then, it is split into two paths (pump and probe) by a beam splitter. Through mirrors,
the two pulsed beams follow then different paths overlapping again at the sample position.

The pump beam is directed using mirrors, among which two of them are mounted on
a linear motorized stage. Next, the ray is modulated through a chopper to impose the
pumped and unpumped conditions. Its fluence can be modified using a device consisting
in a double Brewster-window polarizer preceded by a rotatable half-wave plate. The
s-polarized component is chosen and focused on the sample.

On the other hand, the probe beam is tightly focused in a 3-mm-thick sapphire win-
dow, to broaden its frequency spectrum. This is achieved thanks to nonlinear optical
processes, the main one being the ’self-phase modulation’. Next, the supercontinuum
beam is collimated with a parabolic mirror and impinges on a dielectric mirror to reduce
the intensity in the spectral region of the original seed beam. A small portion of the beam
is taken through a different path to be used as a reference signal and directed to one of the
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two detectors. The main probe beam passes through a polarizer and a disc attenuator,
before arriving to the sample.

The sample is placed in the focus of both the pump and probe beams. The spot size
can be measured either through knife-edge profiling or using a beam profiler. In general,
it is desirable to have a pump spot size larger than the probe one, in order to measure the
transient optical properties in a region of the sample that can be considered uniformly
excited.

To measure the out-of-equilibrium reflectivity, the samples are positioned on the frontal
part of a sample holder with adjustable translational and angular degrees of freedoms.

The experimental data are plotted as

DR

R
(ω, t) =

Rpumped(ω, t) −Runpumped(ω)
Runpumped(ω)

(5.1)

where R(ř)=S1(ř)/S2(ř) with

• S1, vector of signals collected by the individual photodiode pixels coming from the
InGaAs detector after the sample;

• S2, vector of signals collected by the individual photodiode pixels coming from the
InGaAs detector relative to the reference beam, used to reduce the noise arising
from fluctuations in the supercontinuum spectrum.

A polarizer is present in the detection path to extinguish the scattering from the pump
beam. Nonetheless, a small part often survives. This is mainly due to the roughness of
the sample surface provoking a pump scattering in a large cone, making it difficult to
fully stop it with an iris, and minor residual perpendicular component, together with the
finite extinction ratio of the polarizer.

The outcoming beam goes through a neutral-density filter to avoid the saturation of
the detectors. Finally, the spectral components are separated by an equilateral prism
(Flint glass) and focused on the sensible area of the InGaAs linear photodiode array
detector, particularly sensible in the near-infrared region.

The reflectivity was measured in a near-normal incidence geometry. On the sample,
the pump spot diameter was estimated to be ∼160 µm, while the average spot diameter
for the various spectral components of the probe beam was ∼110 µm. Modifying the pump
polarization direction produced no significant variation of the main spectral features. For
this reason, all measurements were performed by keeping the pump beam polarization
perpendicular to the probe one, in order to minimize the residual pump scattering by
using a polarizer inserted before the detectors.

5.3.2 Single-color setup at T-ReX

The measurements were performed on the same laser system employed for the broadband
optical experiments. When the experiment requires pump and probe to have different
photon energy, it is possible to use an optical parametric amplifier (OPA) to generate
near infrared light with longer wavelengths or one can simply filter the supercontinuum
light using band-pass filters at the desired wavelength. Recently, the setup was upgraded
allowing also the possibility to acquire broadband and single-color data without changing
the sample position by using a foldable mirror mounted in the path.

Complementary results were obtained using two pump photon energies of 1.0 eV and
3.1 eV, generated from the fundamental 1.55 eV beam. The former is produced through an
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optical parametric amplifier (OPA), while the latter is obtained using a nonlinear crystal
(barium borate, BBO) to generate its second harmonic and removing the remaining 1.55
eV seed pulse with a filter.

The data was collected by a single photodetector a treated using a lock-in amplifier
to improve the signal to noise ratio.

5.4 Computational details

Density functional theory (DFT) simulations were carried out using norm-conserving (NC)
[208] scalar relativistic [211] pseudopotentials with the generalized gradient approxima-
tion (GGA) in the Perdew-Burke-Ernzerhof (PBE) parametrization for the exchange-
correlation functional [210] chosen from the PseudoDojo database [212][247]. An or-
thorhombic simulation cell (Figs. 5.1(a)-(c)), with lattice constants a=3.477 Å, b=6.249
Å and c=14.018 Å along the x, y and z directions respectively, taken from the crystallo-
graphic data in [242], was used. It contains four tungsten and eight tellurium atoms, with
14 and 16 valence electrons respectively, for a total number of 184 electrons per unit cell.

Structural optimizations and zone-center phonon calculations in the framework of
density functional perturbation theory (DFPT) were performed using the Quantum

Espresso (QE) [216] suite of codes with a plane wave kinetic energy cutoff of 70 Ryd-
berg for the wavefunctions and a 12×10×6 uniform k-point mesh for integrations over the
Brillouin zone. Van der Waals contributions were not included, since, although in general
relevant to describe layered compounds, in this specific case they do not improve the de-
scription of structural and electronic/optical properties of the system. Td-WTe2 presents
33 zone-center optical phonon modes with four possible symmetry representations given
by the C2v point group [242]. In the following sections, we will focus on the two lowest
energy A1 modes.

We calculated the diagonal macroscopic dielectric tensor components through the
Yambo code [222] starting from the wavefunctions and eigenvalues obtained through the
PW package of QE using the same kinetic energy cut-off and a 16×14×10 k-grid. Con-
vergence tests showed that the parameters used in QE and Yambo ensure the numerical
accuracy needed to appreciate the relative effects of subpicometer atomic displacements
on the electronic states in the near-infrared and visible spectral regions. As computational
resources allowed it, we decided to keep the whole set of G-vectors for the expansion of
the wavefunctions derived from the QE calculation. The number of polarization function
bands to be considered in the calculations was also determined to be 119 (see section
5.5.6). The reflectance curves were derived at the independent-particle (IP) level using a
linear response approach for different atomic configurations for each of the two in-plane
investigated probe polarizations separately, setting the electric field along the x and y
axes respectively (Fig. 5.1).

5.5 Results

5.5.1 Broadband reflectivity with a 1.55 eV pump

The normalized time-resolved differential reflectivity (DR/R) revealed a large anisotropy
consistent with the two-fold in-plane symmetry of WTe2 (Fig. 5.3) also reported for
equilibrium electrodynamics [68].
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Figure 5.3. (a) Sketch of the time-resolved broadband reflectivity experiment: the
reflected probe beam is dispersed through a glass prism and detected by a photodiode
array (PDA) detector. (b) Projection of a WTe2 layer on the xy plane with blue
tungsten and orange tellurium atoms showing multiple unit cells delimited by red lines;
other projections are reported in Fig. 5.1. (c),(d) Ultrafast broadband DR/R images for
WTe2 with the probe beam polarization along (c) x and (d) y, both taken at ∼710
µJ/cm2 absorbed pump fluence and 1.55 eV pump photon energy at T=295 K.

In Figs. 5.3(c),(d), the broadband probe beam polarization was set parallel to the
x (η||x) and y (η||y) crystallographic axes respectively with pump beam polarization
kept perpendicular to the probe one. Measurements were acquired with a ∼710 µJ/cm2

absorbed pump fluence and 1.55 eV pump photon energy at T=295 K. A region of the
spectrum was disturbed by the scattering of pump beam photons from the sample, so it
was removed.

The temporal evolution of the reflectivity is directly related to the electronic and ionic
degrees of freedom [152][231][239]. In general, the DR/R is a superposition of signals due
to transient variations of electronic density of the states and population. We empirically
describe the temporal evolution after the perturbation (time-zero, t=0) as

DR/R(t, hν) = G(t)∗
[

∑

i

Ai(hν)e−t/τRi+B(hν)e−t/τheat+
∑

j

Cj(hν)cos(ωjt+φj)e−t/τP j

]

(5.2)



46 5.5 Results

Figure 5.4. Profiles at 1.39 eV and 1.97 eV photon energy for probe beam polarization
(a) η||x and (b) η||y, at ∼710 µJ/cm2 absorbed pump fluence and T=295 K. Fourier
transform images performed across a few picoseconds after time zero for (c) η||x and (d)
η||y after subtracting from the data a purely exponential fit based on Eq. (5.2) for
various probe photon energies.

where G(t) represents the pump and probe pulses cross-correlation and Ai(hν), B(hν)
and Cj(hν) denote the amplitudes of three different phenomena: i) electronic relaxation
phenomena with time constants τRi, ii) heating contribution with a characteristic time
τheat and iii) oscillations due to coherent phonons with angular frequency ωj, initial phase
φj and decay time τPj.

After the pump pulse excitation, electron-electron and electron-phonon scattering pro-
cesses constitute the main incoherent relaxation phenomena in the first hundreds of fem-
toseconds, as it commonly found for metallic samples [148], and are responsible for the
initial exponential decay of the DR/R signal [104]. The coherent phonon effects are em-
pirically added through damped cosine waves, which are approximations of the general
DECP result [154].

After a few picoseconds where the main thermalization of the electronic system with
the lattice occurs, the differential reflectivity DR/R reaches a plateau, showcasing an
offset with respect to the equilibrium value.

The temporal profiles are very well fitted by using Eq. (5.2). Their sign and magnitude
vary with the photon energy, while the main relaxation presents a time constant which is
almost the same and equal to ∼1 ps with only small differences, as previously found in
[104] at hν=1.55 eV and assigned to electron-phonon thermalization.

In Fig. 5.4 we report selected profiles extracted at two photon energies from the
datasets reported in Figs. 5.3(c),(d), alongside with the Fourier transform (FT) of the
oscillatory signal in most of the investigated range. The most prominent features are at
7.9±0.4 cm-1 and 79.7±0.4 cm-1. For notation purposes, we refer to these modes with
the labels 8 cm-1 and 80 cm-1. These modes give the largest contribution to the coherent
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Figure 5.5. Oscillatory component of the DR/R signal, obtained by subtracting an
exponential fit (see Eq. (5.2)) from the temporal profile at 1.29 eV acquired at ∼710
µJ/cm2 absorbed pump fluence and T=295 K for η||x.

component of the DR/R signal as shown in Fig. 5.5, where two damped cosine waves fit
the oscillatory signal. Minor contributions at higher frequencies are detected at 116.5±0.4
cm-1, 132.2±0.4 cm-1 and 210.2±0.4 cm-1 and appear as beats in the DR/R signal in the
first hundreds of femtoseconds. Together with a blue shift of the 8 cm-1 shear mode [246],
the phonon effects become more pronounced as the temperature is reduced (Fig. 5.6).

While it is not the focus of the experiment, we can try to infer the origin of the en-
hanced response from the literature. Such behavior is not only due to a likely reduced
dephasing rate at lower temperatures (in Fig. 5.6, this would be especially evident for
the modes with a small damping time at room temperature compared to the time win-
dow), similar to what was observed in elemental semimetals [248], which would depend
on the anharmonic decay of the phonons as well as the defect concentration, but also
connected to the excitation process. In [105] (Supplementary Figure 5), it was shown
that the temperature dependence of the shear phonon amplitude in WTe2 closely follows
that of the main relaxation peak after time-zero, giving an almost constant ratio between
the two. This suggests a common origin for the two. An analogous relation was observed
in [249] for transition metals leading to the conclusion that in both cases the temper-
ature dependence of the response is dominated by the change of the dielectric function
related to the photoinduced carrier density. In [249], the photoinduced carrier density, a
key term in the simple DECP model [154] described in section 3.1.1, is connected to the
temperature change occurring in the electronic system at low temperature which is larger
under the same fluence, due to the increase of the electronic heat capacity as the tem-
perature grows [1]. Nevertheless, to accurately explain the relative behavior between the
coherent phonons amplitude at different temperatures in WTe2 requires a more advanced
analysis, e.g. based on the detailed excitation models such as [156], as well as a dedicated
experimental study.
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Figure 5.6. Phonon modulation of DR/R, obtained by subtracting an exponential fit
(see Eq. (5.2)) from the temporal profiles at 1.40 eV acquired at ∼710 µJ/cm2 absorbed
pump fluence, T=80 K (Fig. 5.14(a)) and T=295 K (Fig. 5.3(a)) and for η||y; the beats
are due to phonon modes with frequency higher than 80 cm-1.

Figure 5.7. DR/R profiles obtained from 1.55 eV pump photon energy-broadband
supercontinuum probe beam experiments at different fluences and T=295 K for probe
polarization η||x; the profiles in (a) at 1.92 eV show a fluence-dependent position of the
main out-of-equilibrium peak, while the profiles in (b) at 1.42 eV do not present such
behavior.
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In the visible spectral region from 1.70 to 2.10 eV, the DR/R cannot be fitted by a
single exponential decay (Eq. (5.2)) for probe polarization η||x. In presence of spectral
contributions with opposite sign and comparable time constants, the DR/R reaches its
maximum value at longer delay, analogously to the case in Fig. 5.4(a). This delay can be as
large as 1 ps, alongside with a slower decay of the signal. Investigating the dependence on
fluence, we learned that (Fig. 5.7) the delay increases with the deposited pump energy. At
variance, in the infrared the peak position of DR/R is independent on the fluence. For this
reason, for example, it is not possible to effectively describe the behavior of this material
with just a single Drude-Lorentz term [59] in the dielectric tensor for the measured spectral
range. For η||y, we do not observe such phenomenon. This may be connected to different
matrix elements for the involved transitions in the two distinct linear probe polarizations.
The origin of the shift of the peak is likely connected to the increasing energy inserted
in the electron system, which could lead to a longer time required for the electrons to
thermalize. The reason why this is not observed for some of the probe photon energies
(for example at 1.42 eV in panel (b)) may be related to the different electronic transitions
involved in the reflectivity spectrum at the different wavelengths, comprehending energy
levels which are more influenced by the increase in the deposited energy (e.g. quasi-free
electrons around the Fermi level). As fluence is increased beyond the values reached in
this experiment (see Chapter 6), we observe that this shift delay starts to appear also
at previously (almost) unaffected wavelengths, as shown in Fig. 6.11. This difficulty in
redistributing the larger deposited energy to reach a thermal equilibrium is possibly also
the cause of the peculiar increase of the non-oscillating diffracted intensity for the (1̄63)
Bragg peak in the fluence dependences studied in sections 6.4 and 6.6.
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Figure 5.8. DFPT eigendisplacements and frequencies for the (a) 8 cm-1 and (b) 80 cm-1

optical modes; the tungsten atoms are depicted in blue, whereas the tellurium ones in
orange. (c),(d) Oscillatory signal due to coherent phonons (the two upper curves are
shifted from the central DR/R=0) (c) at 1.40 eV photon energy for different probe beam
polarization angles, showing a π phase shift for 8 cm-1 mode between the two
perpendicular configurations while the 80 cm-1 mode appears to be unaffected and (d)
for η||x as a function of the photon energy, evidencing a π phase shift for 8 cm-1 mode
when comparing the infrared (1.40 eV) to the visible (2.21 eV) spectral region.
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Subtracting an exponential fit function from the experimental signals allows the extrac-
tion of the coherent component of the DR/R signal. The resulting signal displays marked
periodic modulations in the time domain, arising from the excitation of coherent phonon
modes. The most prominent oscillating features, as detected by FT and in [104], are the
8 cm-1 and 80 cm-1. The associated time-decay constants, derived by fitting the modula-
tions with two exponentially-damped cosine waves, are τP1=77±4 ps for the 8 cm-1 mode
and τP2=12.1±0.2 ps for the 80 cm-1 mode. DFPT results indicate that these frequencies
are linked to A1 zone-center optical phonon modes, represented in Fig. 5.8(a),(b). The
8 cm-1 mode can be pictured as adjacent layers moving in antiphase, while the 80 cm-1

involves more complex in-plane and out-of-plane movements. The smaller value of the
experimental frequency for the 8 cm-1 mode with respect to the DFPT result (10.30 cm-1)
can be attributed to a redshift as temperature or fluence are increased [105]. The marked
difference between the time constants of the two modes could be linked to the different
type of perturbation of the interatomic bonds induced by the associated displacements.
The 8 cm-1 mode (Fig. 5.8(a)) only alters the weaker interplanar interactions. Differently,
the 80 cm-1 mode (Fig. 5.8(b)) induces a modification of the in-plane covalent bonds.

When switching the probed direction from η||x to η||y, a π phase change for the 8 cm-1

mode (Fig. 5.8(c)) was clearly registered for most of the probe photon energies. Analogous
π phase changes were found by comparing the temporal profiles taken at different probe
photon energies using the same polarization for the same mode (Fig. 5.8(d)). These phase
differences can be explained in terms of the peculiar anisotropy of the dielectric function
and were reproduced by our numerical simulations (see discussion for Fig. 5.11).

5.5.2 Equilibrium reflectance

We report the calculated reflectance curves along the two perpendicular polarization di-
rections in Fig. 5.9, compared with the reflectance data found in [68]. We included
119 bands for the response function to reproduce the experimental data with a very good
quantitative agreement. Although the experimental data were measured at 10 K and DFT
results were obtained at T=0 K, they can be still considered adequate for our DR/R com-
parisons at T=295 K in good approximation, since the optical properties in this spectral
region are only slightly affected by temperature [202].

In order to model the effects of the coherent phonons on the reflectivity, we first calcu-
lated the wavefunctions and eigenvalues for the equilibrium configuration using QE and
the macroscopic dielectric tensor diagonal components and the reflectivity curves through
Yambo. Then, we considered four out-of-equilibrium configurations labeled as 0 and π
phases, corresponding to displacements in opposite directions, for each of the coherent
phonon modes, using the eigendisplacements obtained through DFPT with respect to the
equilibrium positions.

For each configuration we calculated the associated reflectivity and DR/R with respect
to the equilibrium configuration. These curves describe the effect of the optical phonons
on a quasi-equilibrium adiabatic system. Indeed, a few picoseconds after time-zero, the
system has relaxed through electron-phonon scattering processes and the incoherent part
of the DR/R signal reaches a plateau having a decay time much larger than the coherent
phonon period and damping timescale.
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Figure 5.9. Equilibrium reflectance curves for the two perpendicular probe polarizations
calculated at the IP level; the experimental curves were derived from the data reported
in [68], measured at 10 K.

5.5.3 Experiment - theory comparison

Experimentally, the effects of each single optical phonon mode on the DR/R were isolated
with the following procedure. For the 8 cm-1 phonon, we took the mean value over one
period of the 80 cm-1 modulation around two consecutive 8 cm-1 extrema (Fig. 5.10). For
the 80 cm-1 oscillation, we directly used the spectral profiles at the extrema, considering
that the period of the slower phonon is about ten times larger. The spectral profiles
were collected after the main relaxation peak, as precisely indicated in the insets. The
difference between the spectral profiles at the maximum (0 phase) and minimum (π phase)
of the coherent phonons, named with respect to the η||x DR/R, gives an unique signature
of the phonon mode (Fig. 5.11).
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Figure 5.10. Experimental spectral profiles extracted from the DR/R (t,hν) maps
reported in Figs. 5.3(c),(d). The linearly polarized probe is oriented for (a) η||x and (b)
η||y. The 0 and π phases are referred to the maximum and minimum of the oscillation
in the DR/R signal for η||x in the infrared spectral region; the insets show the time
delays at which the curves were extracted. The vertical axis and color scale of the insets
are the same as for Figs. 5.3(c),(d).
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Figure 5.11. Comparisons between the experimental and DFT-based (IP approximation)
calculated DR/R difference between the 0 and π phases, showcasing the effects of the 8
cm-1 and 80 cm-1 optical phonons for (a) η||x and (b) η||y using a ∼710 µJ/cm2

absorbed pump fluence and T=295 K.



Broadband NIR and VIS experiments on WTe2 55

Figure 5.12. (a) Ultrafast broadband DR/R image for WTe2 for probe polarization η||x
taken at ∼230 µJ/cm2 absorbed pump fluence and T=295 K. (b) Fourier transform
images performed across a few picoseconds after time zero after subtracting from the
data a purely exponential fit based on Eq. (5.2). (c) Spectral profiles taken at selected
time delays for maxima and minima of the 8 cm-1 and 80 cm-1 optical phonon effects;
the inset, with the same vertical axis and color scale as panel (a), shows the exact
temporal positions. (d) Comparisons between the experimental and DFT-based (IP
approximation) calculated DR/R difference between the 0 and π phases displayed in (c),
showcasing the effects of the 8 cm-1 and 80 cm-1 optical phonons for η||x.

Similar fingerprints are obtained when the absorbed pump fluence is lowered at ∼230
µJ/cm2 at T=295 K, as shown in Fig. 5.12.

Analogous effects can be also extracted at T=80 K, where phonons exhibit a blueshift
in their frequencies with respect to T=295 K, as previously reported in [105][246][250].
Compared to T=295 K, the contribution from coherent phonons with frequency higher
than 80 cm-1 becomes more prominent in the DR/R maps measured at ∼710 µJ/cm2

(Figs. 5.13, 5.14) and ∼230 µJ/cm2 (Fig. 5.15) absorbed pump fluence. The phonon
effects for η||x shown in Fig. 5.16 are analogous to the room temperature results reported
in Figs. 5.12(d), although it becomes harder to separate them using the same method.
This becomes especially challenging for η||y, where the amplitude of phonons with fre-
quency higher than 80 cm-1 is comparable to the lower modes (Fig. 5.6) throughout the
investigated spectral region. In this case, a more advanced procedure involving a time-
weighted average over multiple 0 or π phase profiles to determine the initial amplitudes
of the atomic shifts could be employed.

Such features are also well captured by ab initio results obtained with properly rescaled
eigendisplacements.
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Figure 5.13. (a) Ultrafast broadband DR/R image for WTe2 for probe polarization η||x
taken at ∼710 µJ/cm2 absorbed pump fluence and T=80 K. (b) Fourier transform
images performed across a few picoseconds after time zero after subtracting from the
data a purely exponential fit based on Eq. (5.2) for various probe photon energies.

Figure 5.14. (a) Ultrafast broadband DR/R image for WTe2 for probe polarization η||y
taken at ∼710 µJ/cm2 absorbed pump fluence and T=80 K. (b) Fourier transform
images performed across a few picoseconds after time zero after subtracting from the
data a purely exponential fit based on Eq. (5.2) for various probe photon energies.

Figure 5.15. (a) Ultrafast broadband DR/R image for WTe2 for probe polarization η||x
taken at ∼230 µJ/cm2 absorbed pump fluence and T=80 K. (b) Fourier transform
images performed across a few picoseconds after time zero after subtracting from the
data a purely exponential fit based on Eq. (5.2) for various probe photon energies.
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Figure 5.16. Spectral profiles taken at selected time delays for maxima and minima of
the 8 cm-1 and 80 cm-1 optical phonon effects taken at a) ∼710 µJ/cm2, c) ∼230
µJ/cm2 absorbed pump fluence and T=80 K; the inset, with the same vertical axis and
color scale as the corresponding graphs in Figs. 5.13, 5.15, shows the exact temporal
positions. (b),(d) Experimental DR/R difference between the 0 and π phases displayed
in respectively (a) and (c), showcasing the effects of the 8 cm-1 and 80 cm-1 optical
phonons for η||x.

We considered the difference between the DFT-based (IP approximation) calculated
DR/R curves at 0 and π, multiplied by an exponential factor derived from the experi-
mental data, to account for the damping of the optical modulation.

The DFT predictions closely match the experimental results for both the 8 cm-1 and
80 cm-1 modes by rescaling the atomic displacements, whose relative amplitude is given
by DFPT, with a global multiplicative factor, common to both polarizations (Fig. 5.11).
The agreement is particularly good for η||x where the phonon effects are most prominent.
Peculiar features, such as their trend and change of sign, are maintained throughout the
relaxation process as previously illustrated in Fig. 5.8(c),(d).

From this comparison we can quantify the magnitude of the ionic displacements right
after the perturbation, when the atoms of different unit cells move uniformly in the probed
region. The estimated displacements have to be regarded as average displacements over
the probed volume and photon energies. The penetration depth, derived from the optical
data in [68] (Appendix A), is almost constant and similar for the two perpendicular
polarizations in the probed spectral region, with minor deviations towards the infrared
for y direction.

In order to evaluate very small atomic displacements, we focus on the experiments at
lower fluence (∼230 µJ/cm2), where we showed that the phonon effects can be considered
linear with the deposited energy (Fig. 5.18). This is not the case for ∼710 µJ/cm2,
since the phonon effects measured at that fluence are only twice those at ∼230 µJ/cm2.
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Figure 5.17. (a),(b) Data obtained using 1.0 eV pump photon energy, taken at ∼490
µJ/cm2 absorbed pump fluence and T=295 K respectively for η||x and η||y.

At ∼230 µJ/cm2, the comparison between experimental and computational results (Fig.
5.12(d)) gives for the 8 cm-1 mode initial positions shifts of ∼350 fm along the y direction.
For the 80 cm-1 mode, the displacements are quite distinct for the twelve atoms in the
basis cell. The four tungsten atoms remain almost fixed (displacements smaller than 10
fm) along the y direction whereas they shift by ∼40 fm along the interlayer z direction.
Four tellurium atoms are displaced by ∼90 fm along the y direction and by ∼25 fm along
z. The remaining four tellurium atoms are displaced by ∼15 fm along the y direction and
by ∼30 fm along z. None of these modes involves movements along the x crystallographic
direction. The phononic shift can also be expressed in terms of the normal mode amplitude
Q(t) in units of

√
µÅ, where µ is the atomic mass unit [251]. Their relation is given by

dn = enQ(t)/
√
Mn, with dn is the displacement vector for atom n, en eigenvector for

atom n and Mn is the ionic mass for atom n [252]. In the case of the 8 cm-1 mode, the
initial amplitude is 0.15

√
µÅ, while for the 80 cm-1 mode it is 0.025

√
µÅ.

5.5.4 Changing pump photon energy

1.0 eV pump

In order to check that the reflectivity variation DR/R is independent from the pump
photon energy, we repeated part of the measurements by pumping at 1.0 eV photon
energy (Fig. 5.17), obtained thanks to an optical parametric amplifier (OPA). We verified
that the DR/R is qualitatively similar to the results obtained with the 1.55 eV (800 nm)
excitation. Moreover, since in this experimental condition the pump lies at the edge of the
measured spectral range, the spectral region around 1.55 eV is not covered by scattered
pump photons. This allowed us to confirm that no structured features are present in this
range, that was hidden in the datasets acquired with 1.55 eV pump photon energy (Figs.
5.3(c),(d)).

To systematically investigate the response of the material as a function of the fluence,
we performed a series of pump-probe reflectivity experiments at 1.0 eV pump and 1.55 eV
probe photon energies. The results are summarized in Fig. 5.18. From Figs. 5.18(c),(f),
it can be inferred that the amplitude of the main peak and of the phonon effects can be
considered a linear function of the absorbed pump fluence in the whole investigated range
within a very good approximation. Compared to the time-resolved broadband optical
experiments, the 80 cm-1 oscillations are quenched because of the following effect. The
probe pulse (1.55 eV, 800 nm) produced by the amplifier has a wide bandwidth (>40 nm)
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with a finite residual chirp. This chirp cannot be resolved when the full bandwidth of
the pulse is measured with a single photodiode, as it happens with lock-in acquisition,
leading to a smearing of the fast oscillatory signal. We also want to stress the fact that
only the DR/R as measured by broadband spectroscopy can be considered as quantitative.
The DR/R magnitude measured through lock-in acquisition is smaller by a given factor,
arising from the signal treatment introduced by the lock-in device.

Figure 5.18. (a) Absorbed fluence dependence on the out-of-equilibrium profiles
performed with 1.0 eV pump and 1.55 eV single-color probe with η||x, at T=295 K,
where a single-exponential decay model was used to fit the curves; see Eq. (5.2) for
details. (b) Fast Fourier transform (FFT) transform of the residual signals after
subtracting to the profiles the fit function. Fit parameters of the single-exponential
decay model obtained from the curves reported in panel (a) respectively for (c)
amplitude and (d) relaxation time of the main peak, (e) offset and (f) amplitudes of the
phonon effects related to the 8 cm-1 and 80 cm-1 modes. These last values represent the
amplitude of two damped cosine waves fitted to the residual signals.

Furthermore, it is possible to determine the timescale of the long-lasting offset observed
in the time-resolved profiles. As shown in Fig. 5.19, the signal survives for hundreds of pi-
coseconds. Its timescale reminds of similar long-lasting non-equilibrium signals observed
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in time-resolved x-ray diffraction and time-resolved electron diffraction for transition met-
als, ascribed to the transient lattice heating [151].

Figure 5.19. Single-color DR/R curve obtained at 1.0 eV pump photon energy and a
perpendicularly polarized 1.55 eV probe beam polarized along η||x at ∼500 µJ/cm2

absorbed pump fluence and T=295 K, showing that the material returns to equilibrium
in about 700 ps.

Due to its timescale, this effect is likely to be associated with local lattice heating, as
described in [151] for transition metals. For our purposes, we can consider the offset as a
constant over the temporal range explored in Figs. 5.3(c),(d).

3.1 eV pump

The broadband experiment was also repeated with a 3.1 eV pump (Fig. 5.20), obtained
using a BBO crystal to produce the second harmonic of the 1.55 eV original pump. We
verified that the DR/R is qualitatively similar to the results obtained with the 1.55 eV
(800 nm) excitation. In this experimental condition, the pump lies completely outside the
probed specral range and thus not only the spectral region around 1.55 eV is not covered
by scattered pump photons, but it can be also extended towards the infrared, whereas in
Fig. 5.17 is limited by the 1.0 eV pump.

Comparison

The DR/R broadband images share very similar spectral features independently from the
pump photon energies used (1.0 eV, 1.55 eV and 3.1 eV). This suggests that the inter-
band optical transitions that mainly determine the dielectric function at the wavelengths
studied through the white probe do not have a final state with energy higher than 1.0 eV
from the Fermi level, as its occupation would be perturbed differently depending on its
photon energy. At room temperature, this condition should be less strict than in a frozen
picture due to phonon-assisted transitions. Nonetheless, the final state and its k-space
neighborhood should be affected. WTe2 is a semimetal with various bands around the
Fermi level in a-few-eV range (Fig. 6.19(d)), thus there exist, in principle, many quasi-
vertical transitions that could satisfy such energy condition for the final state. However,
from Fig. 6.19(d), we see that aside from the electron and hole pockets region, elsewhere,
initial and final states are separated more than 0.6 eV. Thus a pump photon energy below
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Figure 5.20. (a),(b) Data obtained at a 3.1 eV pump photon energy, taken at ∼0.29
µJ/cm2 absorbed pump fluence and T=295 K respectively for η||x and η||y.

such threshold would further reduce the number of perturbed final states, which should
help in the identification of the transitions. From the theoretical point of view, an analysis
of the k-dependent joint density of states together with the occupation function would
support the assignment.

5.5.5 Coherent optical phonon effects on the energy levels

The subpicometer atomic displacements in the out-of-equilibrium structural configura-
tions lead to modifications of the electronic band structure (Fig. 5.21) of the order of a
few meV.

Although such variations are small, they are above our relative numerical accuracy.
Furthermore, we checked that these effects are almost linear with the displacements if we
increase them by a factor up to twenty. We focus on the extrema of the electron and hole
bands along Γ-X. In Fig. 5.22, we show the results corresponding to the displacements
estimated from the low (∼230 µJ/cm2) fluence measurements. The effects (doubled in
the graph for clarity) depend on the band and phonon mode. For the 8 cm-1 mode,
the bottom (top) of the electron (hole) band at -80 meV (60 meV) under (above) the
Fermi energy experiences a ∼0.7 (1.5) meV difference between the two oscillation phases
(0 and π, represented in Fig. 5.23), while for the 80 cm-1 modes the difference becomes
∼1.7 (0) meV. By properly tuning the Fermi level, these variations, although small, could
have an impact on the extremely high magnetoresistance in WTe2 [65], which is ascribed
to a delicate balance between electron and hole carriers. Additional contributions may
come from carrier mobility and the magnetic field [253] [254]. We caution the reader
that we used scalar relativistic pseudopotentials. The inclusion of spin-orbit coupling
(SOC) using fully relativistic pseudopotentials would provide a more accurate description
of these effects, since it is known that SOC plays an important role on the electronic bands
around the Fermi level in WTe2 [6]. This description will be developed and reported in
the computational analysis for the time-resolved x-ray experiment on the same material
(Chapter 6).
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Figure 5.21. Electronic band structure of WTe2 in the equilibrium configuration; the
orange and green rectangles highlight respectively the electron and hole pockets; the
energy values are referred to the Fermi energy (EF).
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Figure 5.22. Effect of the phonon displacements on electron- and hole-like bands cut by
the Fermi level along Γ-X. (a),(b) Magnified views of the regions delimited by the
orange and green rectangles in Fig. 5.21 for the 8 cm-1 optical phonon mode; (c),(d) as
(a),(b), but for the 80 cm-1 phonon mode; the 0 and π phases are labeled taking as a
reference the η||x polarization; the displacements used for the graphs are doubled with
respect to the low fluence values to highlight the phonon effects.

Figure 5.23. The 0 and π phases of the phonon oscillations for the (a) 8 cm-1 mode and
(b) 80 cm-1 mode. The 0 phase is represented by transparent yellow Te atoms and light
blue W atoms, while the π phase is reported with transparent orange Te atoms and dark
blue W atoms. Opaque colors describe the atoms in their equilibrium positions. The
displacements are exaggerated for a better visualization.
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5.5.6 Bands contribution to the response function

To accurately describe the effects induced by the optical phonons, it is necessary to
include in the response function an appropriate number of bands around the Fermi level.
The ”converged” curves shown in Fig. 5.24 were obtained including 119 bands, which is
safe enough compared with the 184 electrons per unit cell and the spectral range under
consideration for the transitions. In the same figure, we show the effect of varying the
number of ”conduction bands”, i.e. the totally unoccupied bands above the Fermi level.
We notice that the main features of the DR/R profile are quickly captured even using fewer
conduction bands, while to correctly compare the DFT amplitudes with the experimental
data and give a reasonable estimate of the ionic displacements, more than 15 conduction
bands have to be included.

However, since the major features are still retained by including only the first conduc-
tion band in the response function, we deduce that transitions having final states that
belong to bands crossing the Fermi level are involved. This supports the claim that for
this material the phonon effects cannot be attributed to single transition in k-space, but
to multiple contributions.

Figure 5.24. Phonon effects on the DR/R profiles obtained from the differences between
the 0 and π phases with an increasing number of conduction bands inserted in the
response function; (a) 8 cm-1 η||x; (b) 8 cm-1 η||y; (c) 80 cm-1 η||x; (d) 80 cm-1 η||y.

5.5.7 Linearity of the DR/R effects on the shifts

Similarly to the modification of the energy levels shown in Fig. 5.22, also the DFT-based
(IP approximation) calculated DR/R effects are linear with the chosen displacement. This
is depicted in Figs. 5.25, 5.26, where the profiles are compared with an increasing shift
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of the atomic coordinates along the corresponding atomic displacements. Here they are
reported as the DR/R between the 0 phase and the equilibrium, which is basically equal
to half of the overall effect in our operating conditions. As a reference, we label the values
used to obtain the theoretical curves in Fig. 5.12(d) as ’x1’.

Figure 5.25. Phonon effects on the DR/R profiles obtained from the differences between
the 0 ad the equilibrium phases with an increasing shift along the corresponding
eigendisplacements; (a) 8 cm-1 η||x; (b) 8 cm-1 η||y; (c) 80 cm-1 η||x; (d) 80 cm-1 η||y.
The ‘x1’ corresponds to the undamped values used for the DFT curve in Fig. 5.12(d).

Figure 5.26. Dependence of the phonon effects on the DR/R profile obtained from (a)
Fig. 5.25(a); (b) Fig. 5.25(c).
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5.6 Conclusions

The main achievement of the work is the evaluation of the atomic displacements with a
precision of a few femtometers without free tuning parameters, except a scaling factor
determined by an overall comparison between experimental data and numerical simula-
tions of the broadband DR/R signal. Concerning WTe2, a good agreement between the
measured and calculated phonon effects on the optical properties for both in-plane crystal
axes has been obtained. This finding confirms that the macroscopic lattice distortions ex-
cited in WTe2 at 8 cm-1 and 80 cm-1 can be entirely mimicked by the coherent population
of selected zone-center A1 lattice modes. We stress that the possibility to measure the
optical properties on a wide spectral range is fundamental to obtain reliable quantitative
results about the magnitude of eigendisplacements of multiple and intertwined phonon
modes. Finally, we mention that the method described here is not system-specific and in
principle can be extended to any crystalline material, provided that its high-energy opti-
cal properties are affected by the coherent motion of atoms. In perspective, our findings
can pave the way to the design of tailored devices in which the coherent lattice motion
(at selected frequencies and up to large displacements) is exploited to finely tune the
functional properties of semiconducting and metallic systems.



CHAPTER 6

Time-resolved x-ray diffraction on

WTe2

6.1 Introduction

In periodic crystals, monitoring the collective vibrational modes is an important method
to characterize a system at equilibrium [153][234][235][236]. Their frequency, amplitude
and linewidth are sensitive to temperature, pressure and dimensionality of the investigated
samples and their variations can be exploited as fingerprints of an undergoing change in
the material [63][250][255]. Using ultrashort laser pulses, it is possible to coherently excite
zone-center optical phonons such that macroscopic regions of the material are subjected
to an in-phase collective ionic motion. In nonequilibrium observables, e.g. optical prop-
erties and diffraction, they appear as short-lived oscillations which are damped in a few
picoseconds, due to phase decoherence and decay into acoustic modes [231][232][233]. For
this reason, the experimental studies often use them as a mean to learn about the excited
state of the system, although rarely focusing on their direct impact on the properties of
the excited state of the crystal.

In layered transition metal dichalcogenides (TMDCs), coherent optical modes like the
shear modes, i.e. antiphase uniform movement of consecutive layers, have been shown
to last for several tens of picoseconds (Chapter 5 and [105]), encompassing multiple os-
cillation periods with similar amplitude. Moreover, in tungsten ditelluride (WTe2), the
out-of-equilibrium structural evolution along the shear coordinate was reported to pro-
vide a pathway to modify the topological properties of the system varying the number
and type of Weyl points as its electronic, optical and topological properties are influenced
by strain forces [6][35][36][243].

In WTe2, the coherent optical phonon modes perturb the electronic structure period-
ically in time (Chapter 5 and [256]). The associated modifications of the band structure
impact a particularly interesting region of the Brillouin zone where the electron and hole
pockets of the semimetal are located. These are central in the proposed explanation for
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the extremely high magnetoresistance in WTe2 [65] and host the predicted type-II Weyl
points [6].

Structural dynamics techniques allow to reconstruct the ionic motion triggered by
a pump excitation by monitoring the intensity and scattering geometry of a suitable
probe, such as x-ray, electron or neutron diffraction. Coherent phonons are detected as
periodic wiggling of the diffracted intensity [237], which can be used to obtain information
regarding frequency, eigenvectors and displacement amplitude of the modes. Hard x-ray
free electron laser (FEL) provide high-brilliance, coherence and short pulses, which can
be employed to resolve the ionic motion right after the perturbation [257].

In this chapter, we explore the lattice dynamics of WTe2, perturbed using a near-
infrared pump pulse to gain insight on its optical phonons and cell dynamics using time-
resolved x-ray diffraction (Fig. 6.1). We support our findings with additional time-
resolved optical measurements, a displacive model and density functional theory (DFT)
calculations. Under our experimental conditions, the maximum phononic displacements
reach values of ∼3 picometers that directly affect the semimetallic pockets, leading to a
periodic change of the energy levels as well as their associated effective mass. In particular,
this last property is a key ingredient in the magnetotrasport properties of the materials
and in the theoretical models for the extremely high magnetoresistance in WTe2 [65]
through the electron and hole mobilities.

Moreover, the observed amplitudes of the coherent phonon effects show an opposite
dependence among the modes with the pump fluence. Finally, we observe a long-lasting
behavior which we attribute to a reorganization of the atomic positions, a change in the
Debye-Waller factors connected to an increase of the thermal motion and a cell expansion
due to the deposited energy. Overall, these modifications arecompatible with the proposed
out-of-equilibrium 1T’(*) centrosymmetric intermediate structure, first proposed in [35].

6.2 Sample

Tungsten ditelluride is a TMDC with in-plane covalent bonding and weaker van der Waals
interplanar interactions helping to hold together the individual layers (Figs. 6.1(b),(c)).
At equilibrium, its structure is described by the orthorhombic space group Pmn21 (Td)
[61], aside from high temperature [62] and high pressure conditions [63], where the ma-
terial exhibits its monoclinic phase 1T’, with space group P21/m. In this experiment,
WTe2, grown by HQ Graphene [258], was a ∼3.5x3 mm2, few-hundreds µm thick, freshly-
cleaved sample measured in air environment. Bulk WTe2 is stable in such conditions,
although flakes may present a thin oxidation layer at the surface, much smaller than the
penetration depth of the beams in our experiment [68][76][259] (see also Appendix A). The
sample crystallographic axes were pre-oriented using Fourier transform infrared (FTIR)
spectroscopy (see Appendix B) and verified in-situ by comparing the necessary angular
settings to observe specific Bragg peaks with the expected ones through [260].
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Figure 6.1. (a) Scheme of the time-resolved x-ray diffraction experiment. The optical
pump (1.55 eV) arrives at the sample with a 10 degree angle with respect to the surface
while the x-ray beam arrives at grazing incidence. The Bragg conditions are obtained by
rotating the sample along ϕ and a JUNGFRAU areal detector is used to collect the
diffracted photons. (b), (c) Projections of the WTe2 crystal structure on the yz and xz
planes, with blue tungsten and orange tellurium atoms showing multiple unit cells
delimited by red lines. The numbering in (b) is used later in the chapter.

6.3 Experimental details

6.3.1 Time-resolved x-ray diffraction

The time-resolved x-ray diffraction experiment was performed at the Bernina beamline
at SwissFEL, Paul Scherrer Institute, in Villigen (Switzerland)[257]. The x-ray beam was
generated by the FEL with a 50 Hz repetition rate and pulse duration shorter than 30 fs
(rms). It was then monochromatized at 8 keV through a Si (111) crystal and arrived at
the sample at grazing incidence with a ∼5x50 µm2 normal section.

To excite the system, a near-infrared (800 nm) pump laser beam was employed, pre-
senting a temporal pulse width shorter than 35 fs (FWHM) and 100 Hz repetition rate. It
arrived at the sample at ∼10 degrees incidence with respect to the sample surface with a
∼200x200 µm2 normal section. The jitter between the near-infrared and x-ray beams was
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corrected through the beamline ’timing tool’. The diffracted x-ray beams were collected by
a 1.5 Megapixels JUNGFRAU detector, set 760 mm far from the sample. The diffracted
intensities were then obtained by integrating the values registered by each pixel over a
region of interest (ROI). The experiment was performed at room temperature and normal
pressure conditions without a vacuum chamber. Rocking-curve scans were acquired by
modifying the azimuthal angle ϕ around the value at which the maximum of the peak
intensity occurred.

6.3.2 Geometrical predictions

The coherent x-ray diffraction intensity is directly related to the distribution of the atoms
in the unit cell [157].

The angular conditions fulfilling the diffraction conditions to observe a certain Bragg
reflection (hkl), with h, k, l Miller indices, depend on the geometry of the crystal’s unit
cell as well as on the degrees of freedom of the manipulator and detector [260]. In this
thesis, they were obtained through scripts written in the C-like language of Igor Pro
(Wavemetrics Inc.) as well as in MATLAB (Mathworks ®).

The output consists of tables with the angular conditions for the different peaks as a
function of the wavelength and crystal geometry [157]. Using the general triclinic formula
[261], which can be written in the matrix form, the inverse of the square of the interplanar
distance is obtained as
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with a, b and c lattice and α, β and γ angular constants of the unit cell. From it, one
can calculate the modulus square of the reciprocal lattice vector Ghkl as |Ghkl|2 = 4π2/d2

hkl.
This value is necessary to derive the atomic form factor fX(q) of an atomic species X at
the vector modulus q = |Ghkl| [262]

fX(q) =
4
∑

i=1

aXiexp
[

−bXi (q/4π)2
]

+ cX (6.2)

where aXi, bXi and cX are tabulated coefficients derived from comparisons with the atomic
scattering curve. This expansion is usually effective unless a value q > 4Å−1 is needed or
an absorption edge is present in close proximity of the chosen x-ray wavelength [262][263].
The atomic form factors can be obtained from data found in [262][263], also including
the first-order anomalous scattering corrections due to x-ray photon energy dependence
[157]. The diffracted intensity is then proportional to the absolute square of the structure
factor S(Ghkl, λ), calculated as

S(Ghkl, λ) =
∑

j

fj(Ghkl, λ)e2πi(huxj+kuyj+huzj) (6.3)
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where Ghkl is the modulus of the reciprocal lattice vector, λ is the x-ray wavelength,
fj(Ghkl, λ) is the atomic form factor and uxj, uyj, uzj are the coordinates in the unit cell
for the j-th atom of the base normalized by the corresponding lattice parameter.

Using this data, we predicted which Bragg peaks were affected more by the optical
phonon modes, with particular regard for the lower energy modes (∼0.25 THz and ∼2.5
THz) which are the most prominent at ambient as well as at lower temperatures, as shown
in Chapter 5 (there indicated as ∼8 cm-1 and ∼80 cm-1 respectively). The ratio between
the 0.25 THz and 2.5 THz modes as well as their predicted peak-to-peak amplitudes were
obtained based on the optical quantification found in Chapter 5. Thanks to the order of
magnitude difference between their periods, their dynamics can be clearly distinguished
in the time-resolved traces and can thus be used as an indication of the adequacy of the
model a posteriori.

Fig. 6.2 shows (a) the Ewald sphere together with reciprocal lattice points as a graph-
ical representation of the diffraction condition (their intersection by rotating the crystal)
and (b) a collective graph capturing the angular conditions at which the detector must
be set for all the h±8, k±8, l±8 peaks considering a polar tilt of the sample of 0.7 degrees
and 8 keV photons for the diffraction probe. Two solutions can in principle be obtained,
although with different azimuthal rotations ϕ of the crystal. Gamma (γ) and delta (δ)
are the azimuthal and polar degrees of freedom of the detector respectively [260].

Figure 6.2. Prediction code for the angular coordinates. (a) Scheme of Ewald sphere
and reciprocal lattice points. (b) Collective results for the angular conditions for the
detector for all the peaks with h±8, k±8, l±8.

6.3.3 Single-color time-resolved reflectivity at T-ReX

The experiment utilizes the same setup employed for the single-color measurements and
described in the ’Experimental details’ section of Chapter 5, although with some differ-
ences. To compare our x-ray results, we performed fully-optical time-resolved measure-
ments using a Ti:sapphire amplifier which produces ∼50 fs and 800 nm pulses with 250
kHz repetition rate. Divided by a beam splitter, part of the outcoming beam was directed
in a 3-mm sapphire window to generate a supercontinuum of wavelengths between 550
and 1550 nm. The resulting light was directed to the sample to be used as a probe beam,
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together with the 800 nm pump, in a quasi-normal incidence configuration. The reflected
beam was then filtered at 950 nm using a bandpass filter when acquiring single-color
measurements. We measured the reflectivity signal as a function of the pump-probe delay
and pump fluence conditions. The choice of the probe wavelength was made in order to
observe a significant contribution of, at least, the two most prominent modes (∼0.25 and
∼2.5 THz) based on previous results obtained on WTe2 by probing the coherent phonons
with white light (Chapter 5). Additional measurements were also performed using the
full spectrum of the white light, as it was described in Chapter 5.

6.3.4 Single-color time-resolved reflectivity at UDG

The experiments were conducted using a Legend Elite Duo laser system (Coherent ®), a
Ti:sapphire amplifier which produces ∼100 fs and 800 nm pulses at 1 kHz repetition rate.
An optical parametric amplifier (TOPAS-white, Coherent ®) was set to generate ∼950
nm, ∼16 fs radiation. Part of the original 800 nm beam was utilized as a pump beam (∼90
µm spot diameter), while the OPA output was employed as a probe beam (∼30 µm spot
diameter). The experiment was performed in a quasi-normal incidence configuration. We
measured the reflectivity signal as a function of the pump-probe delay and pump fluence
conditions and plotted it as DR/R (Eq. (5.1)). In this chapter, we report the evolution of
the reflectivity signal at the point where a fluence-induced ’damage’ sets in, for the case
of a high repetition rate laser source.

6.4 Experimental results

In Fig. 6.3 we report the dynamics of the intensity of selected Bragg peaks. The intensity
variation is represented as ∆I/I, defined as the difference between the diffraction intensity
with and without the optical pump laser, divided by the one without it. To improve
the signal to noise ratio, each intensity value was divided by a reference intensity value
coming from a portion of the incoming FEL beam, measured before the interaction of
the beam with the sample. The datasets were collected using a ∼3.2 mJ/cm2 absorbed
pump fluence. In terms of reflectivity coefficients, some small differences are present due
to the polarization dependence of the in-plane reflectivity [68] (see Appendix A), although
we can consider the reported fluence as an average value comprehending the maximum
and minimum values in a 6% interval. After time-zero (t=0), where pump and probe
are superimposed in time, the peak intensity starts to deviate from the equilibrium value
with the clear appearance of a sharp slow modulation.

Close to time-zero and using a ten times smaller delay step (Fig. 6.4(a)) for peak (1̄63),
we observe that not only a ∼0.25 THz mode is present, but also higher frequency modes
emerge. The slower mode frequency, which is clearly distinct from the others, is found to
be 0.240±0.001 THz from a fitting of the profile using a cosine wave. Subtracting it from
the raw data allows to extract more clearly the higher frequency phonons (Fig. 6.4(b),(c)).
From the resulting residual curve, its Fourier transform (Fig. 6.4(d)), taken between 1
and 6 ps, shows their frequencies: prominent contributions are found at 2.39±0.07 THz,
3.38±0.07 THz and 6.20±0.07 THz. These frequencies correspond to A1 zone-center
optical phonon modes as we confirmed through density functional perturbation theory
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Figure 6.3. Time-resolved modification of the diffraction intensity ∆I/I for the (075),
(1̄46), (1̄62) and (1̄63) diffraction peaks taken at ∼3.2 mJ/cm2 incidence fluence and
1.55 eV pump photon energy at T=295 K. The upper profiles were vertically shifted for
clarity.

(DFPT) calculations (Fig. 6.5), whose computational details are found later on in this
chapter.

All the A1 modes involve displacements in the yz plane, while no shift along the x
direction is present due to the mirror symmetry element (C2v point group [61]) perpen-
dicular to x. Around the frequencies at which the last two peaks are resolved, multiple
eigenvalues are present. This, together with the spectral breadth of those peaks, may be
an indication that a higher number of modes is actually excited.

In Fig. 6.6, we report additional time windows for the ∆I/I signal for the (1̄46), (1̄62)
and (1̄63) Bragg peaks taken with different temporal samplings.
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Figure 6.4. (a) ∆I/I profiles for Bragg peak (1̄63) in the first picoseconds. (b) Panel (a)
using a cosine wave to fit the shear contribution to the experimental data. (c) Coherent
phonon response for frequencies higher than the shear mode after subtracting from (a)
the fit curve shown in (b). (d) Fourier transform of (c) taken at room temperature and
∼3.2 mJ/cm2 absorbed fluence.

At later time delays the time-traces reach quasi-equilibrium values for the diffraction
intensities in 80-100 ps. The time scale and the peak intensity behavior showcased by
the phenomenon are comparable with the transient lattice heating effects observed in
transition metals-based materials [150][151].

In Fig. 6.7, the fluence dependence of the (1̄63) diffraction peak is reported for multiple
time windows and steps. In the first hundreds of femtoseconds, the optical phonons modes
with frequency higher than 0.25 THz dominate the ∆I/I with a quasi-linear dependence
of the initial amplitudes on fluence. Their signal decays faster as the fluence is increased.
Differently, the slow mode exhibits an amplitude decrease with the deposited energy.
This is highlighted in Fig. 6.8, where the oscillations are shown in different time ranges,
separating the high-frequency modes from the shear mode.
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Figure 6.5. Zone-center A1 optical phonon eigendisplacements resulting from the DFPT
calculations.
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Figure 6.6. (a) ∆I/I profiles for the (1̄46), (1̄62), (1̄63) Bragg peaks (a) around time-zero
and (b) in an extended time window taken at room temperature and ∼3.2 mJ/cm2

absorbed fluence. The upper profiles were vertically shifted for clarity.

The long-delay dynamics was also probed through rocking-curve scans varying the
azimuthal angle ϕ of the sample goniometer keeping the detector fixed (Fig. 6.1(a)).
Figs. 6.9 (a)-(d) present the dependence of the diffracted intensity difference ∆I between
pumped and unpumped conditions as a function of ϕ for the (075), (1̄46), (1̄62) and (1̄63)
Bragg peaks for selected time delays using a ∼3.2 mJ/cm2 fluence. The correspondence of
the rocking curves to the time dynamics can be understood using the profiles in Figs. 6.3,
6.6 (see also Appendix C). During the first picoseconds, the rocking curves are heavily
affected by the sensitivity of the examined Bragg peak to the coherent optical phonons
and they follow their maxima/minima trend.

At longer time delays, we observe a gradual shift of the maximum of the (1̄46) and
(1̄63) peaks, together with an overall decrease of their diffraction intensity. Differently,
(075) and (1̄62), while showing a similar shift, present an almost null and small increase
in the integrated ∆I respectively. The modifications are compatible with a change of the
structure towards the proposed centrosymmetric 1T’(*) phase [35][36]. This aspect is
treated in more detail in the discussion section. The variation of the angular position of
the peaks is consistent with an expansion of the material which reduces the ϕ required to
meet the diffraction conditions.

As the deposited energy increases, the effect is enhanced as expected due to its positive
thermal capacity [264]. Fig. 6.10 showcases a comparison between the rocking curves
varying the azimuthal angle ϕ at two different absorbed fluences at (a)∼3.2 mJ/cm2 and
(b)∼9.5 mJ/cm2. For panel (b) we observe a more pronounced shift of the peak at later
time delays compatible with a larger expansion of the crystal cell.
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Figure 6.8. Extraction of the phonon modes from the fluence dependence data of Fig.
6.7 for the (1̄63) peak. (a) First time window, where a common curve, deriving from the
fitting of the shear mode with a cosine wave fine, was subtracted from the profiles at
different fluence; the corresponding Fourier transforms are reported in panel (b). (c)
Second time window, where the experimental data was fitted using a second-order
polynomial curve for each profile which was then subtracted from it; the corresponding
Fourier transforms are reported in panel (d).
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Figure 6.9. Rocking curves obtained by modifying the goniometer azimuthal angle ϕ
showing the diffraction intensity difference ∆I for the (a) (075) (b) (1̄46) (c) (1̄62) and
(d) (1̄63) taken at ∼3.2 mJ/cm2.

Figure 6.10. ϕ-scans for the (1̄63) Bragg peak at (a)∼3.2 mJ/cm2 (b)∼9.5 mJ/cm2

absorbed fluence.
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Figure 6.11. Fluence dependence of time-resolved reflectivity measurements in
quasi-normal incidence taken at 250 kHz. A 800 nm pump beam and a 950 nm probe
are linearly polarized along the y and x directions respectively.

6.4.1 Time-resolved optical measurements

The time-resolved traces are reported in Fig. 6.11 for selected fluence values. Here the
non-equilibrium reflectivity is expressed in terms of DR/R, i.e. the ratio between the
reflectivity difference due to the presence of the pump pulse and the equilibrium value.
At time-zero (t=0), the DR/R quickly decreases due to carrier excitation. Subsequently,
carrier relaxation occurs, involving electron-electron and electron-phonon scattering pro-
cesses, with a time constant of about ∼1 ps at low fluence. As already reported in Chapter
5 (see Eq. (5.2)), the decay follows single-exponential law; the signal then reaches a quasi-
equilibrium value a few ps afterwards.

As the fluence is increased, fitting the time-resolved reflectivity profiles using a decaying-
exponential fit becomes less adequate. A subtraction of such fit leads to a relevant quasi-
zero frequency contribution in the analysis of the coherent phonon effects, which interferes
with the 0.25 THz mode even when using a double-decaying exponential. For this reason,
while low-fluence data can be very well fitted in terms of a single decaying-exponential fit
with a ∼1 ps decay time, a single decay-time constant cannot be obtained for the higher
fluences using this model.

Nevertheless, it is possible to analyze the fluence dependence by normalizing the time-
resolved profiles to -1 (Fig. 6.12). It becomes clear that as the fluence is increased, the
relaxation time of the main non-equilibrium peak grows, reaching a saturation at the
highest fluence values. Moreover, the main peak reaches its maximum further from time-
zero, which we interpret as both a saturation in the excitable carriers together with the
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Figure 6.12. Normalized optical profiles from Fig. 6.11 in two different time windows
taken at room temperature.

Figure 6.13. (a) Coherent oscillatory response extracted from Fig. 6.11 subtracting a
decaying-exponentional fit. (b) Fourier transform of (a) taken at room temperature and
∼0.5 mJ/cm2 absorbed fluence.

difficulty of the electronic system to redistribute the absorbed energy to reach a thermal
equilibrium. This observation, together with a further slower reduction of the DR/R after
a few picoseconds, is an indication that the system struggles to quickly redistribute the
large energy introduced by the pump pulse in the electronic and lattice subsystems.

Superimposed to these energy redistribution mechanisms, coherent phonons are clearly
distinguishable. In Fig. 6.13 we examine the coherent phonon response for the lowest
measured fluence. In this case, the oscillatory component was derived by subtracting a
single decaying-exponential fit, as described in Eq. (5.2). It shows two prominent peaks
around 0.25 and 2.5 THz as well as higher frequency contributions similarly to the Fourier
transform of the (1̄63) dynamics (Fig. 6.4(d)), when analyzed in an analogous time range,
as depicted in panel (b).

Initially, as the fluence increases, the initial amplitudes of both the 0.25 and 2.5 THz
modes grow in the selected temporal window. However, a visible reduction of the damping
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Figure 6.14. Particular of time-resolved profiles focusing on the coherent response shown
in Fig. 6.11. The profiles are shifted close to each other as an aid to the eye to observe
the frequency redshift of the phonons.

times for the two phonons occurs together with a redshift of the shear mode frequency,
depicted in Fig. 6.14 where the profiles were shifted to better highlight the phenomenon.
The redshift was already reported in [105][246], albeit at lower fluences, and proposed to
be connected to lattice anharmonicity induced by the increasing excitation. Above 5.4
mJ/cm2, the time-profiles reach saturation together with a partial reduction of the shear
mode related effects.

Increasing even more the deposited energy, the system slowly breaks down under
exposition to the pump pulse. The fluence at which this phenomenon appears to be spot-
dependent ranges from 6.4 to 9.1 mJ/cm2 absorbed fluence using high-repetition rate
systems.

It is worth noting that employing a 1-kHz Ti:sapphire laser system with a ∼100 fs
800 nm pump pulse and a OPA-generated ∼16 fs 950 nm probe pulse, it is also possible
to monitor the process (Fig. 6.15), which, however, requires about 40 minutes to reach
a stationary situation; the data was continuously acquired during the process. Moreover,
if one examines the aftermath of the over-exposure using a white light probe pulse (Fig.
6.16), clear difference emerge in the reflectivity response in both the two polarization
directions.

The reason why we did not observe such analogous breakdown during the x-ray ex-
periment is likely connected to the much lower repetition rate (50 Hz). As shown in Fig.
6.15, this process takes tens of minutes to occur at 1 kHz under continuous exposure to
the pump beam, pointing towards a mechanism which does not only depend on the peak
fluence, but also on the total exposure involving a slower local atomic reorganization.



Time-resolved x-ray diffraction on WTe2 83

Due to the time-scale on which the transformation occurs and the occurrence only using
high-repetition rate sources, we attribute the phenomenon to a superficial melting of the
system. In fact, the temperature increase calculated using the formula used reported in
[105] for the higher used absorbed fluences is compatible with the reported 1020-1300 K
melting point [265][266].
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Figure 6.15. Gradual change in the sample at high fluences as irreversible changes occur.
The profiles are time-ordered from top to bottom from panel (a) to panel (d). The total
acquisition time was ∼42 minutes. The data was acquired at room temperature and
∼6.4 mJ/cm2 absorbed fluence albeit using a different laser system at 1 kHz and a
different sample spot compared to the rest of the reported optical measurements. The
lower profiles were vertically shifted for clarity in each panel.
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Figure 6.16. DR/R comparison between under-exposed (a),(b) taken at ∼0.7 mJ/cm2

absorbed fluence as shown in Chapter 5 and over-exposed (c),(d) taken at ∼0.5 mJ/cm2

using a 250 kHz laser system at room temperature. (a) and (c) were taken having the
white probe polarized along the x crystallographic direction, while it was directed along
y for (b) and (d); the pump beam, linearly polarized, was kept perpendicular to the
probe.
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6.5 Numerical simulations

6.5.1 Technical details

To support our results, density functional theory (DFT) simulations were carried out us-
ing the Quantum Espresso (QE) [216] suite of codes. Pseudopotentials based on the
projected augmented wave method (PAW) [209] with the generalized gradient approxi-
mation (GGA) in the Perdew-Burke-Ernzerhof (PBE) parametrization for the exchange-
correlation functional [210] from the pslibrary 1.0.0 [213] were employed, choosing the
most stringent versions. The equilibrium configuration was obtained starting from an
orthorhombic simulation cell with lattice constants a=3.496 Å, b=6.282 Å and c=14.073
Å crystallographic coordinates at room temperature [61]. The electronic density and
band structure was obtained using a 80 Rydberg plane wave kinetic energy cut-off for
the wavefunctions and uniform 14×12×8 k-point mesh for integrations over the Brillouin
zone under a fully-relativistic description including spin-orbit coupling. Van der Waals
contributions were not included, since, although in general relevant to describe layered
compounds, in this specific case they do not improve the structural description of the
system. For consistency, we follow this prescription for all the simulations. Crystal struc-
ture representations were plotted using XCrySDen [245]. The charge density planes, the
Brillouin-zone-integrated density of states and projected density of states were calculated
through a subsequent non-self consistent step with an increased 20×16×10 k-point mesh.

Compared to Chapter 5, the inclusion of spin-orbit coupling was necessary to more
accurately describe the electronic band structure close to the Fermi level [6], which is of
central interest in this chapter in the description of the impact of the coherent phonons
on the electron and hole pockets.

The starting coordinates and lattice parameters were obtained from [61] instead of
[242], previously used in Chapter 5. From the conceptual point of view, the experimental
data in [242] was previously used in Chapter 5 to calculate, at the end, the optical
properties to be compared with the literature data at 10 K [68]. This decision was
taken as it is the dataset at the lowest temperature between the two. Differently, for
this chapter, we chose the dataset which better represented our working conditions (room
temperature). Moreover, we compared the experimental ∆I/I coherent phonon effects
among the Bragg peaks to each of the two models, finding a much better agreement for
the one based on [61].

6.5.2 Charge density distribution

In the equilibrium structure, the distortion of the octahedral coordination for tungsten
is influenced by the interaction between the tungsten atoms through bonding, which has
been also observed for other tungsten-based compounds [267]. Although an inversion
center is absent among its space group elements [61], two subsequent layers are almost
connected by it, leading to similar features shared by more atoms than simply the Wyckoff
equivalents. This particular, together with other symmetry elements, are revealed through
electron density surfaces (Figs. 6.17, 6.18); the charge density is plotted as numerical
density in (bohr radius)-3. While the charge is primarily confined close to the individual
atoms (Figs. 6.17(a),(b), 6.18(a)), in-layer directional W-Te and W-W bonds formation
is clearly visible when we consider the difference between the electron density of the
system and the superposition of the atomic electron densities (Figs. 6.17(c),(d), 6.18(b)).
Focusing on atoms having the same x coordinate, we observe that all the tungsten atoms
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present an analogous octahedral configuration, the tellurium atoms can be separated in
two groups where the electronic density close to the atoms shows similar features. Taking
as reference Fig. 6.1(b), we see that the Te atoms can be grouped as numbers #5, 6, 9, 10
and #7, 8, 11, 12, which constitute two different tellurium chains when observed in the
xy plane. This fact emerges in various properties such as the projected density of states.

Figure 6.17. Electron density planes of WTe2 for the (a) (100) surface (b) (200) surface.
Electron density difference between the compound and the superposition of atomic
electron densities are reported for the (c) (100) surface (d) (200) surface. Black isolines
are reported as a guide for the eye. The unit cell is demarcated by red lines.
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Figure 6.18. (a) Electron density of WTe2 for the (002) surface. (b) Electron density
difference between the compound and the superposition of atomic electron densities for
the (002) surface. Black isolines are reported as a guide for the eye. The unit cell is
demarcated by red lines.

6.5.3 Electronic structure

Tungsten ditelluride presents an orthorhombic Brillouin zone with semimetallic elec-
tron and hole pockets centered around Γ-X, which influence several of its properties [6][65].
The spin-orbit interaction gives a relevant contribution to the energy levels, especially
around the Fermi level [6].

In Fig. 6.19(a) we report the Fermi surface of Td-WTe2 in the relaxed configuration,
plotted using a color map proportional to the modulus of the Fermi velocity at each
point [215]. The symmetry lines connecting two points, one of them being Γ, sharing
two null k-coordinates present mm2 point group symmetry for the points along them, as
observed in the selected sections in Figs. 6.19(b),(c). The hole pockets are the closest to
Γ, while the electron pockets are the closest to X; both of them are constituted by two
bands. The relative size between electron and hole pockets is closer to the one expected
for room-temperature conditions where the electron carriers dominate [13].

In Figs. 6.19(d),(e) we report the electronic band structure of WTe2 along a selected
k-path together with its density of states (DOS) respectively, showing a reduced, although
finite, contribution around the Fermi level. The energy levels around the Fermi level are
primarily connected to the in-plane bonds among tungsten 5d orbitals and tellurium 5p
orbitals with varying contributions depending on k-point, total angular momentum and
specific wavefunction.

This can be visualized through the projected density of states (PDOS) which gives
an indication of the contribution of the individual atomic orbitals to the energy levels
of the crystal. In Figs. 6.20, 6.21, we report the Brillouin-zone-integrated PDOS. While
contributions are numerically distinct for each Wyckoff position, the twelve atoms of the
unit cell can be divided into three groups with similar values and energy dependence. The
first is formed by the four tungsten atoms which present similar PDOS, having the largest
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Figure 6.19. (a) Fermi surface of the relaxed system, E-EFERMI=0 surface in the first
Brillouin zone. (b) Section of (a), such that kz=0 .(c) Section of (a), such that ky=0.
The color scale is linearly proportional to the modulus of the Fermi velocity (|vF|). (d)
Electronic band structure along the k-path in the Brillouin zone. (e) Density of states
(DOS).

contributions for the 5d, j=3/2 and 5d, j=5/2 subshells (Fig. 6.20(a)). The eight tellurium
atoms can be instead separated into two four-atom subgroups, although their PDOS is
dominated by the 5p, j=1/2 and 5p, j=3/2 subshells in both cases (Figs. 6.21(a),(b)). This
grouping can be directly understood from the atomic crystal configuration, as described
in the previous section.

Using the same k-path followed for the electronic band structure, we mapped the k-
resolved contributions to the PDOS (Figs. 6.22, 6.23). Here we report the projections
with the highest contributions around the Fermi level, summed over the wavefunctions
and averaged over their degeneracy to use the same color scale in each case. We observe
that the tungsten wavefunctions exhibit large projections for states which are far from the
pockets region, along Γ-X, aside from small values for 5d, j=5/2 around Γ. Most of the
highest occupied bands have a prominent 5p, j=3/2 character belonging to one of the two
subgroups of tellurium atoms, while the rest of the examined projections is less relevant.
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Figure 6.20. Brillouin zone integrated PDOS. (a) Projections for atom W#1. (b)
Projections for atom Te#5. See Fig. 6.1(b) for reference.
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Figure 6.21. Brillouin zone integrated PDOS. (a) Projections for atom Te#7. See Fig.
6.1(b) for reference.
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Figure 6.22. Part 1 - K-resolved PDOS along the same reciprocal space path used in
Fig. 6.19(a) for the electronic band structure: atom W#1 (a) 6s, j=1/2 (b) 5d, j=3/2
(c) 5d, j=5/2; atom Te#5 (d) 5s, j=1/2 (e) 5p, j=1/2 (f) 5p, j=3/2 atom. See Fig
6.1(b) for reference. The results were obtained using (a-f) PAW pseudopotentials [213].
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Figure 6.23. Part 2 - K-resolved PDOS along the same reciprocal space path used in
Fig. 6.19(a) for the electronic band structure: atom Te#7 (g) 5s, j=1/2 (h) 5p, j=1/2
(i) 5p, j=3/2 atom (j) Te#5 5p, j=3/2. The results were obtained using (g-i) PAW and
(j) NC pseudopotentials [213][212]. See Fig 6.1(b) for reference.

Note that to compare PDOS values between different k-points and energies, one has to
take into account possible band degeneracies and the smearing of the energy levels [268],
here equal to the one used for the electronic density derivation and DOS for consistency.
Almost identical results were obtained using a norm-conserving (NC) [208] fully rela-
tivistic [211] pseudopotentials with the generalized gradient approximation (GGA) in the
Perdew-Burke-Ernzerhof (PBE) parametrization for the exchange-correlation functional
[210] chosen from the PseudoDojo database [212][247]. This is understood by comparing
Figs. 6.22(f), 6.23(j).

6.5.4 Coherent phonon effects

The coherent phonon effects in WTe2 have a direct impact on the optical properties of
the material; we demonstrated that spectral dependence of their effects can be accurately
reproduced through a displacive model starting from the relaxed equilibrium configuration
using DFT (Chapter 5). From the time-resolved optical experiments reported in the
previous section, we show that analogous characteristics are maintained at higher fluences
around which the time-resolved x-ray measurements were acquired. Hence, we followed
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Figure 6.24. Variations of the DOS induced by displacements along the (a) 0.25 THz
(y-shifts) (b) 2.5 THz (z-shifts) zone-center phonons.

a similar approach, including the previously neglected spin-orbit correction to study in
detail the electronic structure modifications.

To obtain the zone-center phonon eigenvalues and eigenvectors, the dynamical matrix
was calculated and diagonalized in a density functional perturbation theory (DFPT) [217]
approach under the scalar relativistic approximation [211], a kinetic energy cutoff of 50
Rydberg for the wavefunctions and a 8×6×4 k-point mesh.

The phonon eigendisplacements for the zone-center A1 modes are reported in Fig. 6.5
and ordered by increasing eigenvalue. Shifts along the x-axis are forbidden by the point
group symmetry elements for such representation, forcing them to stay on the yz plane.
In the following, we focus on the two most prominent modes, which we keep calling 0.25
and 2.5 THz for simplicity, as their experimental (Fig. 6.4) and simulated frequencies,
albeit with some differences, are clearly distinct from those of the other A1 modes.

In terms of Brillouin-zone-integrated properties, the two phonon modes lead to a
different impact on the electronic density of states (Figs. 6.24(a),(b), see Fig. 6.19(e)
for comparison). To avoid confusion, we report the shear mode displacements in terms
of the average y-coordinate shift, while the 2.5 THz modifications are reported in terms
of their tungsten z-shift, which is ∼2.44 times smaller than the maximum y-shift due to
such mode. The DOS variations connected to the 2.5 THz phonon are larger compared
to the corresponding values of the largest y-shifts among their atoms. Differently from
the shear mode, the 2.5 THz phonon involves non-uniform y- and z-shifts, which perturb
the in-layer covalent bonds between the atoms, varying their relative distances (see also
Appendix D). As the displacements are increased, the effects become more asymmetric
between + or - variations, which also suggests the failure of a symmetric potential picture,
e.g. a harmonic oscillator.

Moreover, the k-resolved mapping of these effects shows that they result in distinct
contributions and modifications to the energy levels. Figs. 6.25, 6.26 illustrate how the
modes affect for increasingly high atomic atomic shifts, selected specific maxima and
minima of the band structure which are relevant for the transport properties.
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Figure 6.25. Band dispersion along X* (0.3 0 0) - Γ (0 0 0) (reciprocal lattice units)
around the Fermi level. Selected interested regions are highlighted for the following
analysis.

Displacing the structure along the phonon eigendisplacements leads to a quasi-symmetric
’oscillation’ of the bands, which is not a simple rigid energy shift, but it also leads to a
change in the band curvature. Around the regions of interest marked in Fig. 6.25, the
bands along the kx direction wiggle as shown in Fig. 6.26. However, while the band
extremum remains close to the equilibrium position for the P1 region, this does not apply
for most of the other investigated cases. This is relevant if one wants to obtain the band
curvature in other k-paths passing through the extremum.

We express these variations in terms of the effective mass, which we define as [1].

[M(k)−1]ij = ± 1
~2

∂2ε(k)
∂ki∂kj

= (m∗
ij)

−1 (6.4)

where + and - are respectively used for electron-like and hole-like band respectively
and ε(k) is the energy-momentum dispersion relation. Each electronic dispersion was
fitted using a 6th-order polynomial expression

ε(k) =
6
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q (6.5)

around the extrema and the diagonal effective mass values were extracted as the curvature
(second derivative) at the point where the first derivative is zero.
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In Table 6.1 we list the effective mass equilibrium values, while in Fig. 6.27 we report
the variations due to the coherent phonon modes. We tag the different bands by a number
which expresses their energy order.
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The electron-like bands in P1 and P2 are oppositely affected by the two phonon modes
in the examined shift ranges. In P1, where electron pocket has its minimum, the bands are
almost unaffected by the shear mode, while they are uniformly modified by the 2.5 THz
mode. In P2, their roles are almost inverted as the higher lying electron-like bands are
mostly impacted by the slow mode. For the hole-like bands in P3 and P4, the effects on
the band curvature in the depicted range are similar in magnitude albeit with an opposite
sign.

The electronic dispersion along the ky and kz directions is generally much flatter than
in kx leading to higher effective masses around the examined k-points in such directions,
limiting the electron/hole mobility [269][270].

At equilibrium (Fig. 6.28), m∗
yy assumes the following values: 3.55 and 3.46 mo at P1

for bands 5 and 6; 2.09 and 2.23 mo at P2 for bands 5 and 6; 0.62 mo at P3 for band 4;
1.82 and 1.44 mo at P4 for bands 1 and 2. For m∗

zz the dispersion is even more flat giving
26.60 and 16.26 mo at P1 for bands 5 and 6 and 9.79 mo at P3 for band 4.
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Figure 6.26. Band wigglings displacing the structure along the phonon
eigendisplacements. Displacements are considered positive when they follow the same
directions as in Fig. 6.5. Band dispersions along the kx direction around the P1 (0.228 0
0), P2 (0.123 0 0), P3 (0.117 0 0), P4 (0.093 0 0) k points (reciprocal lattice units) for
the (a)-(d) 0.25 THz and (e)-(h) 2.5 THz phonon effects. As an example, selected
equilibrium bands are fitted: (a),(b),(e),(f) band 5 (c),(g) band 4 (d),(h) band 1. The
various displacements correspond to the data points reported in Fig. 6.27.
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Figure 6.27. Band curvature variation along kx showing the dependence on the
phononic shifts around (a) P1 (0.228 0 0) (b) P2 (0.123 0 0) (c) P3 (0.117 0 0) (d) P4
(0.093 0 0) (reciprocal lattice units).

Region P1 P2 P3 P4
Effective mass
m∗
xx/mo

0.531 (Band 5) 0.384 (Band 5) 0.433 (Band 4) 1.653 (Band 1)
0.527 (Band 6) 1.049 (Band 6) \ 0.774 (Band 2)

Table 6.1: Equilibrium effective masses m∗
xx at the band extrema in the regions highlighted

in Fig. 6.25.
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Figure 6.28. Band dispersions along ky around (a) P1 (0.228 0 0) (b) P2 (0.123 0 0) (c)
P3 (0.117 0 0) (d) P4 (0.093 0 0) and kz around (e) P1 (0.228 0 0) (f) P3 (0.117 0 0)
(reciprocal lattice units).

6.6 Discussion

6.6.1 Displacive model

The x-ray diffraction dynamics was fitted using the most general version of displacive
excitation of coherent phonons (DECP) model [154] (section 3.1.1), where the amplitude
of each phonon mode is proportional to the time coordinate:

Q(t) =
ω2

0kρεpump
ω2

0 + β2 − 2γβ

∫ ∞

−∞
g(t− τ)[e−βτ + e−γτ (cos(Ωτ) − β′

Ω
sin(Ωτ))]dτ (6.7)

where ω0 = 2πf0 is the angular frequency, k is a proportionality constant, ρ and β
are constants related to the rate of carrier generation and return to the ground state
respectively, εpump is the pump fluence, γ is the damping factor, Ω =

√

ω2
0 − γ2 and

β′ = β − γ.
The coordinate Q(t) can be regarded as a multiplicative factor for the phonon eigendis-

placements obtained through DFPT and can be separated into two types of contributions
within the integrand (Eq. (6.7)). The first one is an exponentially-decaying term related
to the electron relaxation which gives the initial offset to the ∆I/I profile, while the sec-
ond one is composed by oscillatory contributions giving the periodic modulations. As the
system is brought out-of-equilibrium, the excitation of the electrons from their ground
state configuration drives the system into a new transient configuration which involves a
reorganization of the interatomic distances. The diffraction intensity is very sensitive to
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Figure 6.29. DECP model fitting in the intermediate time-range. (a) Comparison
among experimental data and their simultaneous global fit. The upper profiles and fit
curves were vertically shifted for clarity. (b) y-shift of the W#1 position extracted from
the results shown in panel (a).

the atomic configuration and its accurate description based on computer simulations can
rapidly become very challenging as the number of atoms involved in the unit cell grows.

Nevertheless, in the neighborhood of a few picometers of the actual atomic coordinates
along the shear mode, the ∆I/I oscillation due to the phonon modes keeps an almost
constant value (Fig. 6.31, the coordinate along the shear mode is indicated by the x
axis).

The DECP model [154] in its most general form can be used to fit the x-ray data
in a nonequilibrium configuration of the system. While extensions are possible, its use
in describing the transient x-ray intensity in the form (6.7) fails when lattice thermal-
ization and expansion occur, as well as when the transient equilibrium state is markedly
different from the initial one, e.g. at very high fluences. It is thus only appropriate close
to time-zero when the described phenomena have not significantly perturbed the initial
configuration yet.

To take into account the effect of thermalization, we implemented a three temperature
model using an isotropic average, in first approximation, Debye-Waller factor through a
system of three coupled equations as described in [150] to which we added a slow thermal
drain to take into account the ∼ 700 ps relaxation timescale reported in Chapter 5. The
isotropic average Debye-Waller factor can be written as [150][157]

W (Ghkl) =
1
2
G2
hkl〈u2〉 (6.8)

where Ghkl is the modulus of the reciprocal lattice vector for (hkl) reflection under con-
sideration and 〈u2〉 is the isotropic average displacement

〈u2〉 =
9~2Tl

MkBΘ2
D

(6.9)
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Figure 6.30. DECP model fitting in the initial time-range, reported in Fig. 6.4. (a)
Comparison among experimental and a fit of the curve using as third phonon mode (d)
from Fig. 6.5; (b) z-shift of the W#1 position extracted from the results shown in panel
(a); (c) Comparison among experimental and a fit of the curve using as third phonon
mode (e) from Fig. 6.5; (d) z-shift of the W#1 position extracted from the results
shown in panel (c).

where Tl is the lattice, M is the unit cell mass, kB is the Boltzmann constant and ΘD is
the Debye temperature.

The Debye-Waller factor is then implemented in the formula for the diffracted intensity
as

I(Ghkl) = I0(Ghkl)exp(−2W (Ghkl)) (6.10)

where I0(Ghkl) is the diffracted intensity in the Tl → 0 K limit. The system of three
coupled equations for the thermalization is [150]

2Ce
∂Te
∂t

=
2(1 −R)
ldep

IL(t) − g(Te − Th)

αCl
∂Th
∂t

= g(Te − Th) − gc(Th − Tc)
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(1 − α)Cl
∂Tc
∂t

= gc(Th − Tc) − gr(Tc − Tr) (6.11)

where

• Ce, Cl are the electronic and lattice thermal capacities;

• Te, Th, Tc, Tr=295 K are the electronic, ’hot’ lattice, ’cold’ lattice and room tem-
peratures;

• R is the sample reflectivity at the pump wavelength;

• ldep is the pump penetration depth;

• IL is the pump intensity;

• α is the fraction of phonon modes efficiently-coupled to the electron system (’hot’
lattice);

• g, gc, gr are the coupling parameters between electrons and ’hot’ lattice, ’hot’ and
’cold’ lattices and ’cold’ lattice and sample mount respectively.

Finally the effective lattice temperature is given by

Tl = αTh + (1 − α)Tc (6.12)

While the Debye temperature, thermal capacities and penetration depth data are
available in the literature [68][264](see also Appendix A), we treated the fraction of ’hot’
phonons and couplings as fitting parameters. However, since the Debye-Waller factor
reduces the diffracted intensity due to the thermal motion of the ions, it cannot take into
account the increase of the integrated diffraction at long time-delays resolved for (1̄62)
and (075). In WTe2, the removal of electrons near the Fermi level is thought to be the
driving mechanism triggering the shear mode, along whose coordinate the system evolves
towards a monoclinic-1T’-like phase 1T’(*) [35][36][271]. We thus added the possibility
for a gradual shift of the structure along the shear coordinate as proposed in [35][36], then
the fit agreement becomes satisfying.

The results of the global fit are reported in Fig. 6.29 for intermediate time delays. The
results are β0.25THz=(1.3±0.5) ps, f0.25THz=(0.2342±0.0008) THz and γ0.25THz=(22±3)
ps. The shear mode displacement is initially d0.25THz ∼3.4 pm (taken as a peak-to-peak
variation over the first period), while the gradual shift of the structure along the shear
coordinate (y-axis) is ∼1.7 pm at the end of the examined range, during which the sample
temperature (’cold phonons’) has risen to ∼450 K at 3.2 mJ/cm2 absorbed fluence. As
shown in Fig. 6.29(a), just after time-zero there is a discrepancy between the (1̄63) peak
and the global fit, which may be due to differences between our relaxed configuration and
the experimental atomic positions as well as to a fluence anisotropy due to the different
penetration depth calculated from the data in [68] (Appendix A), which we estimate to
be give a 6% variation around the presented value.

We considered now the fine-sampled delay interval after time-zero for (1̄63) (Fig. 6.4)
and we focus on the higher frequency modes (Fig. 6.30). In order to fit the single profile,
we allowed the shear mode β0.25THz to change, in contrast to the other parameters reported
above. This was required to obtain a reliable fit of the higher frequency modes due to the
presence of the initial discrepancy between data and global fit (Fig. 6.29(a)). Nonetheless,
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as shown in Fig. 6.31, the phononic oscillations for (1̄63) remained quasi-constant in few-
picometer range along the shear coordinate. While the assignment of the two lower A1

modes was straightforward and supported by the complementary optical studies as well
as from Chapter 5, the assignment of the third mode at ∼3.4 THz was more laborious.
Together with the fitting results, we exploited Figs. 6.6, 6.31. From Fig. 6.5, we note
that the phonons (c)-(f) are the ones which are the closest in frequency to the third peak
shown in Fig. 6.4(c).

As shown in the experimental data in Fig. 6.6(a) and, the most sensitive to the
higher frequency modes among the (1̄46), (1̄62) and (1̄63) Bragg peaks is the last one.
Therefore, one expect the phonons (d) and (e) to be responsible for the most prominent
effects at such frequency. This is motivated by the fact that, as shown in Fig. 6.31, the
ratio amongst the phononic ∆I/I, there expressed as a peak-to-peak variation induced
by shifts in opposite directions along the phononic coordinates, shows a preponderant
effect for (1̄63). This is also supported by the fitting, where the phononic displacements
are linearly combined, to study the evolution of the system through the DECP model.
Considering the first two modes and one of the four possible choices for the third mode,
we obtain that only the two modes (d) or (e) give an appreciable improvement of the
fit curve. Choosing one of the other two possibilities, (c) or (f), no real change from a
two-phonon model, using just (a) and (b), is observed. However, these two modes, (d)
and (e), appear indistinguishable among the examined peaks, thus it is not possible to
determine which of the two contributes more or even to separate them in a possible four-
phonon model. Nonetheless, their separation is in principle possible measuring additional
peaks in which their contribution can be clearly resolved.

Regarding the last peak around 6.2 THz in Fig. 6.4(c), with similar considerations
we would attribute it to the (g) phonon in Figs. 6.5, 6.31. Unfortunately, due to its low
contribution in the acquired data, it does not give clear-cut effects as the other two. For
this reason, when left free, the fitting procedure tries to use it as a way to introduce an
initial shift of the structure (through a very small β) to better fit the data rather than a
contribution in the oscillatory motion. The values for the 2.5 THz phonon modes obtained
from the second examined range are then β2.5THz=(6.4±1.6) ps, f2.5THz=(2.404±0.005)
THz and γ2.5THz=(6.5±1.5) ps. For atom W#1 (see Fig. 6.1(b)) the z-shift is ∼260 fm
(peak-to-peak variation) from the equilibrium position.

Finally, we conclude this section with a remark about Fig. 6.7, where the fluence
dependence for (1̄63) is reported. The initial shift of the ∆I/I curve with respect to the
zero value in the first hundreds of femtoseconds, aside from the phonon modulations, is
possibly linked to the struggle of the electronic system to thermalize due to the increasing
deposited energy as discussed in section 6.4. From the point of view of the DECP model,
when β is reduced (longer relaxation time for the associated electrons), the non-oscillating
part of the Q(t) expression (eq. 6.7) presents a longer decay time and, thus, longer
discrepancy of the curve from ∆I/I=0 as average value. However, when multiple phonon
modes are present, the fitting procedure cannot unambiguously associate this effect to
one of the 2.5 or 3.4 THz modes, as it does not depend on the frequency of the mode,
therefore the two separate β values would be as accurate as at the lowest fluence.



104 6.6 Discussion

Figure 6.31. ∆I/I variation for the four examined peaks calculated as symmetric
peak-to-peak phonon oscillations around the corresponding position along the shear
coordinate (referred to the y-shift of W#1) represented by the horizontal axis, referred
to the equilibrium configuration. The set displacements are (a) 2.5 pm along y (average)
(b)-(h) 300 fm along z (maximum value among the atoms).
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Figure 6.32. ∆I/I variation for the four examined peaks with respect to the equilibrium
configuration (shift=0) for a shift along the shear mode coordinates, referred to W#1.
(a) Using the DFPT output for the shear mode (b) Employing a uniform shift
magnitude along y for all the atoms.

6.6.2 Long-delay evolution

As shown in the inset of Fig. 6.7, the contribution of the coherent optical modes faster
than 0.25 THz becomes more prominent with respect to the 2.5 THz mode as fluence
grows.

The different fluence dependence shown between the shear mode and the higher fre-
quency modes may be caused by two factors. The first one is due to the change of
the surrounding potential for the oscillation as the quasi-equilibrium average position
changes along the shear mode. As shown in [36], the modification of the center of oscil-
lation requires the shear displacement to reach its maximum which takes a few hundred
femtoseconds, which is longer than the temporal region where we observe the highest in-
crease for the fast modes in panel Fig. 6.7. The second reason is a geometrical argument:
as shown in Fig. 6.32, as we move towards the 1T’(*) configuration [35], since negative
y-shift of W#1 starting from our relaxed configuration lead to such geometry, the ∆I/I
connected to the phononic shear oscillation becomes smaller when considering the same
displacement amplitude after a few picometers. The two panels in Fig. 6.32 show that
the small numerical differences from a completely uniform y shift when considering the
shear mode from DFPT have a minor impact for our diffraction change considerations.

This geometrical evolution is also supported by the collected rocking curves (Fig. 6.9).
The angular position of the Bragg peaks is determined by the cell parameters and their
variation is compatible with an expansion of the unit cell due to the increase of the lattice
temperature due to the deposited energy [264][272]. The temperature variation also leads
to a reduction of the peak intensity due to a change of the Debye-Waller factor connected
to the ionic thermal motion [150][151][157]. However, the thermal expansion is not just
a simple renormalization of the atomic positions in complex unit cells such as WTe2’s,
the overall intensity is also affected by the reorganization of the ions within the unit
cell through the atomic form factors phase weighted combination (Eq. (6.3)). We tend
to exclude penetration depth variability between the pump and probe beams during the
experiment as the cause of the overall sign differences of the integrated ∆I at long delays
(Fig. 6.9). In fact, we notice that the ratio between the ∆I/I oscillations, connected to
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the phonon modes, among the measured Bragg peaks is compatible with the prediction
of the model described in the previous section.

Since the (1̄62) and (075) peaks are both sensitive to the antiphase displacement
of the layers (Fig. 6.32) with an opposite sign ∆I/I contributions with respect to the
(1̄63) peak approaching the 1T’(*) state as the inversion symmetry is obtained around
∼-8 pm comparing the atomic positions, we interpret the almost stable intensity value
of (075) and small increase of (1̄62) as the combination between the increased thermal
motion and a quasi-equilibrium distortion of the lattice with similar characteristics to
the shift studied in Fig. 6.32. This modification is also supported by time-dependent
density functional theory - molecular dynamics (TDDFT-MD) simulations evolution of
the out-of-equilibrium structure [36] and its behavior is compatible with the change of the
structure towards the 1T’(*) structure proposed in [35], i.e. towards a centrosymmetric
non-equilibrium phase.

6.6.3 Role of the effective mass

The effective mass is a crucial parameter for various transport properties. In particular,
for WTe2, it directly enters in the formula for the carrier mobility using a deformation
potential based model [78] as µbulk ∝ (m∗)−5/2. Due to the -5/2 exponent, even smaller
changes in the effective mass would have a large impact on the carrier mobility, which is a
fundamental parameter for the material large and non-saturating magnetoresistance [65].
In case of perfect electron and hole carrier compensation, the magnetoresistance is such
that MR = µbulke µbulkh B2, where ’e’ and ’h’ refer to the electron and hole species and B
is the magnetic field amplitude. It has been experimentally and theoretically shown that
strain can directly impact the electronic band structure and vary the magnetoresistance
of the material (Chapter 5 and [77]). This, together with temperature and carrier doping
[13][81], suggests that the fast modification of the band curvature and, thus, effective
mass, could be employed to build a modulator of the magnetoresistance in the material
across the GHz and THz frequencies. As the Fermi velocity was predicted to be ∼2· 105

m/s [87], the carriers in the system are expected to travel for several tens of nanometers
experiencing a similar effective mass while the coherent phonon oscillations are affecting
the system, provided that the sample quality and excitation lead to an adequate coherence
for the collective modes.

Thanks to their distinct fluence dependence, it is possible to select their amplitude
ratio and thus effects on the electronic band structure, although this also impacts their
damping time, which is still quite long, especially for the shear mode. In particular,
the long survival of the coherent phonon modes can be exploited to set away from the
main carrier relaxation peak (Fig. 6.11(a)), which involves incoherent carrier-carrier and
carrier-phonon scattering after which the carriers enter a quasi-equilibrium state.

Furthermore, as it was reported in multiple works [81][88], the material presents a very
high magnetoresistance even down to the thickness of the intensity penetration depth at
800 nm in WTe2, at ∼30 nanometers (see Appendix A), which would ensure a uniform
excitation of the system by the pump pulse. The thickness limitation could be lifted
further by employing a lower photon energy pump which was shown to be effective [35][36]
as well in order to drive the shear mode, albeit above the plasma edge frequency in order
to avoid the high reflection from the sample.

Its exfoliability and growth control make it a promising candidate for implementation
in nanometric two-dimensional devices, also within more complex heterostructures to
exploit its functionalities.
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6.7 Conclusions

We examined the structural response of WTe2 to a 1.55 eV light excitation with particu-
lar focus on its coherent phonon modes. This collective motion has a significant impact
on the electronic properties of the material leading to measurable changes in the optical
properties and energy levels. In particular, the electronic band structure is perturbed
in such a way that eigenvalues are subjected to a non-uniform change which modifies
the band curvature for the bands involved in the electrical transport through a variation
in the effective masses. Based on previous experimental and theoretical results, the im-
pact of the coherent phonon oscillations should lead to consequences for various transport
properties such as electrical transport through a fast modification of its extremely high
magnetoresistance [65][78] and thermoelectric performance [273] which are of particular
interest for low effective mass systems. Such variations could be implemented as modu-
lators, simple function generators and test devices for high frequency application which
are expected to become relevant for fast big data transfer and telecommunications [274].

Finally, as a comparison, we remind that the displacements obtained in Chapter 5 at
an absorbed fluence of ∼0.23 mJ/cm2 were ∼350 fm for the shear mode motion along the y
axis and ∼40 fm for the z-shift of the tungsten atoms. While the relation between fluence
and phonon amplitude is initially linear (see Chapter 5, results section), between the
∼0.23 mJ/cm2 and ∼0.71 mJ/cm2 fluences, the factor is only ∼2. We thus would expect
a value close, but smaller due to a possible saturation of the effects, when extrapolating
this last relation to ∼3.2 mJ/cm2. In fact one obtains ∼3.2 pm for the shear mode motion
along the y axis and ∼370 fm for the z-shift of the tungsten atoms, which are in reasonable
agreement with the ∼3.4 pm value for the shear mode motion along the y axis and ∼260
fm for the z-shift of the tungsten atoms obtained from the x-ray diffraction experiment.
Moreover, we remind that the shear mode amplitude was obtained as a simultaneous
fit of multiple Bragg peaks, making it a more reliable representation of the behavior at
∼3.2 mJ/cm2, whereas some small correlation between the parameters of the 2.4 and 3.4
THz modes may affect the estimate of the amplitude of the second-most prominent mode
having only a single profile to analyze an extended time-window.



CHAPTER 7

Two-dimensional terahertz experiments

on Weyl semimetals

7.1 Introduction

Materials with small Fermi surfaces are often associated with a small number of carriers
and a semimetallic character. Examples are compounds displaying double-cone disper-
sions close to the Fermi level. Tantalum arsenide (TaAs) and tungsten ditelluride (WTe2)
were recognized as Weyl semimetals [4][5][6], although with distinct Fermi surfaces. TaAs
exhibits a quasi-point-like Fermi surface, while electron and hole pockets lead to multiple
pockets in the Fermi surface of WTe2 [13][103].

The use of broadband THz pulses allows to monitor simultaneously a wide range of
frequencies which help to recognize and quantify the characteristic electronic and vibra-
tional resonances of the system under investigation. Sampling the electric field after the
interaction with the sample through time-domain spectroscopy allows to analyze the re-
sponse in both the time and frequency domains giving complementary information to
understand the phenomena.

Measurements can be performed through time-domain spectroscopy (TDS) at equilib-
rium conditions or through pump-probe schemes to examine the effects of an excitation.

Depending on the characteristics of the eigenstates connected to unfilled bands and
on the Fermi level, different carrier densities and favored scattering channels are present
[275]. When excited by low-energy perturbations such as THz pulses, these properties can
be transiently modified by coherent phononic motion and the generation and acceleration
of carriers.

A time-dependent electric field accelerates the electrons in the material and may be
responsible for a variety of peculiar effects, such as ballistic transport [200], impact ion-
ization [276], intervalley scattering [277] and Zener tunneling [190][278]. Although they
have different origins, they can all contribute in determining the response of the material.

Especially with high field amplitudes, these phenomena may lead to appreciable non-
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linear effects of the optical properties with respect to the THz electric field amplitude.
Typically, this is caused by the sensitivity of the carriers on the band structure curvature
(i.e. different effective mass), changes in the quasi-free carrier density and electron-phonon
interactions.

Two-dimensional terahertz spectroscopy (2D THz) gives the opportunity to study
the response of the system to low photon-energy excitations through a mapping of the
nonlinearities. These emerge by considering the response of the simultaneous application
of two THz pulses, with separate polarization and amplitude characteristics, with respect
to the sum of individual responses when they are applied singularly.

The experimental data and discussion are organized as follows. We first consider
the response from the type-I Weyl semimetal TaAs and then analyze the results for the
type-II Weyl semimetal WTe2. For both we detect nonlinearities in the response in cor-
respondence of the plasma edge, which we examine as a function of the temperature and
impinging field amplitude.

In each section, the nonlinear signal is reported and characterized both in the time
and frequency domains as a function of temperature and impinging THz field amplitude.
The interpretation of the experimental results follows together with the comparison of the
responses from the different materials.

7.2 Experimental details

The experiments on the Weyl semimetals were performed in a reflectivity configuration
using a broadband 2D THz setup with air-biased coherent detection (ABCD) [183] (see
Chapter 3).

7.2.1 Ti:sapphire laser system

The 2D THz setup relies on a Ti:sapphire amplifier which produces ∼100 fs, 800 nm pulses
with 1 kHz repetition rate. Its main output is then divided and seeds two three-stage
optical parametric amplifiers (OPAs), which in turn generate two near-infrared, ∼1.3 and
1.5 µm, beam with phase stability between them. Using the OPAs outputs, two THz
beams are produced through different methods, i.e. optical rectification and plasma-
based generation. The setup employs nitrogen-purged boxes to reduce the water-related
THz absorption, taking the relative humidity below 2%.

7.2.2 ABCD-detection setup

The THz radiation is produced using two OPAs-generated infrared beam through two
separate methods [200]: i) using an organic crystal (4-N,N-dimethylamino-4’-N’-methyl-
stilbazolium 2,4,6-trimethylbenzenesulfonate, DSTMS) through optical rectification and
ii) two-color plasma source. The setup allows alternatively reflection (Fig. 7.1) and
transmission measurements, using parabolic mirrors and a Si beamsplitter to partially
reflect the radiation towards the detection cell. Here the THz electric field is sampled
with air-biased coherent detection (ABCD) [183] using a small fraction of one of the two
OPA beams, which is delayed using a linear stage.

Although a cryostat is not present in this setup, it is possible to reduce the sample
temperature using a cryojet (Oxford Instruments ®) employing a liquid nitrogen dewar
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Figure 7.1. Scheme of the ABCD-detection setup employed for two-dimensional THz
spectroscopy. The path for reflectivity experiments is shown, albeit transmission
geometry is also available. Adapted from [200].

to blow cold nitrogen directly one the sample. The temperature variation was mapped
before each experiment depending on the substrate used.

In this series of experiments, the two generated THz fields are named E1, through
optical rectification in DSTMS, and E2, using the plasma source. While the second
source allows to obtain a very broad spectral content (1-17 THz), it is limited to lower
field amplitudes. In turn, the DSTMS-based generation can reach even values near 1
MV/cm, but its spectral content is negligible above 5 THz.

As described in the following sections, E1 was employed as a pump pulse to drive the
material out of equilibrium and E2 to probe the induced changes. Moreover, both the
examined samples exhibit plasma edges outside the frequency range attainable through
the DSTMS, making the plasma source a key component to examine the field-induced
modifications of the carrier density. In fact, these variations may change the plasma
frequency of the system leading to nonlinearities around the plasma edge. These variation
are monitored by considering the nonlinear signal [188], here defined as

Enl = Et − E1 − E2 + Eb (7.1)

where Et is the field recorded when two THz pulses are simultaneously applied to the
sample and Eb is the background signal detected in absence of both the THz fields. We
remark that the operation refers to the associated fields recorded after the sample when the
corresponding THz pulses are applied. In 2D-THz spectroscopy, one measures matrices
of data, thus we will refer to those datasets through their field label. In the following,
when an estimate of an electric field is given, the value is meant as the maximum field
amplitude of the pulse at the sample position.

In this chapter, the two THz pulses are linearly polarized with orthogonal polariza-
tions: E2 is polarized parallel to the optical table with the ABCD detection optimized for
such direction. Conversely, The ABCD detection is nearly insensitive to E1. However,
this is not a problem for the experiments, whose objective is to investigate the effects of
E1 on the sample reflectivity of E2.
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Figure 7.2. Nonlinear signal Enl observed for TaAs. (a) Time domain. (b) Frequency
domain with E1 ∼570 kV/cm, E2 ∼45 kV/cm and T=110 K.

In the following analysis, some of the plots contain error bars to express the uncer-
tainty value. Unless otherwise stated, they are reported as ±σ, one standard deviation,
supposing a normal distribution of the values; when they refer to a calculated quantity
they are obtained by using the propagation formulas for independent quantities [279].

7.3 Results

7.3.1 TaAs

In Figs. 7.2, 7.3, the 2D maps for the nonlinear signal and E2 are shown, both in the
time and frequency domains, using (peak) field amplitudes equal to E1=570 kV/cm and
E2=45 kV/cm at T=110 K. Both signals are normalized to the maximum of the absolute
E2 signal for each excitation delay, i.e. horizontal vector of data, and expressed as a
percentage with respect to it. This adimensional value is employed to take into account
possible minor fluctuations of the E2 field amplitude during the experiment.

In these experiments, time-zero is more ill-defined compared to experiments where
shorter near-infrared or x-ray pluses are employed (Chapters 5 and 6). In those cases,
pump and probe are superimposed just for a few sampling points when examining exci-
tation and relaxation phenomena of hundreds of femtoseconds or more. Exploiting THz
pulses of a few hundred femtoseconds to study dynamics of the order of picoseconds im-
plies that multiple sampling points are situated within the temporal region where the
superposition takes place. This leads to a ’rise time’ necessary to reach the plateau in the
nonlinear signal when considering pump-probe effects like impact ionization. Nonetheless,
the rise time is also influenced by the time it takes for the electrons to exchange energy
among themselves, e.g. kinetic energy as in impact ionization after the initial accelera-
tion of the primary electrons by the impinging field [280] or after interband excitations.
Although this is not the main focus of the thesis, we will discuss this further in Appendix
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Figure 7.3. E2 THz signal registered for TaAs. (a) Time domain. (b) Frequency domain
with E1 ∼570 kV/cm, E2 ∼45 kV/cm and T=110 K.

G, where results from HgCdTe (Chapter 8) are presented alongside with a much more
pronounced nonlinear signal.

Figure 7.4. Comparison by taking the average profiles between the nonlinear signal Enl
and E2 THz signal registered for TaAs. (a) Time domain (mean profiles 0.3-0.7 ps). (b)
Fourier transform of the profiles reported in (a) taken with E1 ∼570 kV/cm, E2 ∼45
kV/cm and T=110 K.

Moreover, THz pulses generated by DSTMS and plasma present a very different tem-
poral shape, thus making it hard to find a univocal definition for time-zero. We decide to
adopt the conventional definition given by formula Eq. (3.6), where it can be viewed as
an expectation value weighted by the field intensity.
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Although the detection of the E1 field, having vertical polarization, is not optimized,
because of the anisotropy of the ABCD scheme, the positions of the maxima and minima
of the THz wave are still measured and the Eq. (3.6) can be used for the time-zero
determination.

In the time domain (Figs. 7.2(a), 7.3(a)), the nonlinear signal becomes prominent
after the main peaks (one minimum and one maximum) of E1 and gradually reaches a
plateau in a few hundreds of femtoseconds. The fact that the nonlinear signal persists
long after the superposition of the pulses is an indication that the phenomenon that varies
the state of the material is provoked by E1 and can be viewed as a pump-probe effect
phenomena.

If this is the case, one would then expect to see similar effects by switching the roles
of pump and probe between E1 and E2. This corresponds to the portion of the 2D maps
where the excitation delay is negative. As one moves away from the superposition of
the pulses at zero excitation delay towards negative times, the time separation between
E2 (now pump) and E1 (now probe) grows. Because of the definition of the two time
coordinates (see Chapter 3), this pump-probe signal would appear along the diagonal
direction, on which the E1 field is registered (see Fig. 3.3). Another way to understand
this is by considering the 2D maps as a collection of TDS profiles in which the relative
time between the pulses is gradually modified.

However, since the field amplitude ratio between E1 and E2 is large, only minor effects
are expected when E2 plays the role of the pump. Moreover, such features are expected
to be reduced by the spectral range at which the nonlinear effects were detected, which
for TaAs, as presented in the next paragraph, at the high-frequency edge of the range
for DSTMS-generated THz beam. Finally, if the nonlinear signal comes the reflectivity
of vertically-polarized E1, as in the predicted pump-probe effect, its detection is not
optimized in the ABCD scheme. These reasons motivate its absence in the Fig. 7.2(a)
map.

In Fig. 7.4(a), a comparison between the temporal shape of E2 and Enl is shown.
Since a very high E1 field amplitude is required to induce a nonlinear response, we would
exclude that nonlinear effects provoked by the E2 field (E1 >> E2) in its first hundreds
femtoseconds, coming e.g. from carrier multiplication effects, would be strong enough
to lead to a self-phase modulation for the later portions of the pulse [281]. Therefore,
we mainly attribute the difference between the temporal shapes of E2 and Enl to a non-
uniform frequency-dependent change of the dielectric properties of the sample after E1

is applied, varying the relative spectral content of the reflected E2 pulse. The spectral
shape of the nonlinear signal Enl is then determined by the probed frequencies that are
affected the most.

As expected, in the frequency domain (Figs. 7.2(b), 7.3(b)), E2 and Enl exhibit
two very different spectral signatures. While both are centered around the excitation
frequency fex=0 THz, their peaks are located around fdet∼2 THz and fdet∼6 THz respec-
tively. Moreover, as highlighted by Fig. 7.4(b), the spectral dispersion is distinct. Starting
from lower frequencies, the plasma-generated E2 rapidly grows, peaks at fdet∼2 THz and
then decreases more gradually with a quasi-exponential tail. Differently, Enl exhibits a
less peaked structure, where the rise and decrease of the signal centered at fdet∼6 THz
show a similar steepness in the probed frequency range. The reported Fourier transform
results were smoothened through zero-padding, i.e. adding null matrix elements along
the directions where both E2 and Enl decrease to the noise level by the end of the window.
We use it only as a graphical aid, while the quantitative results (see below) for the fre-
quency domain quantities and their uncertainties, are calculated only from the measured
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Figure 7.5. Temperature dependence of (a) CR and 〈f〉 for TaAs.

databases, without zero-padding.
Keeping the sample under the same impinging field conditions, the overall amplitude

of Enl decreases as the temperature increases from T=110 K. At the same time, the peak
position of Enl shifts towards higher frequencies. In order to quantify these variations, we
calculate the following parameters:

CR =
∫+∞

−∞ |Enl(t)|2dt
∫+∞

−∞ |E2(t)|2dt
(7.2)

〈f〉 =
∫+∞

−∞ |Enl(ν)|2νdν
∫+∞

−∞ |Enl(ν)|2dν (7.3)

CR is an adimensional parameter used to quantify the nonlinear signal, while 〈f〉 is
the ’average’ frequency of the nonlinearity weighted by the modulus square field of the
registered signal in the frequency domain.

Figure 7.6. E1 field dependence of (a) CR and 〈f〉 for TaAs.

Since the data is taken over a limited and finitely-sampled temporal range, the extrema
of (7.2) are approximated to the examined time window as the field goes to zero at its
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edges (Fig. 7.4(a)) and the integration is performed through a trapezoidal discretization
of the experimental profiles. The finite temporal sampling rate leads to a reduction of
the maximum frequency for 〈f〉 to the Nyquist frequency, while its lower bound can
be set to 0 due to the symmetry of the Fourier transform derived from real data. The
limited temporal range also leads to a finite set of frequency terms and thus to analogous
discretization of the integral in the frequency domain for (7.3).

In Fig. 7.5, the temperature dependence of such parameters is showcased.
In panel (a), CR follows the previously described decrease of the amplitude of the

nonlinear signal. The error intervals associated to the single data points were calculated
as the standard deviation of the mean, starting from the individual field values registered
for each point, from which the average values were reported. Subsequently, the errors were
used, with the standard propagation formula for independent variables [279], to derive
the error intervals for CR and 〈f〉 by discretizing the integral expressions.

In panel (b), we see that 〈f〉 shifts toward higher values as the temperature rises.
Using a similar approach, it is possible to analyze the impact of an increasing E1 field

on the nonlinear signal. Fig. 7.6 shows this dependence in the 144-570 kV/cm range. Here
CR grows quasi-linearly with field amplitude. Differently, in this case 〈f〉 is left almost
unchanged, although with a small increase.

A full gallery of the 2D maps in the various temperature and E1 field amplitude
conditions is provided in Appendix E.
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Figure 7.7. Nonlinear signal Enl observed for WTe2. (a) Time domain. (b) Frequency
domain with E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=110 K keeping E2 || x.

7.3.2 WTe2

For WTe2, the mapping was performed for two orientations of E2 with respect to the
crystal axes, keeping E1 perpendicular to E2: E2 || x, parallel to the tungsten chains
direction andE2 || y, normal to it. The two directions were selected by rotating the sample.
The sample orientation can be readily inferred from the its shape, as it usually resembles
a ribbon: the tungsten-chain direction is along the long side of the sample. Nevertheless,
we also confirmed this through the Fourier transform infrared (FTIR) spectroscopy results
reported in Appendix B.

Compared to TaAs, WTe2 presents its plasma edge at higher frequencies leading the
nonlinearities close to the edge of the spectrum of the plasma-generated E2 as shown in
Fig. 2.3 and in Appendix F, where the anisotropy of the optical properties, including the
Drude-like contribution is evident. Moreover, the temperature change does not heavily
modify the plasma edge position for both polarization directions, differently from TaAs
(Fig. 2.2), while it clearly impacts the spectral width of the tilted region of the reflectivity
curves (Fig. 2.3).

Probe || x

We report in Figs. 7.7, 7.8, the 2D maps for the nonlinear signal and E2 respectively,
both in the time and frequency domains, using E1=675 kV/cm, E2=55 kV/cm and T=110
K.

In percentage, the observed nonlinear signal is weaker than the one observed for TaAs.
In the time domain, they share similar characteristics even though differences can be
spotted by looking at their phase correspondence with respect to the E2 profile (Fig.
7.9(a)), which is an indication of a different spectral content. This clearly emerges in
Fig. 7.7(b) and in the average profile shown in Fig. 7.9(b) where the nonlinear signal is
centered at higher frequencies, around 12 THz.
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Figure 7.8. E2 THz signal registered for WTe2. (a) Time domain. (b) Frequency domain
with E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=110 K keeping E2 || x.

Figure 7.9. Comparison by taking the average profiles between the nonlinear signal Enl
and E2 THz signal registered for WTe2. (a) Time domain (mean profiles 0.3-0.7 ps). (b)
Fourier transform of the profiles reported in (a) taken with E1 ∼675 kV/cm, E2 ∼55
kV/cm and T=110 K keeping E2 || x.

As previously done for TaAs, the analysis of the 2D maps is implemented using CR
and 〈f〉 (Eqs. (7.2), (7.3)).

As the E1 field amplitude grows, CR follows a quasi-linear increase (Fig. 7.10).
Moreover, when the plasma edge corresponds to a frequency situated at the limit of

the E2 spectral range, what one may observe is that the nonlinearity spectral content is
situated mainly below the plasma edge. As discussed in the TaAs section, this is usually
inferior to the change above the plasma edge. This is likely caused by the effect of the
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Figure 7.10. E1 field dependence of (a) CR and 〈f〉 for WTe2 keeping E2 || x.

low spectral content of E2 above the plasma edge together with a lower reflectivity from
the samble above the plasma edge, which limit its accurate determination. In fact, in this
case, based on Fig. 2.3(a) and the data in Appendix F, the plasma edge is centered at 15
THz, which is at the very end of the E2 spectral window. Moreover, this would explain
why we observe a decrease in 〈f〉 for increasing E1 fields, differently to what we observed
for TaAs where the plasma edge is centered in the explored frequency range and a small
increase was obtained.

A full gallery of the measured 2D maps can be found in Appendix F.

Probe || y

In Figs. 7.11, 7.12, the 2D maps for the nonlinear signal and E2 are displayed, both in the
time and frequency domains, using E1=675 kV/cm, E2=55 kV/cm and T=110 K. The
angle between the polarizations of the two THz beams is π/2. E2 is set perpendicular to
the tungsten chain direction.

Compared to the tungsten chain direction (E2 || x), the nonlinear signal is higher for
the same field amplitudes. For E2 || x, the plasma edge appears at lower frequencies,
although it remains closer to the limit of our detection range (Figs. 7.13, 2.3(b)). Nev-
ertheless, we once again observe a quasi-linear dependence between CR and the E1 field
amplitude (Fig. 7.14) which is analogous to what we detected in the past sections in sim-
ilar field conditions. As for 〈f〉, aside from its value at the lowest field, it remains stable
around 12 THz for most of the observed field range. Based on the reasoning developed in
the previous section, this can be attributed to nonlinear effects at the plasma edge which
extend above our detection range, with the same low-field increase discussed for E2 || x.
In particular, based on Fig. 2.3(b) and the data in Appendix F, one expects the plasma
edge to be centered around 12 THz.
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Figure 7.11. Nonlinear signal Enl observed for WTe2. (a) Time domain. (b) Frequency
domain with E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=110 K keeping E2 || y.

Figure 7.12. E2 THz signal registered for WTe2. (a) Time domain. (b) Frequency
domain with E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=110 K keeping E2 || y.

For this polarization configuration, we also acquired a temperature dependence of the
two-dimensional response (Fig. 7.15). While the number of points is small and the error
intervals are large, we resolve a similar decrease in CR as the temperature increases as
for TaAs, while 〈f〉 remains almost constant throughout the temperature range, with a
small increase towards the higher temperatures. As shown in 2.3(b), the plasma edge
position remains almost fixed throughout the temperature range, which is consistent with
our observation.

A full gallery of the measured 2D maps can be found in Appendix F.



120 7.4 Discussion

Figure 7.13. Comparison by taking the average profiles between the nonlinear signal Enl
and E2 THz signal registered for WTe2. (a) Time domain (mean profiles 0.3-0.7 ps). (b)
Fourier transform of the profiles reported in (a) taken with E1 ∼675 kV/cm, E2 ∼55
kV/cm and T=110 K keeping E2 || y.

Figure 7.14. Temperature dependence of (a) CR and 〈f〉 for WTe2 keeping E2 || y.

7.4 Discussion

As previously discussed in Chapter 2, TaAs is a semimetal with a characteristic double-
cone energy-momentum dispersion in the reciprocal space. When the Fermi level is in
close vicinity to the intersection point, a low density of states and thus carrier density are
expected.

The contribution of the Drude-like electrons is revealed from reflectance measurements
(Fig. 2.2) where at low temperature a plasma edge is formed. As the temperature
increases, the plasma edge bends and shifts its frequency position. This can be rationalized
in terms of a Drude-Lorentz model, where Drude terms represent the quasi-free carriers
[59]. For semimetals like TaAs [282] and WTe2 [68] various electron-like and hole-like
carriers can contribute through different Drude terms to the quasi-free carrier density
giving the (screened) plasma frequency and thus plasma edge in the reflectivity spectra
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Figure 7.15. E1 field dependence of (a) CR and 〈f〉 for WTe2 keeping E2 || y.

(Eq. (3.8)). When their individual plasma frequencies vary, either through a change of
the carrier density, e.g through impact ionization, or effective mass, e.g when they are
ballistically brought to a different position in the energy-momentum dispersion, they may
lead to a change of the plasma edge position as well as of the scattering times [283].

In any case, the modifications are expected close to the plasma frequency, around
the tilted region of the plasma edge in the reflectivity curves, in agreement with our
experimental results when compared with the equilibrium reflectivity spectrum (Figs.
2.2, 2.3)

At higher temperatures, the change of the Fermi-Dirac distribution allows a higher
number of carriers to participate in conduction phenomena. A change in their density
has a direct consequence on the plasma frequency since fpl ∝ √

n with n being the
carrier density (Eq. (3.9)). This does not usually severely impact metals having already a
large carrier concentration and thus the relative change is minor. However, this becomes
important in semimetals with small Fermi surfaces like TaAs [56] or HgTe [129] as well as
for low band gap semiconductors. At the same time, an increase in the number of carriers
and temperature lead to larger damping factors [1][283], which tilt the plasma edge as
shown in [56] for TaAs.

To summarize, when the primary effect of the impinging E1 electric field is to accelerate
electrons and create secondary carriers through impact ionization, one expects to find the
peak of the nonlinear signal in correspondence of the plasma edge as the number of the
carrier increases, modifying its frequency [1]. The sign of the variation, however, may
depend on the material, through its peculiar set of Drude and Lorentz terms to describe
its dielectric tensor (Chapter 3 and [59]), in particular through the combination of the
plasma frequencies and scattering times leading to competing effects.

The observed temperature dependence of 〈f〉 can be thus attributed to such shift of
the plasma edge.

The described reduction of the nonlinear field CR is consistent with this picture. The
temperature dependence of the impact ionization rates was shown to be critically different
depending on the material under analysis. When considering large band gap semicon-
ductor, such rates are almost insensitive to it, while for low-band gap semiconductors,
approaching the gapless limit, a reduction in the impact ionization coefficient is usually
observed [114][284]. Exceptions can be found among heterostructures when mean free
path and energy gap have a competing behavior [285][286].
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While many scattering channels, such as from Coulomb, phonon, ionized or neutral
impurities and, if it is the case, alloy disorder events, may contribute to the scattering
rate of the carriers, the thermal activation of the phononic channels (acoustic and optical)
plays the major role in regulating the rate. These processes are influenced by the variation
of the phononic occupation number following the Bose-Einstein distribution

Nph =
1

eEph/kBT − 1
(7.4)

where Eph is the phonon energy and kB is the Boltzmann constant. In particular, op-
tical phonon scattering processes are expected to give an important contribution when
the associated optical phonon energies are found to be comparable with the thermal kBT
denominator. This is true for TaAs and even more for WTe2 and HgCdTe as later dis-
cussed. These processes then limit the kinetic energy the electrons can acquire and thus
their impact on the variation of the optical properties. Furthermore, the optical phonon
directly can intervene in the modulating the system response [191].

In a semiclassical picture, a higher field amplitude corresponds to a higher carrier
acceleration, allowing carriers to acquire more kinetic energy in the same amount of time
or unit length. This leads to an increase, until a saturation threshold is reached, of the
impact ionization coefficients which generally follow a ∝ exp(−a/E) behavior with a and
E being a system-dependent parameter and the electric field amplitude respectively [114],
leading to higher variations of the reflectivity with respect to the unpumped conditions.
However, at high excitations (as shown for graphene [287]), it may occur that impact
ionization and its counterpart, named Auger recombination, present asymmetric, i.e.
unequal, rates for increasingly narrower temporal windows thus leading to a gradual
saturation of these effects with respect to the number of photoexcited electrons.

The small increase of 〈f〉 for higher E1 field is compatible with an induced increase of
the carrier density. As previously discussed, an increment of the number of carrier leads
to a larger plasma frequency and a larger damping factor of the associated Drude term
(Eq. (3.8)). Aside from the temperature effects on the scattering channels, its impact on
the reflectivity is qualitatively similar to the temperature dependence given in Fig. 2.2.

Furthermore, when considering a temperature increase and inducing a shift or a quasi-
symmetric tilt of the edge, for frequencies lower than the position of the plasma edge these
effects have a smaller relative incidence on the reflectivity value, as the resulting value
would remain close to one. For frequencies higher than the edge position at the equilibrium
state, a lower reflectivity value is modified thus usually leading to higher relative effects.
In other words, nonlinear effects coming from pump-probe effects of carrier multiplication
would have a larger spectral spread towards higher frequencies as the field amplitude
increases, thus leading to the observed increment, albeit small, of 〈f〉.

The full quantification of the nonlinear effects, however, requires a detailed model of
TaAs’s band structure, damping times, scattering rates, ionization rate as well as a clear
determination of the chemical potential position which may differ from sample to sample.
Moreover, the picture is complicated by the fact that the linear dispersion around the
Weyl point maintains such characteristics only in a small energy-momentum window (a
few tens of meV), leading to larger effective masses and nonlinear dispersion moving away
from the node, requiring a very fine sampling of the reciprocal space to obtain the optical
properties [288]. In fact, as shown for graphene, using driving electric field amplitudes for
E1 of the same order of our experiment can cause the electrons occupying states of the
linear dispersion to be driven away from the nodes when compared to the few-tens of meV
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neighborhood [189]. Larger effective electron masses would reduce the plasma frequency
leading to a competing effect.

Regarding WTe2, although affected by large uncertainties, we observe similar trends
for both polarization directions, which are reminiscent of what observed in TaAs in both
the temperature and E1 field dependence. For CR we observe a quasi-linear increase for
growing E1 field amplitude and a decrease as higher temperatures are reached.

The field dependence of 〈f〉 is influenced by the low spectral amplitude of E2 in
correspondence of the plasma edge, which is particularly critical for E2 || x where it is
located around 15 THz, as shown in Fig. 2.3 and Appendix F.

7.5 Conclusions

In this section, the results of the 2D THz response of a type-I, TaAs, and a type-II Weyl
semimetal, WTe2 were reported and discussed.

The nonlinear signal was calculated and analyzed in terms of its temperature and
pumping-field dependences. While the signal magnitude varies between the two materials,
similar characteristics are shared. The nonlinearities are understood as the result of carrier
multiplication (impact ionization) occurring due to the acceleration of electrons by the
driving E1 THz pulse. This provokes a change in the nonlinear polarization of the material
leading to the nonlinear signal. Due to their position in the frequency maps (Figs. 7.2, 7.7,
7.11), these pump-probe effects are assigned to variations in the third-order susceptibility
tensor (see the discussion in Chapter 8).

From the physical point of view, one characteristics that could lead to the smaller
nonlinear response in WTe2 is its higher carrier concentration compared to TaAs, which
is related to distinct Fermi surfaces in the type-I and type-II Weyl semimetals [6]. In fact,
as the plasma frequency of a Drude-like term depends on the square root of the number of
carriers (Eq. (3.9)), it is necessary to generate a larger number of new quasi-free carriers
to provoke a comparable change in the edge position. However, an accurate modelization
of the scattering terms is necessary to complete the picture.

Nevertheless, this is likely an important factor explaining why the temperature depen-
dence does not visibly affect the plasma edge frequency through the thermal activation
of carriers (Fig. 2.3 and Appendix F), even though the electron pockets size in the Fermi
surface, connected with low effective mass, is expected to largely grow [13] due to the
shift of the chemical potential as the sample is heated.

In order to elaborate more on this point, further experiments, such as a determination
of the chemical potential position, may be necessary to obtain the specific parameters
for the ionization process of the two different samples. However, their complex band
structure and curvature changes in the energy-momentum space pose a hard challenge to
unequivocally connect the nonlinear signal to the signature of the high-mobility carriers
in the neighborhood of the Weyl points [6][288].



CHAPTER 8

Two-dimensional terahertz experiments

on HgCdTe

8.1 Introduction

Mercury cadmium telluride (Hg1-xCdxTe, MCT) is an alloy compound formed by a semimetal
(HgTe) and a semiconductor (CdTe, band gap Eg ∼1.5 eV at room temperature). At par-
ticular composition and temperature conditions, its electronic band structure displays a
double-cone structure around the Fermi level which resembles type-I Weyl semimetals like
TaAs [7][113][289].

However, compared to Weyl semimetals, it does not present monopoles of Berry cur-
vature and its double-cone dispersion is intersected by a flat heavy-hole-like band. Its
band structure can be described by a well-known model for semiconductors, the Kane
model [108][109]. The peculiar conic intersection occurs as a boundary between the ’nor-
mal’ and the ’inverted’ phases, at which the parametric eigenvalues expressions giving
the double-cone dispersion in the Kane model exchange their energy order, and the ma-
terial presents a point-like intersection between the cones. It was experimentally shown
[7][113] that in a small neighborhood of the boundary between the phases, the electron
and light-hole bands maintain a linear dispersion. Moreover, magneto-optical experiments
have shown that the conduction band dispersion can be effectively considered linear for
several hundreds of meV [7][113], in contrast to the previously examined examples of Weyl
semimetals.

In this chapter, we present the results of an experimental 2D THz study on a MCT
film with composition x∼0.175, which approaches the linear-dispersion configuration at
low temperature starting from a normal phase at room temperature. This can be seen
already from the temperature-composition diagram based on the empirical formula from
[289] in Fig. 8.1, although we will discuss the eaxct values for the measured sample in
the experiment discussion. The combined contributions of reducing the band gap and
of the sharpening of the Fermi-Dirac distribution as the temperature is lowered allow to
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keep the carrier density small throughout the whole temperature range [113] which, at
equilibrium, brings the chemical potential close to the bottom of the conduction band. We
examine the carrier dynamics under the action of the electromagnetic fields in transmission
geometry. We detect large nonlinearities in the response, which we examine as a function
of temperature and impinging field amplitude. The results are analyzed both in the time
and frequency domains. The latter is obtained as the discrete Fourier transform (DiFT) of
the former and gives complementary information regarding the source and dependencies
of the underlying phenomena. Following the discussion of Chapter 3, we also divide the
nonlinear effects between ’odd’ and ’even’ contributions with respect to the field E1.

Figure 8.1. Temperature-composition diagram for the band gap of Hg1-xCdxTe. The
map was obtained from the formula found in [289]. The vertical green line highlights the
composition of the investigated sample.

8.2 Sample

HgTe, CdTe and their alloys present a zinc blende structure (space group F 4̄3m) with
small lattice mismatch among them [121]. Our MCT sample is a heterostructure grown
starting from a GaAs substrate with intermediate CdTe buffer layer (∼40 nm) between
the ∼3.2-µm-thick [013]-oriented MCT film with composition x∼0.175 (Fig. 8.2(a)) and
finally covered by a CdTe capping layer. Although its main purposes are to reduce the
strain of the active layer and protect it, the capping layer serves also as a safety measure
for the user to avoid any remote possibility of mercury inhalation. More details regarding
the sample growth can be found in [290]. The sample was attached to a copper cold finger
and inserted in a helium cryostat (pressure ∼10-6 mbar).
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Figure 8.2. (a) Scheme of the Hg1-xCdxTe sample. The active layer is protected by a
CdTe capping layer and separated from the GaAs substrate through a CdTe buffer
layer. Examples of normalized signal: (b) time domain and (c) frequency domain for E1

and E2 transmitted through the sample.

8.3 Experimental details

8.3.1 Ti:sapphire laser system

The 2D THz setup relies on the same Ti:sapphire amplifier described in the ’experimental
details’ of Chapter 7. As for the ABCD-detection setup, it exploits nitrogen-purged boxes
to reduce the water-related THz absorption, taking the relative humidity below 2%.

8.3.2 Electro-optic sampling setup

The two infrared beams obtained as the output of the OPAs (see Chapter 7) are used
to obtain THz radiation using organic crystals (DSTMS) through optical rectification,
which provide broadband quasi-single-cycle THz pulses, whose spectral content is maxi-
mum between 1 and 4 THz (Figs. 8.2(b),(c)), with peak values up to ∼1 MV/cm. The
electric field amplitude and polarization are controlled through the combined use of two
wire-grid polarizers and directed toward the sample using plane and parabolic mirrors.
The transmitted radiation was collected and measured through electro-optic sampling
using a 300-µm-thick GaP crystal and a remaining fraction of the original 800 nm beam.
The experiments were performed at different temperature conditions (12-100 K), using a
cryostat employing liquid helium, and electric field amplitudes (11-65 kV/cm). The setup
is similar the to scheme reported in Fig. 7.1 for the ABCD setup with the possibility to
work either in reflection or transmission geometries.

The two main differences compared to the ABCD setup which impact on our measure-
ments are the possibility to reach lower temperature, but with a more limited spectral
range for E2 compared to the plasma-generated THz beam. Nevertheless, data from the
literature [113][121][129] suggest that important features from the active layer such as the
plasma frequency and phonon resonances of the alloy should lie in the measured spectral
window.

As in the previous chapter, we monitor the nonlinear signal [188], defined as in (7.1).
When an estimate of an electric field is given, the value is meant as the maximum field
amplitude of the pulse at the sample position. Moreover, following the discussion pre-
sented in Chapter 3, we employ the ’odd’-’even’ separation of the nonlinear effects [200]
based on the response of the signal to a π variation of the THz pulse phase. This requires
acquiring the nonlinear signal for the two ’+’ and ’-’ data subsets, where the phase of E1

is changed by π through the combined use of two wire-grid polarizers between the two.
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Finally, the odd and even contributions are determined by (Eq. (3.7))

Eodd = Enl+ − Enl− Eeven = Enl+ + Enl− (8.1)

Naturally, to get the odd and even contribution per set, one should divide them by two.
To analyze the results, however, it is convenient to quantify Eodd and Eeven with respect
to the maximum of E2, which can be expressed as E2 = E2+ +E2− for both the channels.
However, since E2+ ≃ E2− as the sets are acquired one after the other, the conclusions
are expected to be the same. Due to this, one can also take the odd nonlinear signal as

Eodd = Enl+ − Enl− = (Et+ − E1+ − E2+ + Eb+) − (Et− − E1− − E2− + Eb−)

≃ (Et+ − E1+) − (Et− + E1−) (8.2)

where the last step considers that it is no longer necessary to add background terms as
the subtraction Et − E1 cancels them out.

This simplification is applicable in our analysis and avoids the inclusion of two further
data sets E2 and Eb which add noise, without changing the physical significance of the
data. Approximations regarding E1+ being −E1−, instead were not exploited as the π
phase change occurs by modifying the position of a wire grid, which although carefully
balanced can lead to minor albeit appreciable differences between E1+ and −E1−.

8.4 Time domain - parallel configuration

8.4.1 2D maps

The sample was studied under two different configurations, obtained varying the relative
angle α between the linearly polarized E1 and E2 THz beams: parallel (α=0) and cross-
polarized (α=π/2) geometries.

In Fig. 8.3 we report the nonlinear response in the time domain for (a) odd and (b)
even signal using the parallel scheme. Taking Fig. 3.3 as reference, we observe that the
most prominent odd nonlinearity exhibits fronts parallel to the tex + tdel = 0 direction,
akin to E1; it appears for tex < 0 and disappears around (tdel=0, tex=0). Differently, the
even signal behaves similarly to E2, starting around the superposition region for the two
field centroids and reaching a plateau ∼0.5 ps later. The signal then slowly decays in a
few tens of picoseconds (shown in Appendix G for the cross-polarized configuration, Fig.
G.1(d)).

A faint signal is observed for tex > 0 in the odd channel. Even though it characteris-
tics could correspond to a different physical process (see the discussion of the frequency
domain), it is likely a consequence of the minor imbalance for the E1 values between the
two ’+’ and ’-’ datasets, leading to small discrepancies in the odd/even channels. These
variations also lead to the non-zero ‘dot’-like pattern of high values near (0,0), which
would not be present for perfectly balanced sets. This association can be visualized when
analyzing the individual datasets and looking at the superposition coordinates between
the two fields E1 and E2.

This imbalance is more evident for the odd signal, where the signal is lower, although
it is present in a less pronounced way also in the even channel.
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Figure 8.3. Nonlinear signal for Hg0.825Cd0.175Te in the time domain for the parallel
configuration reported in panels (a) and (b) for the odd and even channels normalized to
the E2 maximum amplitude. Constant-excitation-delay profiles for the (c) odd, and (d)
even nonlinear signals shown together with the E1 and E2 electric field respectively,
taken along the green dotted lines in (a) and (b) respectively. The experimental
conditions were E1 ∼31 kV/cm, E2 ∼17 kV/cm and T=12 K.

In Figs. 8.3(c),(d), the temporal structure of the odd and even nonlinear signals is
shown and compared with E1 and E2. These profiles were taken so that each point of
the second-arriving field, with respect to tdel coordinate, experiences the same delay from
the average time (Eq. (3.6)) of the first pulse. The curves in (c) are thus vertical profiles
taken at tdel ∼ 0.25 ps, while the ones in (d) are taken along tex + tdel ∼ 0.3; their paths
are depicted in green dotted lines in the (a),(b) panels respectively (165 fs integration).
In both cases, the nonlinear signal exhibits an evident ∼ π/2 phase shift with respect to
the corresponding maxima/minima of the fields. Usually, this is indicative of a different
spectral content with respect to the compared pulse (Chapter 7), although, as shown
later, the precise value of the shift is affected by the impinging field amplitude, which we
interpret as a change in the dielectric function.

8.4.2 Temperature and field dependences

The temperature was carried out keeping the field amplitudes constant. When the sample
is cooled down, the nonlinear signal amplitude increases for both channels. In Figs. 8.4
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Figure 8.4. Dependencies of the nonlinear signal in the parallel configuration. (a),(b)
Temperature dependence with E1 ∼31 kV/cm, E2 ∼17 kV/cm for odd and even parities
respectively. (c),(d) Field dependence varying E1 keeping E2 ∼11 kV/cm and T=21 K
constant for odd and even parities respectively.

(a),(b) we report the profiles for the odd and even nonlinearities measured at selected
temperatures. Moreover, in both cases, the phase of the nonlinear signal does not change
varying the temperature.

Setting the temperature at 21 K and the E2 amplitude at ∼11 kV/cm, a study on
the effect of the E1 amplitude was performed. Increasing the field amplitude leads to an
enhancement of the even nonlinear contribution (Fig. 8.4(d)), while the odd amplitudes
(Fig. 8.4(c)) do not vary appreciably with E1. Regarding the phase, the even signal
displays a dependence of its electro-optic delay time as a function of the E1 field amplitude,
as depicted in Fig. 8.4 (d), leading to a global shift of the nonlinearity at earlier tdel. This
fact becomes more prominent in the cross-polarization scheme using higher fields.

8.5 Time domain - cross-polarized configuration

As a remark, we note that the electro-optic sampling values depend on the THz polar-
ization. Rotating by π/2 the E1 polarization direction while keeping every other setup
component as it was set for the previously optimized parallel detection, leads to a reduc-
tion of its registered signal by a factor ∼7. This is due to the relative geometry between
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Figure 8.5. Nonlinear signal for Hg0.825Cd0.175Te in the cross-polarized configuration.
Time domain responses are reported in panels (a) and (b) for the odd and even parities.
Profiles in current chapter taken along the green dotted line in (b), albeit without the
odd/even separation. The other two dotted lines indicate profiles discussed in the
Appendix G. The experimental conditions were E1 ∼34 kV/cm, E2 ∼17 kV/cm and
T=21 K.

the THz and the electro-optic sampling pulse for the (110)-cut zinc-blende-type crystals,
which depends on their relative orientation as well as with respect to the crystal axes
[291].

8.5.1 2D maps

The 2D data sets are reported in Figs. 8.5(a),(b) for the odd and even contributions
respectively. No prominent odd contribution is detected (Fig. 8.5(a)). As explained in
the discussion section, this absence is likely connected to it being polarized along the
same direction as E1, as the reduction of a factor ∼7 would bring the signal close to the
noise floor of the setup. Residual contributions in the odd channel are connected once
again to the minor imbalance between the ’+’ and ’-’ data sets. Instead, a distinct even
contribution is registered (Fig. 8.5(b)), which presents analogous characteristics as the
parallel counterpart (Fig. 8.3(b)).

8.5.2 Temperature and field dependences

As for the parallel configuration, a temperature and field dependence was acquired (Figs.
8.6(a),(b)). As no clear odd nonlinearity was detected, we decided to focus only on one
set between the ’+’ and ’-’ datasets. Hence, the nonlinearities reported, even though ef-
fectively reproduce the even nonlinearities, should be regarded as the total nonlinearities.
The even nonlinear signal decreases as temperature is increased and as the E1 amplitude
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Figure 8.6. Dependencies of the total nonlinear signal in cross-polarized configuration.
(a) Temperature dependence with E1 ∼34 kV/cm, E2 ∼17 kV/cm. (b) Field dependence
varying E1 while keeping E2 ∼17 kV/cm and T=21 K constant.

is reduced. The variation of the nonlinear signal phase, seen before in the parallel con-
figuration, is reproduced in the cross-polarized scheme (Fig. 8.6). While the temperature
does not seem to lead to significant variations, increasing E1 shifts the nonlinear profile
towards earlier tdel values.

The rise time, e.g., the time required to reach the plateau of the nonlinear signal, is
discussed in Appendix G.
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8.6 Frequency domain results

In the frequency domain, the nonlinear signal can be described employing the Liouville-
space pathway theory [201]. In this picture, the location of the nonlinear contributions in
the bidimensional frequency maps is viewed as succession of steps linked to the individual
E1 and E2 electric fields. The number of steps is limited by the order of the susceptibility
term involved, which selects the available positions at which signal can be found. The
coordinates of such contributions are usually expressed as multiples of the pulse frequency,
which gives information about how many times the individual fields contribute in the term.

Figure 8.7. Nonlinear signal for Hg0.825Cd0.175Te in the frequency domain. Panels (a)
and (b) report the results for the odd and even parities respectively in the
parallel-polarized configuration. The experimental conditions were E1 ∼31 kV/cm,
E2 ∼17 kV/cm and T=12 K. Panels (c) and (d) are the cross-polarized counterparts.
The experimental conditions were E1 ∼34 kV/cm, E2 ∼17 kV/cm and T=21 K. For
each parity, the same colorscale was used for both polarization schemes.

Hence, one can locate the nonlinear contributions using the (νdel/ν2, νex/ν1) Cartesian
pairs. In our case, having broadband pulses, this description is only approximate, but we
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can take as ν1 and ν2 the corresponding average frequencies for the two pulses, which we
define as ν0 = 1/Iν

∫∞
0 E(ν)2νdν, where Iν =

∫∞
0 E(ν)2dν [175]. This leads to ν1 ∼2.5

THz and ν2 ∼2.1 THz.

8.6.1 2D maps

In Fig. 8.7 we report the frequency domain maps obtained as discrete Fourier transforms
of the time domain results presented in Figs. 8.3(a),(b), for the parallel configuration, and
Figs. 8.5(a),(b), for the cross-polarized configuration. When the fields are set parallel,
the odd signal shows a prominent contribution at (1,1), which has a large spectral width
extending for about one terahertz in each direction, while the even signal is transformed
into a single contribution centered around (1,0). Their locations can be explained as
primarily linked to third-order polarization contributions (see section 8.7.2). These pro-
cesses can be described through the Liouville-space pathway theory [201] as a succession
of contributions from the fields. The odd signal derives from a pump-probe effect where
E2 plays the role of the pump and E1 of the probe. The even signal emerges from another
pump-probe effect, whereas in this case E1 is the pump and E2 is the probe. These fre-
quency positions cannot host even-order nonlinearities as no pathway of such order can
reach those coordinates [195]. In principle, higher odd-nonlinearities are not forbidden.
However, from the vector-chain representation of the pathways [195] and in the case of
fifth-order effects, this is only possible if the polarization contribution depends on the
fourth power of one of the two field amplitudes or on the intensity of both. Nevertheless,
we have not found evidence of such response in our data: in Fig. 8.4(c) we see that the
odd signal (pump E2, probe E1) amplitude is almost independent from E1; later in Fig.
8.11(b) we observe the field dependence for the nonlinear signal registered for the cross-
polarized configuration (pump E1, probe E2) which, when fitted by an a+ bxc expression,
gives c ∼1.7, close to a parabolic behavior of the field amplitude, hence proportional to
the E1 intensity. A finely sampled field dependence of the nonlinearities for both E1 and
E2 could further reinforce this conclusion.

This assignment is also supported by the time domain behavior. In fact, the odd effects
are present for negative tex, where E2 arrives before E1 at the sample, and disappear close
to the superposition of the two fields, while the even signal shows a maximum at positive
tex, where E1 arrives before E2, and is absent before the temporal superposition.

Minor contributions are present in the odd signal at (1,0) and (1,-1) in the parallel
scheme. The former one is due to a small ’leakage’ of the even contribution into the odd
channel due to a slight imbalance between the values of E1 in the two ’+’ and ’-’ sets, as
previously discussed for the time domain. The latter feature is set at frequency coordinates
which could be attributed to a four-wave-mixing phenomenon (photon echo) with is absent
in other linearly-dispersing systems like graphene [196], although its magnitude varies non-
monotonically as temperature changes. This could be an indication of a trivial origin due
to the E1 imbalance between the two sets leading to minor artifacts in the Fourier maps.

8.6.2 Temperature and field dependences

As temperature is increased (Fig. 8.8), both main nonlinear features decrease in ampli-
tude. However, while the even signal shape remains almost unvaried, the shape of the odd
feature changes significantly in temperature, with the appearance of a low-frequency tail
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Figure 8.9. Main nonlinearities in frequency domain in parallel configuration shown for
the E1 field dependence in the 18-46 kV/cm range. (a) Odd contribution at (1,1). (b)
Even feature at (1,0). All the measurements were acquired using E2 ∼11 kV/cm and
T=21 K. The color scale is the same used in Fig. 8.8 for the two parities.

as the temperature is reduced. When the E1 field is increased (Fig. 8.9), the nonlinear-
ities behave differently amplitude-wise, as previously described for the time domain and
explained in the general discussion for the frequency maps. While the spectral appearance
of the even signal remains the same, the odd component exhibits a reduction of the low
frequency tail as the field amplitude grows.

The shape of the two nonlinearities at low temperature can be compared to the trans-
mitted spectra of the individual fields. In Fig. 8.10 we schematically show their normalized
frequency spectra so that the odd feature (a) is compared with E1 (b), whereas the even
contribution (c) is shown with E2 (d) underneath. For both parities, the nonlinearities
exhibit a small spectral amplitude above 3 THz, whereas the individual transmitted fields
show a slower decay. This behavior could be influenced by the close presence of a phonon
resonance in the MCT sample, centered around 3.5 THz for x∼0.175 [130] and clearly
present in the absorption spectrum [7] , which may limit the extent of the nonlinearity,
e.g. caused by carrier multiplication, around such frequency as the phonon-related term
in the dielectric function gives a very prominent contribution compared to the modifi-
cation E1 can induce. While the even channel presents a similar low-frequency shape,
the odd contribution shows a more gradual reduction of the spectral amplitude with the
emergence of the low-frequency tail when compared with E1. The slight bending of the
tail towards the excitation frequency axis may be due to the higher E1 spectral amplitude
near 1 THz (Fig. 8.2(d)).

In the cross-polarized scheme, the nonlinear signal presents just an even feature cen-
tered at (1,0), which has an analogous temperature and field dependence compared to the
parallel configuration, with no significant changes in its spectral shape.
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Figure 8.10. Comparison among individual fields and nonlinearities in the frequency
domain for the parallel configuration. (a) Odd nonlinear contribution at (1,1) compared
with (b) the transmitted E1 field. (c) Even nonlinear feature at (1,0) compared with (d)
the transmitted E2 field. All the measurements were acquired using E1 ∼31 kV/cm
E2 ∼17 kV/cm and T=12 K. The colorscale range is normalized for each panel.

8.7 Discussion

8.7.1 Electronic structure

Throughout the examined temperature range, Hg0.825Cd0.175Te remains in the normal
phase with a positive band gap [289]. As shown in [113], the gap value varies between 5
and 56 meV in the 2-120 K interval, approaching the linear dispersion at low temperatures.
In the neighborhood of that condition, the band structure close to the Fermi level can be
described using an isotropic simplified Kane model [109][113]

Eζ(p) = ζ2m̃c̃2 + (−1)1−θ(m̃)ζ
√

m̃2c4 + p2c̃2, (8.3)

Eζ=0(p) = 0

where ζ = 1, 0,−1 distinguishes the electron band from the heavy hole and light hole bands
respectively, m̃ is the rest-mass, c̃ is the universal velocity, p is the linear momentum and
θ is the step function. From this description is then possible to derive an expression for
the density of states for the electron band:

D(E) =
1

πc̃3~3
(E − m̃c̃2)

√
E2 − 2m̃c̃2E · θ̃(E − 2m̃c̃2) (8.4)
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Using the data found in [113], we can estimate the chemical potential (µ) behavior through
the carrier concentration integral equation

n =
∫ +∞

2m̃c̃2

f(E, µ, T )D(E)dE (8.5)

where f = 1/exp((E − µ)/(kBT )) + 1 is the Fermi-Dirac distribution with kB being the
Boltzmann constant.

We obtained values of 18.5 to 76 meV moving from 2 K to 120 K. By interpolating
the low temperature values, we find that at the lowest examined temperature (12 K),
the band gap is ∼9 meV, while the chemical potential resides about 12 meV above the
bottom of the electron band. This leads to limitations (Pauli blocking) for direct optical-
like interband transitions for photon energies within our terahertz pulses spectral width,
although other interband mechanisms may be involved (e.g. Zener tunneling [278]).

8.7.2 Nonlinear signal

The induced polarization in a material is connected to its response function in presence
of an electromagnetic field. This relation can be expressed as a Taylor expansion based
on the n-th power order through which the electric field is involved [201], such that

P (n)
αf

(r, t) ∝
∑

α1,α2,...,αn

∫

dV (n)
s eĩ(kf ·r−ωf t) × χ(n)

α1,α2,...,αn,αf
(k1, ω1,k2, ω2, ...,kn, ωn)

× Ẽα1
(k1, ω1)Ẽα2

(k2, ω2) · · · Ẽαn
(kn, ωn) × δ(ωf −

n
∑

η=1

ωη)δ(kf −
n
∑

η=1

kη) (8.6)

where dV (n)
s is the phase space volume element, ĩ is the imaginary unit,

χ(n)(k1, ω1,k2, ω2, ...,kn, ωn) (8.7)

is the n-th order electric susceptibility (n+1-th order tensor), Ẽ indicates the total electric
field, δ represents the delta function, α indices stand for a basis component of the chosen
coordinate system, k and ω represent wavevectors and angular frequencies, which can be
either positive or negative.

Knowing the precise waveform of the total electric field, it is possible to simplify the
expression. If two or more fields are present, the electric field can be viewed as their sum
leading to a series of combinations, as seen from Eq. (8.6). Each of them gives a separate
contribution in the multidimensional frequency domain, although distinct contributions
may be superimposed.

The nonlinear signal originates from the contributions such that n > 1. The fre-
quency coordinates of its features can be viewed in the terms of Liouville-space pathway
theory [195][201], which helps to distinguish their origin and the n-th order of the electric
susceptibility involved.

Regarding the optical susceptibility, MCT presents a zinc blende structure, whose
associated point group (43̄m) does not include inversion among its symmetry elements.
Therefore, second-order susceptibility contributions χ(2)

ijk, where the indices indicate the
crystal axes, are allowed, albeit only for i 6= j 6= k. In principle, for our [013]-oriented
film and normal pulse incidence, a random in-plane orientation could present components
along each crystallographic axis. Moreover, the substitutional character of the alloy may
relax strict geometric considerations.
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Figure 8.11. CT ratio for Hg0.825Cd0.175Te in parallel configuration. (a) Temperature
dependence with E1 ∼31 kV/cm, E2 ∼17 kV/cm. (b) Field dependence varying E1 and
keeping E2 ∼ 11 kV/cm T=21 K constant. The values were derived based on Eq. (7.2)
using the time domain data along the green dotted lines in Figs. 8.3(a),(b) and 8.5(b).
The error bars for the parallel even and cross-polarized contributions are multiplied by a
factor 4.

However, in the frequency domain we do not observe any χ(2)-related effect as no
Liouville-space pathway of that order can give any contribution at the Cartesian pairs of
the observed effects.

For these reasons, we attribute the detected nonlinear features mainly to the third-
order χ(3) electrical susceptibility components which present contributions at the observed
locations in the frequency maps.

8.7.3 Role of the electron and holes

As for other small-band gap semiconductors or semimetals, in the presence of an electric
field, the carriers are accelerated and can exchange part of their kinetic energy with other
carriers at lower energy states creating electron-hole pairs. This phenomenon is known as
impact ionization (inverse Auger effect) and has been employed, for example, to enhance
small signals in avalanche photodiodes. In MCT, this effect has been widely studied for
its applications as infrared detector and its physics differs depending on the stoichiometry
[114]. At small band gap values, which depend on the composition variable ’x’ and
temperature [289], the primary carriers are the electrons in the conduction band. Due
to their small masses, linked to the quasi-linear Kane dispersion, the electrons present
high mobility, especially at low temperature, together with a weak scattering by optical
phonons which let the electrons acquire high kinetic energy. Conversely, the hole bands
present smaller mobility due to their heavier effective masses and are subjected to a much
more significant optical phonon scattering. This is especially true for the heavy-hole band,
the closest in energy to the conduction band, where the effective mass is about two orders
of magnitude higher than the electron one. This scheme is experimentally supported by
the lack of avalanche breakdown in the gain of MCT diodes [114].
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The impact ionization at our sample composition, x∼0.175, is thus mainly connected to
the conduction band electron dynamics. A simplified model [114], based on parabolic hole
bands and linear Kane dispersion, shows that the ionization rate grows as the band gap
is reduced and the electron energy increases. This picture is coherent with the amplitude
variation of our nonlinear features both in the temperature and field dependencies.

8.7.4 Temperature and field dependencies

To quantify the temperature and field amplitude dependence of these effects, we make
use of the parameter CR introduced in the previous chapter (Eq. (7.2)), here renamed
CT to highlight the transmission geometry. However, in this case, we substitute E2 with
E1 for the odd nonlinearities, so that each nonlinear signal is treated together with the
corresponding ’probe’ pulse.

In Fig. 8.11, CT was extracted along the same green dotted profiles shown in Figs.
8.3(a),(b) and 8.5(b). The odd CT temperature trend shows a similar behavior to the even
one, where a quasi-parabolic decrease is recognized when considering the entire range.

Reducing the temperature, the band gap is expected to decrease [113][289] as well as
the scattering rate attributed to optical phonons [114](depending on the branch), which
leads to an increase of the energy the electrons can gain and share with other carriers
through impact ionization. Moreover, as the E1 field amplitude increases, so does the
electron energy in the same time or space unit and thus the even nonlinearity, which
appears still to be under the saturation limit in our highest-field conditions, as shown
when the system is probed by E2 (Fig. 8.11(b)).

Differently, the E1 dependence for the odd contribution (Fig. 8.4(c)) exhibits a quasi-
constant trend for the amplitude of the odd linearity, which leads to CT following the
denominator trend connected to E1 itself.

8.7.5 Shape of the nonlinear features

As shown in Fig. 8.8(a), while the position of the peak signal amplitude is almost un-
changed throughout the temperature scan, the shape of the (1,1) feature varies with the
temperature and assumes a tadpole-like shape at low temperature, with the low-frequency
tail becoming more prominent. Comparing these results with the transmitted profiles of
the single fields reported in Fig. 8.2(c), we see that the largest frequency content corre-
sponds to the head of the tadpole-like feature. However, the spectral amplitude quickly
drops towards 1 THz, where the tail of the nonlinear signal is still present. The origin of
such peculiarity may find an explanation in the temperature dependence of the plasma
frequency of the sample. Using the carrier concentrations and effective masses reported in
[113] and the high-frequency (relative) dielectric constant ǫ∞ ∼ 13 [121], we can estimate
the plasma frequency from Eq. (3.9) as

fp = 1/(2π)
√

ne2/(ǫ0ǫ∞m∗) (8.8)

where n is the carrier volumetric concentration, ǫ0 is the vacuum dielectric constant and
m∗ is the effective mass of the carriers. The resulting plasma frequency shifts from 1.5
THz at 20 K to 2.6 THz at 100 K.

In the 2D frequency maps in the previous chapter and in [200], nonlinearities were
registered around the plasma edge, due to the variation in the effective mass or number of
carriers after the pump pulse, which may influence the edge position and shape. At higher
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temperatures, however, these features tend to be less pronounced due to the increased
scattering rate of the active channels (e.g phonons and defects). In the present experiment,
the combined frequency shift and amplitude reduction of the plasma edge nonlinearities
make the low-frequency tail disappear above 40 K. Its low relative spectral amplitude
with respect to rest of the signal is likely connected to the low-spectral amplitude around
the ’tail’ range of the (1,1) odd contribution for the E1 and E2 fields (Fig. 8.2(d)).

In the even signal, this particular structure does not seem present. This may be
explained by the fact that the pump (E1) field amplitude is about twice the value for
E2, i.e. 31 kV/cm and 17 kV/cm respectively. Far from the saturation, if the plasma
frequency is varied due to the increased number of carriers, then one would expect that
a higher pump amplitude would lead to a larger shift in the plasma edge position. An
additional reduction may be due to the smaller spectral content around 1 THz for E2

(8.2(c)).

8.7.6 Phase of the nonlinear signal

Regarding the field dependence of the phase of the nonlinear signal shown in Figs. 8.4(d),
8.6(b) for the two polarization schemes, it has been highlighted before that, as the E1

amplitude is increased, the nonlinear signal peak features shift towards earlier tdel values.
This can be explained as a consequence of the fact that the polarization state induced by
the pump pulse leads to an increase in the propagation speed of the THz pulses in the
medium at the observed frequencies. This is more properly depicted in Fig. 8.12 where Et,
E2, Et-E1 and Enl are reported. In particular, if we consider the superposition between
E1 and E2 to be negligible for the time delays at which the profiles are taken (diagonal
profile in Fig. 8.5(b)), panel (c) basically shows the variation of the transmission of E2

at the different E1 field amplitudes.
This phenomenon can be related to a reduction of the refraction index (real part) of

the medium which decreases with an increase in the number of carriers and thus in the
plasma frequency in a Drude-like view (Chapter 3).

8.8 Conclusions

In this chapter, we showed the experimental results of a two-dimensional terahertz study
on the mercury cadmium telluride alloy with composition Hg0.825Cd0.175Te. The results
show large nonlinear response connected to a pump induced change in the polarization of
the system which is still non-saturating for the whole field amplitude range explored. The
discussion of both the time-domain and frequency-domain effects revealed a modification
of the carrier density. This effect can be explained through carrier multiplication via
impact ionization, which finds support in the literature [114][292].

Employing different geometries, it is not trivial to directly compare the results obtained
in the previous chapter in reflection on the Weyl semimetals with the MCT data in
transmission. Moreover, data were acquired in distinct temperature ranges. Nevertheless
similar characteristics are shared such as the temperature and field general trends, as
well as signatures of nonlinear effects appearing close to the plasma edge. The fact that
HgCdTe exhibits larger nonlinearities compared to the ones at analogous temperatures
for the Weyl semimetal may be favored by the low, but finite, carrier concentration in the



Two-dimensional terahertz experiments on HgCdTe 141

Figure 8.12. (a) Total signal Et (b) E2 (c) Et - E1 (d) Enl in the same conditions as Fig.
8.6(b).

conduction band which gives a much lower plasma frequency. As this parameter depends
on the square root of the carrier density, a smaller number of generated carriers can
produce a large change on the dielectric properties, provided that the other parameters
are comparable. This would affect both reflectivity and absorption properties of the
system. However, it can also be influenced by the highly-extended linear dispersion of
the double-cone giving high mobility characteristics also to carriers that are far from the
bottom of the conduction band.



CHAPTER 9

Conclusions

The presented PhD project revolved around the ultrafast dynamics of the electronic and
lattice degrees of freedom in Weyl and Kane quantum materials, resolving the out-of-
equilibrium-response of the investigated systems to ultrashort laser pulses in various pho-
ton energy ranges to be particularly sensitive to peculiar features of the response.

In the first experiment in Chapter 5, we focused our attention on the time-resolved
broadband reflectivity of WTe2, analyzing the effects induced by a 800 nm laser pulse
on the optical properties of the material in the near-infrared/visible energy ranges. Tak-
ing advantage of the broadband character of the probe, it was possible to extract the
frequency-dependent effects of the coherent optical phonons on the reflectivity and, em-
ploying a strategy based on density functional theory to calculate the optical properties
from first principles, to quantify the amplitude of the coherent motion by comparison be-
tween experimental and simulated results. Such approach allowed to evaluate the atomic
displacements with a precision of a few femtometers and without free tuning parameters,
except from a scaling factor determined by a global comparison between experimental
data and numerical simulations of the broadband DR/R signal. Regarding WTe2, we
obtained a good agreement between the frequency dependence of the registered and cal-
culated phonon effects on the reflectivity for both in-plane crystal axes. The broadband
character is an essential feature of the experiment to reliably derive a quantification of the
magnitude of displacements, especially when multiple and intertwined phonon modes are
present. Simultaneous acquisition of the reflectivity for an extended range is to be pre-
ferred over a series of single-color experiments, where experimental condition may change
during the single energy step. The presented method is not system-specific and in princi-
ple can be extended to any crystalline material, provided that its optical properties in the
broadband range are appreciably perturbed by the coherent lattice motion. This strategy
can be also viewed as an alternative route compared to standard structural dynamics
methods to derive the amplitude of the oscillations, usually only possible in large scale
facilities. However, the wide spread of table-top laser systems allows rapid access to a
method which could be employed for the design of peculiar devices where the coherent
lattice motion is controlled to carefully tune the functional properties of the material.
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The coherent motion was central also in the experiment presented in Chapter 6. Once
again, we studied the structural response of WTe2 to a 800 nm light excitation, although
this time we exploited time-resolved x-ray diffraction using hard x-ray pulsed generated
by a free electron laser to measure the intensity of selected Bragg peaks. We showed that
the collective motion has a significant impact on the electronic band structure properties
of the material. The energy levels were found to be not only subjected to a non-uniform
change, but also to a modification of the band curvature as well. The electron and hole
pockets, at whose intersections Weyl points may be found, are involved in the electrical
transport, which is expected to vary due to changes in the effective masses, through the
band curvature. The occurrence of such phenomenon is expected to impact on various
transport properties such as electrical transport through a fast modification of its ex-
tremely high magnetoresistance and thermoelectric performance which are of particular
interest for low effective mass systems. Its rapid phonon-induced oscillations could find
use as modulators, simple function generators and test devices for high frequency ap-
plication which are expected to become of high interest given the continuous growth of
telecommunications and the necessity of fast big data exchanges. Comparing the estima-
tions of the coherent phonon amplitudes, we found a reasonable agreement between the
two experiments reported Chapter 5 and Chapter 6.

The THz experiments were reported in Chapters 7 and 8. In the first chapter, we
showcased the results of nonlinear response through the two-dimensional spectroscopy of
a type I-, TaAs, and a type II-, WTe2 Weyl semimetals, which were analyzed through
temperature and field amplitude dependence studies. While the level of the nonlinearity
depends on the material and, in principle, on the THz polarizations, similar characteristics
are shared. The nonlinearities are understood as the result of impact ionization leading
to carrier multiplication due to the acceleration of electrons by the driving THz pulse,
giving a transient nonlinear polarization for the material. Due to their coordinates in the
frequency maps, these pump-probe effects were assigned to variations in the third-order
electric susceptibility tensor. Physically speaking, the smaller nonlinear response in WTe2

could be linked to its high carrier concentration compared to TaAs. In fact, as the plasma
frequency of a Drude-like term depends on the square root of the number of carriers, it is
necessary to a generate a larger number of new quasi-free carriers to provoke a comparable
change in the edge position and tilt. An accurate modelization of the scattering terms,
e.g. through density functional theory, is required to give quantitative estimations for
the change in the parameters. The distinct carrier concentrations are likely important
factors in determining why the plasma edge does not appear to vary its frequency position
through the thermal activation of carriers, even though the electron pockets size in the
Fermi surface is expected to largely grow due to the shift of the chemical potential as
the sample is heated up. Additional investigations are necessary to obtain the specific
parameters of the ionization process, whose values, in principle, may differ among the
samples due to a different position of the Fermi level at equilibrium. Nonetheless, the
complex band structure of the Weyl semimetals may pose a computational challenge to
map its dispersion in detail, given that it gradually deviates from the quasi-linear Weyl
dispersion as one goes further away from the Weyl points. An advanced model and the
experimental determination of the Fermi level could help to unequivocally identify the
nonlinear signal as a signature of the high-mobility carriers near the Weyl points.

In the second chapter about THz, we presented the experimental results on HgCdTe.
The results show large nonlinearities connected to a pump effect leading to a change in
the polarization of the system. Focus of the analysis was the discussion of both the time-
domain and frequency-domain effects, where characteristics of a carrier density change
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were resolved. The effect can be explained through carrier multiplication via impact
ionization, studied for the equilibrium properties of HgCdTe-based infrared detectors in
the literature. The nonlinear effects in the investigated range are not saturated even for
the highest pump field amplitude, in spite of assuming very large nonlinear values.

Exploiting different setting, it is not straightforward to compare the results for the
three sampled materials, since they explore different observables (reflectivity and trans-
mission) and separate temperature ranges. Nevertheless, we may identify similar char-
acteristics through the temperature and field general trends, as well as the fact that the
signatures of nonlinear effects appear around the frequency position of the plasma edge.
HgCdTe exhibits larger nonlinearities compared to the others, even when similar temper-
ature conditions are compared. The phenomenon may be favored by the low, but finite,
carrier concentration in the conduction band which gives a much lower plasma frequency.
As this parameter depends on the square root of the carrier density, a smaller number
of generated carriers can produce a larger change on the dielectric properties, provided
that the other parameters are only slightly modified. However, the highly-extended linear
dispersion of the double-cone should play an important role giving high mobility char-
acteristics also for carriers that are driven far from the bottom on the conduction band,
which in not the case for the examined Weyl semimetals. Even though a Drude model
is already used to rationalize the results, a more quantitative model is under work to
describe the THz-induced nonlinearities.

To conclude, this thesis work provides not only an experimental characterization of
the electronic and lattice dynamics in Weyl and Kane materials in out-of-equilibrium
conditions, but also shows the importance of the complementary use of models and nu-
merical simulations to fully understand the physical picture. Moreover, this combination
is central to quantitatively calculate the impact of out-of-equilibrium modifications on
fundamental observables connected to the most important properties of these materials.
The powerful synergy between experiment, theory and simulation is expected to play a
key role for the implementation and calibration of nonequilibrium effects in innovative
devices, in particular those relying on peculiarities of the electronic band structure.



Appendices

145



APPENDIX A

Anisotropic optical properties

We report as reference data, the anisotropic optical properties of WTe2 derived from the
data published in [68] for the light polarized along the two in-plane axes (the cell geometry
can be found in Chapters 5 and 6).

A polar graph based on Snell’s law (Fig. A.1) shows relationship between incident and
refracted angles given with respect to the surface normal, assuming an interface between
air (n∼1) and WTe2.

Figure A.1. Polar graph showing the relashionship between incident angle and refracted
angle with respect to the surface normal for WTe2 at the photon energies employed in
Chapter 5.
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Fig. A.2 showcases graphs reporting the complete frequency-dependence of the real
(n) and imaginary (k) parts of refractive index, the reflectance (R) and the intensity
penetration depth (IPD) are obtained directly from the dielectric function [59].

Figure A.2. Optical properties of WTe2 derived from the data published in [68] for the
light polarized along the two in-plane axes. (a) Real part of the refractive index. (b)
Imaginary part of the refractive index. (c) Reflectance. (d) Intensity penetration depth.



APPENDIX B

FTIR spectroscopy on WTe2

To characterize the WTe2 sample, we performed polarization-resolved Fourier transform
infrared spectroscopy (FTIR) using a table-top spectrometer (Bruker ®). Although de-
signed for chemical applications, it can be still employed for an estimation for the reflected
or transmitted intensities. Taking this into account, we allow a rescaling of the intensities
for the comparison with the literature, while the frequency positions are left untouched.
Using distinct beamsplitters, it was possible to select different spectral ranges starting
from the far-infrared to the near-infrared spectral ranges coming from the IR source. The
samples were glued on a copper plate using silver paste and placed on a cold finger inside
the vacuum chamber of the cryostat. To avoid reflected light coming from the sample
holder, the bare sample holder and the contour of the sample were masked using black
paper. The sample compartment and the vacuum chamber are then pumped and liquid
helium was used to cool down the cold finger. The reflected light is then directed in the
interferometer section and finally to the MCT detector. The results are reported in Fig.
B.1.

The comparison reveals a very good correspondence with the frequency positions of
the plasma edges found in the literature [68]. The ’gaps’ in the data are due to lack of
light between subsequent beamsplitter ranges. The small oscillations are artifacts from
the spectrometer.
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Figure B.1. FTIR spectroscopy on WTe2 using linearly polarized light. (a) Polarized ||
x. (b) Polarized || y.



APPENDIX C

Pixel-resolved evolution of the Bragg

peaks

In Chapter 6, the time-resolved x-ray experiment results are given in terms of ∆I/I, which
represents the ratio between the laser-induced variation in the diffraction intensity and
the unpumped value for a certain Bragg peak. These are integrated values over a region
of interest, i. e. a certain number of pixels forming an area, of the detector.

Thanks to the large number (1.5 million) and density of pixels in the Jungfrau detector
at the Bernina beamline at SwissFEL [257], one can also obtain information regarding
the shape of the peak and its time-dependent evolution after a pump pulse.This can be
done by considering specific regions of interest (ROIs) and may be also used to monitor
the uniformity of the crystal around the probed area. Here we report two examples
of this analysis: for the Bragg peaks (1̄62) and (1̄46). In Figs. C.1, framesm146, we
showcase four distinct time-delays: before time-zero, at the first maximum of the shear
mode, at the first minimum of the shear mode and at long time-delays, where the shift
of the peak appears (red area is where it migrated). An alternative way to plot this data
is to take ’slices’ of the pixels and and collect them for all the time frames. Examples
are shown in Figs. C.2, Fig. C.3 and Fig. C.5. Even though it was not the main
objective of the performed study, this analysis gives a possible indication of an additional
acoustic phenomena occurring as the system is pumped. This particular was resolved for
peak (1̄46) and it is presented in Fig. C.5. Differently, we could not resolve a similar
phenomenon for the other Bragg peaks, which might be an indication that the (1̄62) peak
is particularly sensitive to it through the change in the atomic position. In [35], where
thin films (∼50 nm) were used, acoustic breathing mode oscillations were resolved. In our
case, the sample is much thicker (a few hundreds of microns). The acoustic propagation in
bulk metallic compounds is connected to the presence of a temperature gradient along the
perpendicular direction with respect to the surface, generated by the energy deposition
given by the pump pulse. The density of ’hot electrons’ and the couplings between the
electronic and lattice subsystems is what determines the type of response and its timescale
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[293][294][295].A reciprocal space to direct space mapping could provide more information
regarding its particular pixel-resolved behavior in our thicker sample.

Figure C.1. Pixel-resolved (a) ∆I, with a symmetric logarithmic color scale, and (b)
∆I/I, with a linear color scale, evolution of the registered intensity at selected time
delays for Bragg peak (1̄62).
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Figure C.2. Pixel-resolved ∆I/I, with a symmetric logarithmic color scale, evolution of
the registered intensity for a specific saw-tooth-like cut (the few lateral pixels are used
to highlight the uniformity of the effects) passing through the peak at (80,59) pixel
coordinates with a 0◦ angle with respect to the y-axis (the same ROI was used for the
panels in Fig. C.1) for Bragg peak (1̄62) in a smaller time-window, showing the impact
of the phonon effects.
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Figure C.3. Pixel-resolved ∆I/I, with a symmetric logarithmic color scale, evolution of
the registered intensity for a specific saw-tooth-like cut (the few lateral pixels are used
to highlight the uniformity of the effects) passing through the peak at (80,59) pixel
coordinates with a 15◦ angle with respect to the y-axis (the same ROI was used for the
panels in Fig. C.1) for Bragg peak (1̄62) in a larger time-window.
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Figure C.4. Pixel-resolved (a) ∆I, with a symmetric logarithmic color scale, and (b)
∆I/I, with a linear color scale, evolution of the registered intensity at selected time
delays for Bragg peak (1̄46).
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APPENDIX D

Phononic impact on the charge density

in WTe2

The phonon modes in WTe2 are also responsible for a change in the charge density. Focus-
ing on the first two modes (0.25 and 2.5 THz), we report in Figs. D.1, D.2 the variation
of the charge density difference, defined as the difference between the charge density and
the one of the isolated atoms reported previously in Figs. 6.17(c),(d), 6.18(b), which
we call ’shared charge’, which is connected to the presence of interatomic interactions, in
particular with the formation of the in-plane W-W and W-Te covalent bonds. The atomic
positions shown are the equilibrium ones. This gives an indication of how the ’shared’
charge moves with the phonon modes. For the shear mode (0.25 THz), we also verified
that only minor differences are found when considering a uniform shift instead of the
eigendisplacement (Fig. 6.5(a)) from density functional perturbation theory, where very
small differences between the atomic shifts were obtained, as it was discussed in Chapter
6.

In principle, the most natural way to analyze this the charge variation connected to
these different configurations would be to consider the difference between the total charge
densities. However, due to the extension of the electronic clouds, the result is dominated
by the shift of the ’unshared charge’, i.e. the superposition of the atomic charge of
the isolated atoms, rather than the ’shared charge’. Nevertheless, these graphs give a
qualitative description to see how the bonding charge density is modified.
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Figure D.1. Impact of the phononic displacements on the charge density difference in
the (100) plane (Figs. 6.17(c),(d)). (a),(b) Effects of a 2.5 pm shift along the 0.25 THz
mode in the eigendisplacements direction (see Fig. 6.5) and opposite to them
respectively. (c),(d) Effects of a 300 fm W#1 z-shift along the 2.5 THz mode in the
eigendisplacements direction (see Fig. 6.5) and opposite to them.
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Figure D.2. Impact of the phononic displacements on the charge density difference in
the (002) plane (Fig. 6.18(b)). (a),(b) Effects of a 2.5 pm shift along the 0.25 THz mode
in the eigendisplacements direction (see Fig. 6.5) and opposite to them respectively.
(c),(d) Effects of a 300 fm shift W#1 z-shift along the 2.5 THz mode in the
eigendisplacements direction (see Fig. 6.5) and opposite to them.



APPENDIX E

2D THz spectroscopy on TaAs

In this appendix, I report the two-dimensional THz maps, both in the time and frequency
domains, for TaAs, which were not included in Chapter 7.

Figure E.1. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼500
kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency domain.
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Figure E.2. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼500 kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.3. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼427
kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency domain.
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Figure E.4. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼427 kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.5. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼345
kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency domain.
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Figure E.6. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼345 kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.7. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼241
kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency domain.
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Figure E.8. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼241 kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.9. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼144
kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency domain.
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Figure E.10. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼144 kV/cm, E2 ∼45 kV/cm and T=110 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.11. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼570
kV/cm, E2 ∼45 kV/cm and T=130 K. (a) Time domain. (b) Frequency domain.
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Figure E.12. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼570 kV/cm, E2 ∼45 kV/cm and T=130 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.13. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼570
kV/cm, E2 ∼45 kV/cm and T=150 K. (a) Time domain. (b) Frequency domain.
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Figure E.14. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼570 kV/cm, E2 ∼45 kV/cm and T=150 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.15. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼570
kV/cm, E2 ∼45 kV/cm and T=170 K. (a) Time domain. (b) Frequency domain.
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Figure E.16. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼570 kV/cm, E2 ∼45 kV/cm and T=170 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.17. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼570
kV/cm, E2 ∼45 kV/cm and T=190 K. (a) Time domain. (b) Frequency domain.
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Figure E.18. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼570 kV/cm, E2 ∼45 kV/cm and T=190 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.

Figure E.19. Two-dimensional THz mapping of the nonlinear signal in TaAs for E1 ∼570
kV/cm, E2 ∼45 kV/cm and T=250 K. (a) Time domain. (b) Frequency domain.
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Figure E.20. Profiles extracted from the two-dimensional THz mapping in TaAs for
E1 ∼570 kV/cm, E2 ∼45 kV/cm and T=250 K. (a) Time domain. (b) Frequency
domain. For each panel E2 and Enl were extracted from the same temporal ranges
(0.3-0.7 ps) and compared.



APPENDIX F

2D THz spectroscopy on WTe2

In this appendix, I report the two-dimensional THz maps, both in the time and frequency
domains, for WTe2, which were not included in Chapter 7. The two following sections
separate the data by the polarization direction for E2, keeping E1 perpendicular to it: E2

|| x and E2 || y.

F.1 E2 || x

Figure F.1. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 || y
and E2 || x for E1 ∼605 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain. (b)
Frequency domain.
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Figure F.2. Profiles extracted from the two-dimensional THz mapping in WTe2 with E1

|| y and E2 || x for E1 ∼605 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.

Figure F.3. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 || y
and E2 || x for E1 ∼530 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain. (b)
Frequency domain.
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Figure F.4. Profiles extracted from the two-dimensional THz mapping in WTe2 with E1

|| y and E2 || x for E1 ∼530 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.

Figure F.5. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 || y
and E2 || x for E1 ∼417 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain. (b)
Frequency domain.
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Figure F.6. Profiles extracted from the two-dimensional THz mapping in WTe2 with E1

|| y and E2 || x for E1 ∼417 kV/cm, E2 ∼ 55 kV/cm and T=110 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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F.2 E2 ||y

Figure F.7. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 || x
and E2 || y for E1 ∼605 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain. (b)
Frequency domain.

Figure F.8. Profiles extracted from the two-dimensional THz mapping in WTe2 with E1

|| x and E2 || y for E1 ∼605 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.9. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 || x
and E2 || y for E1 ∼530 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain. (b)
Frequency domain.

Figure F.10. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼530 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.11. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 ||
x and E2 || y for E1 ∼417 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain. (b)
Frequency domain.

Figure F.12. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼417 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.13. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 ||
x and E2 || y for E1 ∼292 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain. (b)
Frequency domain.

Figure F.14. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼292 kV/cm, E2 ∼55 kV/cm and T=110 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.15. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 ||
x and E2 || y for E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=160 K. (a) Time domain. (b)
Frequency domain.

Figure F.16. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=160 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.17. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 ||
x and E2 || y for E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=200 K. (a) Time domain. (b)
Frequency domain.

Figure F.18. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=200 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.19. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 ||
x and E2 || y for E1 ∼605 kV/cm, E2 ∼55 kV/cm and T=200 K. (a) Time domain. (b)
Frequency domain.

Figure F.20. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼605 kV/cm, E2 ∼55 kV/cm and T=200 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.21. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 ||
x and E2 || y for E1 ∼530 kV/cm, E2 ∼55 kV/cm and T=200 K. (a) Time domain. (b)
Frequency domain.

Figure F.22. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼530 kV/cm, E2 ∼55 kV/cm and T=200 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.
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Figure F.23. Two-dimensional THz mapping of the nonlinear signal in WTe2 with E1 ||
x and E2 || y for E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=240 K. (a) Time domain. (b)
Frequency domain.

Figure F.24. Profiles extracted from the two-dimensional THz mapping in WTe2 with
E1 || x and E2 || y for E1 ∼675 kV/cm, E2 ∼55 kV/cm and T=240 K. (a) Time domain.
(b) Frequency domain. For each panel E2 and Enl were extracted from the same
temporal ranges (0.3-0.7 ps) and compared.



APPENDIX G

Rise time of the HgCdTe nonlinearties

Regarding the rise time, i.e. the time interval required for the nonlinear to reach its peak
after the superposition, Fig. G.1(a) showcases its dependence on the temperature and
field conditions investigated. For a systematic evaluation, the following formula was used
to fit the profiles

f(t) = −θ(t− t0)|Anonlinear|e−(t−t0)/τrise + c (G.1)

where θ is the Heaviside step function, Anonlinear is the absolute value of the signal plateau,
t0 represents the temporal beginning of the nonlinearity, τrise is the rise time and c is an
offset constant. In Figs. G.1(b),(c) the temperature and field dependencies of Anonlinear
and τrise are reported, depicting a similar behavior for the two quantities. Excluding
low-field and high-temperature settings where the low signal may affect the accurate
estimation, we observe that the rise time appears to be almost constant around 0.2-0.3
ps, without a clear-cut dependence.

This points towards the finite pulse duration of E1 as its main source, rather that the
carrier multiplication process itself.

An extended tex dependence of the nonlinear signal is reported in Fig. G.1(a), showing
that the signal survives for tens of picoseconds.
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Figure G.1. (a) Evolution of the even nonlinear signal at constant tdel, taken along the
orange dotted line in Fig. 8.5(b), for the examined conditions, varying temperature and
E1 field amplitude, keeping E2 ∼17 kV/cm. (b) Temperature and (c) E1 field
dependence of the nonlinear signal at tdel. The plotted quantities Anonlinear and τrise are
the parameters obtained from fitting with Eq. G.1 the profiles in panel (a); the arrows
indicate the respective left axes. (d) Longer time profiles at fixed tdel, taken at the same
conditions as in Fig. 8.5(b) along the orange and blue dotted lines in Fig. (8.5(b))
extending the tex interval.
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